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Abstract. We study ‘nondegenerate’ SDE’s with jumps. These include
SDE satisfying ‘point-wise positive’ condition and that satisfying (nonstation-
ary) Hörmander’s condition. We show that solutions of these SDE’s have
hypoelliptic properties. Our result is based on the Malliavin calculus on the
Wiener-Poisson space. In case of continuous SDE, it extends and refines works
based on the Malliavin calculus on the Wiener space.

1. Introduction and main results.

We will study a nonstationary (time-dependent) jump-diffusion on Euclidean
space associated with a stochastic differential equation (SDE) with jumps on Rd

written by

dξt = b(ξt−, t)dt + σ(ξt, t)dW (t) +
∫

Rm
0

g(ξt−, t, z)Ñ(dtdz), (1.1)

where W (t) is an m-dimensional standard Brownian motion and Ñ(dtdz) is a
compensated Poisson random measure on Rm

0 = Rm−{0} with intensity measure
dtν(dz), which are mutually independent. Here, ν is a Lévy measure having finite
moments of any order. Coefficients b(x, t) = (bi(x, t)), σ(x, t) = (σij(x, t)) are
smooth in x and coefficients g(x, t, z) = (gi(x, t, z)) is smooth in x, z, as will be
stated in Section 2.1.

The solution is a nonstationary jump-diffusion. Its generator is given by

A(t)ϕ =
1
2

∑

i,j

aij(x, t)ϕij +
∑

i

bi(x, t)ϕi

+
∫

Rm
0

{
ϕ(x + g(x, t, z))− ϕ(x)−

∑

i

gi(x, t, z)ϕi(x)
}

ν(dz), (1.2)
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where aij(x, t) =
∑

k σik(x, t)σjk(x, t).
In the previous papers [8] and [9], we studied a ‘uniformly positive’ jump-

diffusion. Let us recall some facts stated in these papers. We assume that ν is
a Lévy measure satisfying the order condition with exponent α ∈ (0, 2), namely,
the function ϕ(ρ) :=

∫
|z|≤ρ

|z|2ν(dz), ρ > 0 satisfies lim infρ→0 ϕ(ρ)/ρα > 0. For
ρ > 0, we set

Bρ =
(∫

|z|≤ρ
zizjν(dz)

ϕ(ρ)

)
. (1.3)

Let B be a symmetric nonnegative m×m-matrix such that the matrix inequality
B ≤ Bρ (positive definite order) holds for all 0 < ρ < ρ0, where ρ0 is a certain pos-
itive number. Such B is not unique. It will be fixed in this paper. Associated with
the jump coefficients, we set σ̃ij(x, t) = ∂zj

gi(x, t, z)|z=0 and σ̃(x, t) = (σ̃ij(x, t))
(d×m-matrices). We define a matrix by

C(x, t) := σ(x, t)σ(x, t)T + σ̃(x, t)Bσ̃(x, t)T . (1.4)

A uniformly positive condition is stated as follows:

Condition (UP ). There exists n0 ∈ N and c0 > 0 such that

vT C(x, t)v ≥ c0

(1 + |x|)n0
|v|2, ∀x, t, v. (1.5)

Note that the above condition does not mean that coefficient matrix (aij(x, t)) of
the integro-differential operator A(t) is positive definite. Hence the operator A(t)
might not be elliptic. However, the following hypoelliptic properties I and II hold
([8] and [9]).

I. Analytic property. Let c(x, t) be a bounded smooth function and let T > 0
be a terminal time. Consider the Cauchy problem of the backward heat equation:





(
∂

∂s
+ A(s) + c(x, s)

)
u(x, s) = 0, 0 < s < T, x ∈ Rd,

lim
s↑T

u(x, s) = f(x), (terminal condition).
(1.6)

1. For any slowly increasing continuous function f , the equation has a unique
slowly increasing C∞,1-solution u(x, s).

2. It has a fundamental solution: There exists a function p(s, x; t, y) satisfying the
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following properties. i) For any t, y, it is a C∞,1-function of (x, s) and satisfies

(
∂

∂s
+ A(s)x + c(x, s)

)
p(s, x; t, y) = 0, 0 < s < t, x ∈ Rd. (1.7)

ii) For any x, s < t, it is a rapidly decreasing C∞-function of y and satisfies

u(x, s) =
∫

p(s, x;T, y)f(y)dy. (1.8)

II. Probabilistic property. Let ξs,t(x), t ≥ s be the solution of the SDE start-
ing from x at time s. Define the Feynman-Kac operator P c

s,tf by

P c
s,tf(x) := E

[
exp

{ ∫ t

s

c(ξs,u(x), u)du

}
f(ξs,t(x))

]
. (1.9)

1. The solution of the Cauchy problem (1.6) is given by u(x, s) = P c
s,T f(x).

2. The Feynman-Kac operator P c
s,tf(x) can be extended from a smooth function

f of polynomial growth to any tempered distribution Φ. The extended function
u(x, s) = P c

s,tΦ(x) is of C∞,1-class with respect to (x, s) ∈ Rd×(0, t) and satisfies
the backward heat equation

(
∂

∂s
+ A(s) + c(x, s)

)
u(x, s) = 0. (1.10)

3. The function p(s, x; t, y) := P c
s,tδy(x) is the fundamental solution of the Cauchy

problem (1.6).

In this paper, we will show that hypoelliptic properties I and II are valid for
a wider class of SDE’s. An SDE is called nondegenerate if the family of solutions
{ξs,t(x); |x| ≤ N} is uniformly nondegenerate for any s < t and N > 1, i.e, the
Malliavin covariances Π(x) of ξs,t(x) are invertible and satisfies

sup
|x|≤N

sup
v∈Sd−1,u∈A(1)k

E
[
(vT Π(x)v)−p ◦ ε+u

]
< ∞, ∀p > 1,

for any s < t and k ∈ N (For the precise meaning, see Section 2). We will
show in Section 2 that any nondegenerate SDE has hypoelliptic properties I and II
(Theorem 2.1).

In Sections 3–5, we will study nondegenerate SDE more explicitly. We will
relax the above Condition (UP) as follows.
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Condition (P). The matrix C(x, t) is positive definite for any x, t.

Instead, we assume that the growth of jumps are not too big:

Condition (G). g and its derivative are of uniformly linear growth: There
exists a positive constant K such that

sup
x,t

|g(x, t, z)|+ |∇g(x, t, z)|
1 + |x| ≤ K, a.e. z (ν). (1.11)

We will show in Section 3 that any SDE satisfying Conditions (P) and (G) is
nondegenerate (Theorem 3.1).

In Sections 4 and 5, we will study SDE’s which do not satisfy Condition (P).
Associated with matrix functions σ(x, t) and σ̃(x, t), we define time-dependent
vector fields:

Vj(x, t) = σ·j(x, t), j = 1, . . . , m, (1.12)

Ṽj(x, t) =
∑

k

σ̃·k(x, t)τkj , j = 1, . . . , m, (1.13)

where (τkj) is a symmetric nonnegative definite square root of the matrix B. Then
SDE satisfies Condition (P) if and only if the family of time-dependent vector fields

Σ0 =
{
Vj(t), Ṽj(t), j = 1, . . . , m

}
, (1.14)

spans Rd for any x, t. Now, assuming that

b0(x, t) := lim
δ→0

∫

|z|>δ

g(x, t, z)ν(dz) (1.15)

exists, we define another time-dependent vector field by

V0(x, t) = b(x, t)− 1
2

∑

l,j

∂σ·j(x, t)
∂xl

σlj(x, t)− b0(x, t). (1.16)

Then, we define families of time-dependent vector fields for k = 1, 2, . . . by

Σk =
{
Vt(t) + [V0(t), V (t)], [Vj(t), V (t)], [Ṽj(t), V (t)]; j = 1, . . . , m, V (t) ∈ Σk−1

}
,

where Vt(t) is the derivative of V (t) with respect to t and [ , ] denotes the Lie
bracket.
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The (time-dependent) strong Hörmander condition is stated as follows.

Condition (SH). There exists n0 ∈ N such that the family of time-dependent
vector fields

⋃n0
k=0 Σk spans Rd for all x, t.

One of our goals is to prove that an SDE is nondegenerate if it satisfies Condi-
tion (SH) and Condition (G). It will be completed at Section 5. For this purpose,
we will introduce in Section 4 other types of Hörmander conditions called modified
strong Hörmander condition etc. The nondegenerate property will be proved for
SDE’s with modified strong Hörmander condition etc, making use of estimates of
Norris type for a certain semimartingale with jumps. A main result is Theorem
4.1. Then, in Section 5, we apply the theorem for proving the nondegenerate
property for SDE’s stated above. See Theorem 5.1.

In Section 6, we will consider an SDE where the Lévy measure is lacking the
order condition, together with a continuous SDE. For such an SDE, we neglect
vector fields Ṽj(x, t) of (1.13). Define Σ̂0 = {Vj(t), j = 1, . . . , m} and

Σ̂k =
{
Vt(t) + [V0(t), V (t)], [Vj(t), V (t)]; j = 1, . . . , m, V (t) ∈ Σ̂k−1

}
.

Then Conditions ˆ(SH) is defined similarly, using Σ̂k, k = 0, 1 . . . instead of Σk, k =
0, 1, . . .. It will be shown that hypoelliptic properties I and II are valid under
Condition ˆ(SH) and Condition (G).

If the SDE is continuous, the condition for hypoelliptic properties I and II is
relaxed. It can be shown under the Hörmander condition:

Condition ˆ(H). The family of time-dependent vector fields
⋃∞

k=0 Σ̂k spans Rd

for all x, t.

See Theorem 6.3. Our result extends and refines some well known results for
stationary continuous SDE. If coefficient vector fields Vj , j = 1, . . . , m of the con-
tinuous SDE do not depend on time t (stationary), the above Σ̂k is rewritten
as

Σ̂k = {[V0, V ], [Vj , V ]; j = 1, . . . , m, V ∈ Σ̂k−1}.

Then Condition ˆ(H) coincides with the usual Hörmander condition. Under this
condition, the existence of the C∞-density for a stationary continuous SDE was
shown by Kusuoka-Stroock [10], [11] and others: The existence of the fundamental
solution was pointed out by Watanabe [21], making use of the composition of a
smooth functional and a tempered distribution. These results are now extended to
time-dependent case. It seems to be new that the fundamental solution p(s, x; t, y)
is smooth with respect to s, x and satisfies equation (1.7).
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Taniguchi [20] may be the first work on the Malliavin calculus for nonstation-
ary continuous SDE. He proved the existence of the smooth density for the law of
the solution under the restricted Hörmander condition. See Section 5.

In the final section (Appendix), we will give an estimate of Norris’ type,
making use of Komatsu-Takeuchi’s estimate of semimartingale with jumps [5]. The
estimate stated in Theorem 7.1 is much simpler than the corresponding estimate
of Norris’ type given in [6].

The study of the smooth densities for jump processes satisfying the uniform
Hörmander’s condition was initiated by Léandre [13]. His approach is based on
Bismut’s work on Malliavin calculus for jump process [1], where the smooth density
of the Lévy measure is assumed. The author [6] studied the similar problem for
canonical SDE with jumps. The latter approach is based on the Malliavin calculus
on the Wiener-Poisson space due to Picard [18], [19] and Ishikawa-Kunita [4]. Our
Theorem 5.1 will cover these works.

2. Nondegenerate functionals on Wiener-Poisson space and non-
degenerate SDE with jumps.

2.1. Smooth functionals on Wiener-Poisson space.
Let T be a positive number and let T = [0, T ]. Let W be the set of all

continuous maps w : T → Rm such that w(0) = 0 and let B(W ) be the smallest
σ-field of W with respect to which {w(t), t ∈ T} are measurable. Let P1 be a
probability measure on (W ,B(W )) such that
(1) W (t) := w(t) is a standard Brownian motion.

Let Rm
0 = Rm − {0} and let B(Rm

0 ) be its Borel field. By a point function on
Rm

0 we mean a map q : Dq → Rm
0 , where Dq is a countable subset of T. A counting

measure of the point function q is defined by

N(E, q) = ]{t ∈ Dq : (t, q(t)) ∈ E},

where E is a Borel subset of U = T×Rm
0 . Let Ξ be the set of all point functions on

Rm
0 . We denote by B(Ξ) the smallest σ-field with respect to which N(E), E ∈ B(U)

are measurable.
Let n be a measure on U given by n(E) =

∫
E

dtν(dz), where ν is a Lévy
measure on Rm

0 satisfying
∫ |z|2/(1 + |z|2)ν(dz) < ∞. A probability measure P2

on (Ξ,B(Ξ)) is called a Poisson measure with characteristic n, if the following
conditions are satisfied.
(2) If E1, . . . , En are disjoint, N(E1), . . . , N(En) are independent.
(3) If 0 < n(E) < ∞, N(E) is Poisson distributed with intensity n(E).

Let Ω = W × Ξ and B = B(W ) ⊗ B(Ξ). Elements of Ω are denoted by
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ω = (w, q). A probability measure on (Ω,B) is called a Wiener-Poisson measure
with characteristic n, if w and q are independent and satisfies (1)–(3). We denote
by F the completion of B. The triple (Ω,F , P ) is again called a Wiener-Poisson
space with characteristic n. P is given by P1 × P2.

In the following, through the paper, we will fix a Wiener-Poisson space
(Ω,F , P ) with characteristic dn = dsdν, and we will discuss functionals defined
over it.

We will introduce some notations following [4], [8] and [9]. Let Dt, t ∈ T
be the Malliavin-Shigekawa’s derivative operator acting on the first variable w.
For t = (t1, . . . , tj) ∈ Tj , we set Dt = Dj

t = Dj
t1,...,tj

= Dt1 · · ·Dtj
. We shall

introduce difference operators D̃u, u ∈ U, acting on the Poisson space. For each
u = (t, z) ∈ U, we define a transformation ε+

u : Ξ → Ξ by setting Dε+
u q = Dq ∪ {t}

and

(ε+
u q)(s) = q(s), if s ∈ Dq, s 6= t,

= z, if s = t.

It is extended to ω = (w, q) by setting ε+
u ω = (w, ε+

u q). The difference operators
D̃u for a smooth Poisson functional Y is defined after Picard [18] by

D̃uY = Y ◦ ε+
u − Y.

Let u = (u1, . . . , uk) = ((t1, z1), . . . , (tk, zk)) = (t,z). We define ε+
u = ε+

u1
◦· · ·◦ε+

uk

and D̃u = D̃k
u = D̃u1 · · · D̃uk

.
For k, l ∈ N and p > 1, Sobolev’s norms | |k,l,p over Wiener-Poisson function-

als are defined making use of derivative operators Dl′
t , 0 ≤ l′ ≤ l and the difference

operators D̃k′
u , 0 ≤ k′ ≤ k. We set

|X|k,l,p =
{ k∑

k′=0

l∑

l′=0

E

[ ∫

Uk′

( ∫

Tl′

∣∣∣∣
Dl′

t D̃k′
u X

γ(u)

∣∣∣∣
2

dt

)p/2

m̂k′(du)
]}1/p

,

where

m̂(du) :=
γ(u)21(0,1](|u|)n(du)∫
U γ(u)21(0,1](|u|)n(du)

, m̂k(du) = m̂(du1) · · · m̂(duk),

and γ(u) = γ(z) = |z1| · · · |zk|. The set of functionals G such that |G|k,l,p < ∞
is denoted by Dk,l,p. We set D∞ = ∩k,l,pDk,l,p and denote the d-fold product of
D∞ by Dd

∞. Elements of D∞ or Dd
∞ are called smooth functionals. See [4].
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We denote by D̂d
∞ the set of all F ∈ Dd

∞ satisfying the following properties:
i) D̃t,zF is twice differentiable with respect to z and derivativers are uniformly
continuous in z ∈ {z ∈ Rm

0 ; |z| ≤ 1}. ii) the functional

Φ(F ) :=
m∑

i=1

sup
|z|≤1,t∈T

∣∣∂ziD̃t,zF
∣∣ +

m∑

i,j=1

sup
|z|≤1,t∈T

∣∣∂zi∂zj D̃t,zF
∣∣

satisfies supu∈A(1)k E[|Φ(F ) ◦ ε+u |p] < ∞ for any k ∈ N and p > 1, where A(1) =
{u = (t, z) ∈ U; |z| ≤ 1}.

2.2. Nondegenerate smooth functional and its law.
In the following, throughout Sections 2–5, we will assume that the Lévy mea-

sure associated with the Poisson random measure satisfies the order condition. Let
F be a smooth functional in D̂d

∞. In [4], we defined the Malliavin covariance of
F . In this paper, we present a slightly simpler Malliavin’s covariance. It is defined
by

ΠF =
∫ T

0

(DtF )(DtF )T dt +
∫ T

0

(∂D̃t,0F )B(∂D̃t,0F )T dt, (2.1)

where B is a lower bound of Bρ, 0 < ρ < ρ0 and

∂D̃t,0F = lim
z→0

(∂z1D̃t,zF, . . . , ∂zmD̃t,zF ).

F ∈ D̂d
∞ is called nondegenerate if its Malliavin covariance is invertible a.s. and

the inverse (vΠF v)−1 (v 6= 0) satisfies

sup
v∈Sd−1,u∈A(1)k

E
[
(vΠF v)−p ◦ ε+u

]
< ∞ (2.2)

for any p > 1 and k ∈ N. Our definition of a nondegenerate functional is slightly
stronger than that adopted in [4] and [8].

Let us recall some facts about nondegenerate functionals following [8]. Sup-
pose that F ∈ D̂d

∞ is a nondegenerate functional and let G ∈ D∞. We will consider
the (inverse) Fourier transform of the signed measure µG(dy) = E[G1F∈dy]. It is
written as

ϕG(v) :=
∫

ei(v,y)µG(dy) = E[ei(v,F )G]. (2.3)
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We call it the weighted characteristic function of the random variable F with
respect to G. We are interested in the property of the polynomial decay of the
weighted characteristic function as |v| → ∞. The property of the polynomial
decay will imply that the signed measure µG has a rapidly decreasing C∞-density
function.

The polynomial decay of the weighted characteristic function was studied in
[8]. We will quote an estimate given in [8], Theorem 2.5. For any given n ∈ N,
there exist k = kn, l = ln ∈ N, p = pn > 1 and Cn > 0 such that the inequality

∣∣E[ei(v,F )G]
∣∣ ≤ Cn(1 + |v|2)−q0n/2|G|k,l,pΘn(F ), ∀v ∈ Rd (2.4)

holds for any G ∈ D∞ and any nondegenerate F ∈ D̂d
∞. Here q0 > 0 is an absolute

constant determined from the exponent of the order condition of the Lévy measure.
The last term Θn(F ) is finite for any n, if F is nondegenerate. Thus we get the
polynomial decay of ϕG(v).

In later discussions, we want to show the polynomial decay property for
F (x) = ξs,t(x), uniformly with respect to parameter x, where ξs,t(x) is the flow of
solutions of SDE. For this purpose, we will write down Θn(F ) explicitly.

Θn(F ) = |F |3n
k+1,l+1,2(l+1)(k+1)p

×
2k∏

i=1

(
1 + E

[ ∫
Φ(F )2(l+1)(k+1)q ◦ ε+ui

m̂i(dui)
]1/8(k+1)q)n

×
2k∏

i=1

(
1 + sup

v∈Sd−1

E

[ ∫
(vT ΠF v)−8(l+1)(k+1)p ◦ ε+ui

m̂i(dui)
]1/4(k+1)p)n

,

(2.5)

where q > 1 is a certain constant.

2.3. SDE with jumps.
Let us return to SDE (1.1). We will use the following notations. For a

function f(x) on Rd, we set ∇f(x) = (∂x1f(x), . . . , ∂xd
f(x)) and for a vector

function f(x) = (f1(x), . . . , fe(x)), we set ∇f(x) = (∂xi
fj(x)). For a multi-index

α = (α1, . . . , αd) of nonnegative integers, we set ∇α = (∂/∂x1)
α1 · · · (∂/∂xd

)αd if
α 6= (0, . . . , 0). A function f(x, t), x ∈ Rd, t ∈ T is said to be a C∞b -function, if it is
infinitely continuously differentiable with respect to x and ∇αf(x, t) are bounded
continuous in (x, t) for all α.

A function g(x, t, z), x ∈ Rd, t ∈ T, z ∈ Rm is said to belong to the class
C∞b (0) or to be a C∞b (0)-function, if it satisfies



1002 H. Kunita

i) For any z, it is a C∞b -function.
ii) For any α, ∇αg(x, t, z) is twice continuously differentiable with respect to z, of

linear growth with respect to z and satisfies ∇αg(x, t, 0) = 0.

For the coefficients of the equation, we assume that b, σ are C∞b -functions and
g is a C∞b (0)-function. For the Lévy measure ν, we assume

∫ |z|pν(dz) < ∞ for
any p ≥ 2. We set

X(x, t) =
∫ t

0

b(x, s)ds +
∫ t

0

σ(x, s)dW (s) +
∫ t

0

∫

Rm
0

g(x, s, z)Ñ(dsdz). (2.6)

Let {Ft} be the filtration of sub σ-fields of F generated by the Brownian motion
W (t) and the Poisson random measure N . Given an Ft0-measurable random
variable ξ0, an {Ft}-adapted cadlag process ξt, t ∈ [t0, T ] with values in Rd is
called a solution of equation (1.1) starting from ξ0 at time t0, if it satisfies

ξt = ξ0 +
∫ t

t0

X(ξr−, dr), t ≥ t0. (2.7)

Equation (2.7) has a unique solution. The solution such that ξ0 = x and t0 = s

is denoted by ξs,t(x). Then for any s < t, maps ξs,t : Rd → Rd are C∞-maps
a.s. Further it satisfies ξs,u = ξt,u ◦ ξs,t for any s < t < u a.s. {ξs,t} is called a
nonstationary Lévy flow associated with X(x, t) of (2.6).

For fixed s, x, the stochastic process ξt = ξs,t(x) is a jump-diffusion with gen-
erator A(t) given by (1.2). Let c(x, t) be a bounded C∞b -function. The transition
operator weighted by c or Feynman-Kac operator P c

s,tϕ(x) is defined by (1.9) for
any C∞-function ϕ of polynomial growth. For any 0 < t ≤ T , it is a C∞,1-function
of (x, s) ∈ Rd× (0, t). Further, u(x, s) = P c

s,tϕ(x) satisfies Kolmogorov’s backward
equation (1.10). See [9].

2.4. Nondegenerate SDE with jumps and its hypoelliptic proper-
ties.

It is known ([8], [9]) that for any s < t and x, F (x) = ξs,t(x) belongs to D̂d
∞

and the Malliavin covariance Π(x) of F (x) is written by

Π(x) =
∫ t

s

∇ξu,t(x)C(ξs,u(x), u)∇ξu,t(x)T du, (2.8)

where C(x, t) is a matrix function defined by (1.4). The SDE is called nondegen-
erate if the family of solutions {ξs,t(x); |x| ≤ N} is ‘uniformly’ nondegenerate for
any s < t and N > 1, i.e., if the following inequality holds.
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sup
|x|<N

sup
v∈Sd−1,u∈A(1)k

E
[
(vT Π(x)v)−p ◦ ε+u

]
< ∞, (2.9)

for any N > 1, p > 1 and k ∈ N.
We should remark that nondegenerate SDE in this paper is more general

than nondegenerate SDE in [8] and nondegenerate Lévy flow in [9]. Indeed, these
coincide with SDE satisfying Condition (UP) in this paper.

Lemma 2.1. Let ξs,t(x) be solutions of a nondegenerate SDE. For any n ∈ N,
there exist k, l ∈ N and p > 1 such that the family of solutions {ξs,t(x); |x| ≤ N}
(s, t being fixed) satisfies

sup
|x|≤N

∣∣E[ei(v,ξs,t(x))G]
∣∣ ≤ CN (1 + |v|2)−q0n/2|G|k,l,p, ∀v, ∀G ∈ Dk,l,p, (2.10)

for any N > 1, where CN is a positive constant.

Proof. We will apply inequality (2.4) to F = F (x) = ξs,t(x). We can check
by a direct computation that the first and the second terms of Θn(F (x)) given by
(2.5) involving F (x) and Φ(F (x)), respectively, are bounded for |x| ≤ N . Further
we have from (2.9)

sup
|x|≤N,v∈Sd−1

E

[ ∫
(vT Π(x)v)−8(l+1)(k+1)p ◦ ε+ui

m̂i(dui)
]

< ∞. (2.11)

Therefore Θn(F (x)) is bounded for |x| ≤ N . Then inequality (2.10) follows from
(2.4). ¤

Now, let S be the space of rapidly decreasing C∞-functions on Rd equipped
with seminorms

‖ϕ‖2j =
( ∫

Rd

∑

α+β≤j

(1 + |y|2)α|(1−∆)βϕ(y)|2dy

)1/2

, j = 1, 2, . . .

Denote the completion of S by the norm ‖ ‖2j by S2j . Let S−2j be the dual space
of S2j equipped with the dual norm ‖ ‖−2j . Then S ′ =

⋃
j S−2j coincides with the

space of tempered distributions.
The formula (2.10) of polynomial decay enables us to get the estimate of

Feynman-Kac operator (1.9): For any s < t, j ∈ N, α and N > 1, there exists a
positive constant C such that



1004 H. Kunita

sup
|x|≤N

∣∣∇αP c
s,tϕ(x)

∣∣ ≤ C‖ϕ‖−2j , ∀ϕ ∈ S.

See Lemma 7.1 in [9]. Therefore the domain of the operator P c
s,t can be extended

to S−2j and the extended function P c
s,tΦ(x) is a C∞-function of x for any Φ ∈ S−2j .

The extended function P c
s,tΦ(x) satisfies for s < s + h < t

P c
s+h,tΦ(x)− P c

s,tΦ(x) = −
∫ s+h

s

(A(u) + c(x, u))P c
u,tΦ(x)du,

since the equality is valid for a smooth function φ = Φ. Therefore the extended
function u(x, s) = P c

s,tΦ(x) is a C∞,1-function of (x, s) ∈ Rd× (0, t) and it satisfies
the backward heat equation (1.10).

Theorem 2.1 ([9]). Any nondegenerate SDE has hypoelliptic properties I
and II stated in Section 1.

Proof. Consider first P c
s,tΦ(x). Let us take a continuous function f of

polynomial growth in place of Φ. Then u(x, s) := P c
s,T f(x) satisfies the backward

heat equation (1.10) together with the terminal condition lims↑T u(x, s) = f(x).
Hence u(x, s) ia a solution of the Cauchy problem (1.6).

We will show the uniqueness of the solution of equation (1.6). Suppose that
v(x, s) is a C∞,1-function of polynomial growth satisfying (1.6) with the terminal
condition v(x, T ) = 0. We want to prove that v(x, s) ≡ 0. Our discussion is close
to [7]. Let ξt be a solution of the SDE. Then in view of Itô’s formula, we have for
any t > s,

e
R t

s
c(ξu,u)duv(ξt, t)

= v(ξs, s) +
∫ t

s

e
R u

s
c(ξu,u)du

(
A(u) + c(u) +

∂

∂u

)
v(ξu, u)du + Mt −Ms,

where Mt is a local martingale. Let t = T . Then we have v(ξT , T ) = 0. Since
v(x, t) satisfies equation (1.6), we get the equality

0 = v(ξs, s) + MT −Ms.

Since Mt is a local martingale, we get v(ξs, s) + Mt −Ms = 0 for any s < t < T .
This implies v(ξs, s) = 0 for any s. Now take ξs−h,s(x) in place of ξs and take the
expectation. Then we have E[v(ξs−h,s(x), s)] = 0 for any s, h, x. Let h tend to 0.
Then we get v(x, s) = 0 for any x, s, proving the uniqueness of the solution of the
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Cauchy problem.
The fact that p(s, x; t, y) := P c

s,tδy(x) is the fundamental solution will be
obvious. We have thus shown hypoelliptic property I.

Hypoelliptic property II has already been proved. ¤

3. SDE with positive condition.

3.1. Stopping time of order h.
In this section, we want to show that any SDE satisfying Conditions (P) and

(G) is nondegenerate. We begin with a discussion of certain stopping times which
will help us to prove this. Let ξt(x) = ξ0,t(x) be the flow associated with the SDE
(1.1). For a given N > 1, let τ(x) be the stopping time such that

τ(x) = inf{t > 0; |ξt(x)| ≥ N + 1} ∧ T.

If ξt(x) is a diffusion process, for any h ∈ N there exists a positive constant
c = ch > 0 such that the inequality holds

sup
|x|≤N

P (τ(x) < ε) ≤ cεh, 0 < ∀ε < 1. (3.1)

See Nualart [17]. However, such an inequality does not hold for jump-diffusion.
We will modify it as follows.

Lemma 3.1. Assume Condition (G). Let N > 1, k ∈ N be given numbers.
Define for any h ∈ N the stopping time Th(x) = Th,N,k(x) by

Th(x) = inf{t ∈ [0, T ]; |ξt(x)− x| ≥ Mh, or |∇ξt(x)− I| ≥ Mh} ∧ T, (3.2)

where

Mh = Mh,N,k := (N + 1)(K + 1)k+h, (3.3)

and K is a constant given by (1.11). Then there exists a positive constant c = ch

such that

sup
|x|≤N,u∈A(1)k

P
(
Th(x) ◦ ε+u < ε

) ≤ cεh, 0 < ∀ε < 1. (3.4)

We call Th(x) a stopping time of order h (with respect to N, k).
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Proof. Define a sequence of stopping times for ξt = ξt(x) by τ0 = 0 and

τ1 = inf
{
t ∈ [0, T ]; |ξt − x| > 1, or |∇ξt − I| > 1

} ∧ T,

· · ·
τh = inf

{
t ∈ [τh−1, T ]; |ξt − ξτh−1 | > 1, or |∇ξt −∇ξτh−1 | > 1

} ∧ T.

Then if t < τh ◦ ε+u , we have

sup
u∈A(1)k

|ξt ◦ ε+u | ∨ sup
u∈A(1)k

|∇ξt ◦ ε+u | ≤ Mh. (3.5)

Therefore we have Th(x) ◦ ε+u ≥ τh ◦ ε+u a.s.
For the proof of (3.4), it is sufficient to prove that there exists a positive

constant c such that for any |x| ≤ N , u ∈ A(1)k, the inequality

P (τh ◦ ε+u < ε) ≤ cεh, 0 < ∀ε < 1 (3.6)

holds. In the following, we drop ε+u for the simplicity. Since

{τh < ε} ⊂
h⋂

j=1

[{|ξτj − ξτj−1 |1τj−τj−1<ε > 1
}

∪ {|∇ξτj
−∇ξτj−1 |1τj−τj−1<ε > 1

}]
,

we have, by using the strong Markov property of ξt,

P (τh < ε) ≤
h∏

j=1

[
P

(|ξτj − ξτj−1 |1τj−τj−1<ε > 1
)

+ P
(|∇ξτj −∇ξτj−1 |1τj−τj−1<ε > 1

)]

≤
h∏

j=1

[
E[|ξτj

− ξτj−1 |21τj−τj−1<ε]

+ E[|∇ξτj
−∇ξτj−1 |21τj−τj−1<ε]

]
.

Note

|ξτj
− ξτj−1 |2 ≤ 2

{( ∫ τj

τj−1

bdr

)2

+
( ∫ τj

τj−1

σdW (r)
)2

+
( ∫ τj

τj−1

∫
gÑ(drdz)

)2}
,
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and note that the functionals |b|, |σ|, ∫ |g|2ν(dz) are bounded by a positive constant
c1 on each time intervals (τj−1, τj). Then we have the inequality

E
[|ξτj − ξτj−1 |21τj−τj−1<ε

] ≤ 6c2
1E

[
(τj − τj−1)1τj−τj−1<ε

] ≤ 6c2
1ε.

A similar estimate is valid for E[|∇ξτj
− ∇ξτj−1 |21τj−τj−1<ε]. Then we get the

inequality (3.6). ¤

3.2. Estimate of the Malliavin covariance.
A goal of this section is to prove the following.

Theorem 3.1. Any SDE (1.1) satisfying Conditions (P) and (G) is nonde-
generate.

The proof will be divided into two cases. In the first case, we assume:

Condition (D). There exists 0 < c < 1 such that

|∇g(x, t, z)| ≤ c, ∀x, t, z.

The above condition is stronger than Condition (G). In the next lemma, we
will prove the assertion of the theorem under Condition (D). Then the condition
will be relaxed to Condition (G) in Section 3.3.

Under Condition (D), the maps φt,z(x) := x + g(x, t, z);Rd → Rd are diffeo-
morphsims for all t, z. Then, the solution ξs,t defines a flow of diffeomorphisms.
Further, Jacobian matrices ∇ξs,t(x) are invertible and Ψx,s

t = ∇ξs,t(x)−1 ◦ ε+u ,
u = ((t1, z1), . . . , (tk, zk)) satisfies a linear SDE;

Ψx,s(t) = I +
∫ t

s

Ψx,s(r)∇Z(ξs,r−(x), dr),

where

∇Z(x, t) =
∫ t

0

(∇σ∇σT −∇b)(x, s)ds−
∫ t

0

∇σ(x, s)dW (s)

−
∫ t

0

∫
∇h(x, s, z)Ñ(dsdz)−

k∑

i=1

∇h(x, ti, z
i)1[ti,T ](t)

and (I +∇g(x, s, z))−1 = I −∇h(s, x, z). Then we get the estimate
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sup
|x|≤N,u∈A(1)k

E
[|∇ξs,t(x)−1 ◦ ε+u |p

]
< ∞, (3.7)

for any p > 1. See Section 3 in [8].

Lemma 3.2. Assume Conditions (P) and (D). Then the SDE is nondegen-
erate.

Proof. We will give the proof of (2.9) in the case where s = 0 and t = T .
We first take arbitrary N > 1 and k ∈ N. For any h ∈ N, there exists c0 > 0 such
that vC(x, t)vT /|v|2 ≥ c0 holds for any |x| ≤ Mh = Mh,N,k.

To avoid complicated notations, we will drop the transformations ◦ε+u . Given
h ∈ N, let Th(x) be the stopping time of order h with respect to N, k, defined in
Lemma 3.1. Then we have

vT Π(x)v ≥
∫ Th(x)

0

|vT∇ξr,T C(ξr, r)(∇ξr,T )T v|
|vT∇ξr,T |2

∣∣vT∇ξr,T

∣∣2dr.

It holds for r < Th(x),

|vT∇ξr,T C(ξr, r)(∇ξr,T )T v|
|vT∇ξr,T |2 > c0,

∣∣vT∇ξr,T

∣∣ =
∣∣vT∇ξ0,T∇ξ−1

0,r

∣∣ ≥ |vT∇ξ0,T |
|∇ξ0,r| ≥ |vT∇ξ0,T |

Mh + 1
.

Therefore we have

(vT Π(x)v)−1 ≤ (Mh + 1)2

c0|v|2 |∇ξ0,T (x)−1|2Th(x)−1. (3.8)

Consequently, by Hölder’s inequality, we have for any v ∈ Sd−1,

E
[
((vT Π(x)v) ◦ ε+u)−h/2

] ≤ CE
[|∇ξ0,T (x)−1 ◦ ε+u |3h/2

]1/3
E

[
(Th(x) ◦ ε+u)−3h/4

]2/3
.

Since E[(Th(x) ◦ ε+u)−3h/4]2/3 is bounded for |x| ≤ N , u ∈ A(1)k by Lemma 3.1,
we get the inequality (2.9) for p ≤ h/2. ¤

3.3. A method of perturbation.
In this subsection, we want to remove Condition (D) in Lemma 3.2. We recall

that the Lévy flow {ξs,t(x)} is the solution of SDE (2.7), where X(x, t) is a Lévy
process with spatial parameter defined by (2.6). For 0 < c < 1, there exists a
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positive number δ0 such that supx.t |∇g(x, t, z)| < c holds for any |z| ≤ δ0. Let
0 < δ < δ0 and let Xδ(x, t) be a Lévy process with spatial parameter x given by

Xδ(x, t) =
∫ t

0

bδ(x, t)dt +
∫ t

0

σ(x, t)dW (t) +
∫ t

0

∫

|z|≤δ

g(x, t, z)Ñ(dtdz), (3.9)

where

bδ(x, t) = b(x, t)−
∫

|z|>δ

g(x, t, z)ν(dz).

Let {ξδ
s,t(x)} be the Lévy flow associated with Xδ(x, t). It has the same drift

and the same diffusion coefficients as that of {ξs,t(x)}. Since the function g1|z|≤δ

satisfies Condition (D), {ξδ
s,t(x)} is a flow of diffeomorphisms.

Given a point process q, let q′′ be the restriction of q to the subdomain
Dq′′ = {t ∈ Dq; |q(t)| > δ}. It is a discrete subset and we may write it as {0 <

τ1 < τ2 < · · · } = Dq′′ . It holds

X(x, t) = Xδ(x, t) ◦ ε+q′′ = Xδ(x, t) +
∑

i;τi≤t

g(x, τi, q
′′(τi)).

Therefore, the solution ξs,t(x) associated with X(x, t) is decomposed as

ξs,t(x) = ξδ
s,t(x) ◦ ε+q′′

= ξδ
τn−1,t ◦ φτn−1,q′′(τn−1) ◦ · · · ◦ φτi,q′′(τi) ◦ ξδ

s,τi
(x),

where τi−1 < s < τi and τn−1 < t < τn. Consequently we may regard that
ξs,t(x) is obtained from ξδ

s,t(x) by the perturbation of adding jumps g(x, τj , q
′′(τj)),

i < j < n to the solution ξδ
s,t(x). We call ξδ

s,t(x) as a truncated process of ξs,t(x).
It is independent of the point process q′′.

Proof of Theorem 3.1. Let Πδ(x) be the Malliavin covariance of the
truncated random variable ξδ

0,T (x). Take arbitrary N > 1 and k ∈ N. Let T δ
h(x)

be the stopping time of order h with respect to N, k associated with the process
ξδ
t (x). Then it holds Π(x) = Πδ(x)◦ε+q′′ and Th(x) = T δ

h(x)◦ε+q′′ a.s. Consequently
we have by (3.8)

E
[
(vT Π(x)v)−h/2 ◦ ε+u

] ≤ E
[
(vT Πδ(x)v)−h/2 ◦ ε+u ◦ ε+q′′

]

≤ CE
[|∇ξδ

0,T (x)−1|3h/2 ◦ ε+u ◦ ε+q′′
]1/3

E
[
(T δ

h(x) ◦ ε+u ◦ ε+q′′)
−3h/4

]2/3
.
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We can show

sup
|x|≤N,v∈Sd−1,u∈A(1)k

E
[|∇ξδ

0,T (x)−1|3h/2 ◦ ε+u ◦ ε+q′′
]

< ∞.

See the proof of Lemma 3.4 in [8]. Further, since T δ
h(x)◦ ε+u ◦ ε+q′′ = Th(x)◦ ε+u a.s.,

sup
|x|≤N,v∈Sd−1,u∈A(1)k

E
[
(T δ

h(x) ◦ ε+u ◦ ε+q′′)
−3h/4

]
< ∞

holds by Lemma 3.1. Then we get the inequality (2.9) for p ≤ h/2. ¤

Remark. If jumps do not satisfy Condition (G), the above perturbation
might (or might not) break hypoelliptic properties. However, if Condition (UP)
is satisfied, the above perturbation does not break it even if jumps do not satisfy
Condition (G). See [9]. In Section 5, we will prove the similar fact for SDE
satisfying Condition (UH).

4. SDE with conditions of Hörmander’s type.

4.1. SDE with modified strong Hörmander’s condition.
In this section, we assume that coefficients b(x, t), σ(x, t) and g(x, t, z) of

SDE (1.1) are infinitely differentiable with respect to t and derivatives ∂n
t b(x, t),

∂n
t σ(x, t) are C∞b -functions and ∂n

t g(x, t, z) belongs to the class C∞b (0) for any
n = 0, 1, . . . .

We are interested in SDE’s which do not satisfy Condition (P) but may have
hypoelliptic properties. We shall first rewrite equation (1.1). As was shown in
Section 3.3, there exists δ0 > 0 such that maps φt,z(x) := x + g(x, t, z);Rd → Rd

are diffeomorphisms for any t ∈ T and 0 < |z| < δ0. We will fix such δ0. We will
take 0 < δ < δ0 and define an another time-dependent vector field V δ

0 by

V δ
0 (x, t) = b(x, t)− 1

2

∑

l,j

∂σ·j(x, t)
∂xl

σlj(x, t)−
∫

|z|>δ

g(x, t, z)ν(dz). (4.1)

Then, using these vector fields, equation (1.1) is rewritten as

dξt = V δ
0 (ξt−, t)dt +

∑

j

Vj(ξt, t) ◦ dW j(t)

+
∫

0<|z|≤δ

g(ξt−, t, z)Ñ(dtdz) +
∫

|z|>δ

g(ξt−, t, z)N(dtdz), (4.2)
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where Vj ◦ dW j(t) are Stratonovitch integrals.
Associated with a diffeomorphism ψ of Rd, the pull-back ψ∗V of a smooth

vector field V is defined by ψ∗V f(x) = V (f ◦ψ)(ψ−1(x)). We define a linear map
Lδ of a space of time dependent vector fields into itself by

LδV (t) = Vt(t) + [V δ
0 (t), V (t)] +

1
2

m∑

j=1

[Vj(t), [Vj(t), V (t)]]

+
∫

0<|z|≤δ

{(φ−1
t,z )∗V (t)− V (t)− [Ṽz(t), V (t)]}ν(dz), (4.3)

where Vt(t) = (d/dt)V (t) and [V1, V2] is the Lie bracket of two vector fields V1, V2,
and Ṽz(t) are vector fields such that their coefficients coincide with g(x, t, z).

We set Υδ
0 = Σ0. For k = 1, 2, . . . we define families of time-dependent vector

fields by

Υδ
k =

{LδV (t), [Vj(t), V (t)], [Ṽj(t), V (t)]; j = 1, . . . , m, V ∈ Υδ
k−1

}
. (4.4)

A modified uniform Hörmander’s condition and modified strong Hörmander’s
condition are stated as follows, respectively.

Condition (MUH)δ. There exists n1 ∈ N and c1 > 0 such that

n1∑

k=0

∑

V ∈Υδ
k

|vT V (x, t)|2 ≥ c1|v|2, ∀x, t, v. (4.5)

Condition (MSH)δ. There exists n1 ∈ N such that
⋃n1

k=0 Υδ
k spans Rd for

all x, t.

A main result of this section is the following.

Theorem 4.1. Consider SDE (4.2). 1) If it satisfies Conditions (G) and
(MSH)δ for some 0 < δ < δ0, then it is nondegenerate.

2) If it satisfies (MUH)δ for some 0 < δ < δ0, then it is nondegenerate.

Another type of modified Hörmander condition was introduced in Komatsu-
Takeuchi [5], where they discussed the existence of the smooth density for the law
of the solution of an SDE.

For the proof of the theorem, we need estimates of Malliavin’s covariance. In
Sections 4.2 and 4.3, we assume Condition (D). Then solutions ξs,t(x) of the SDE
define a flow of diffeomorphisms of Rd.
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A modified Malliavin covariance of ξs,t(x) is defined by

Ξ(x) =
∑

V ∈Σ0

∫ t

s

(ξ−1
s,r )∗V (x, r)(ξ−1

s,r )∗V (x, r)T dr, (4.6)

where (ξ−1
s,t )∗V (x) is the pull back of V by the diffeomorphism ξ−1

s,t . Then the
Malliavin covariance Π(x) of ξs,t(x) is computed by the formula

Π(x) = ∇ξs,t(x)Ξ(x)∇ξs,t(x)T . (4.7)

If the modified Malliavin’s covariance satisfies the inequality

sup
|x|<N

sup
v∈Sd−1,u∈A(1)k

E
[
(vT Ξ(x)v)−2p ◦ ε+u

]
< ∞ (4.8)

for some p > 1, then the Malliavin covariance Π(x) satisfies

sup
|x|<N

sup
v∈Sd−1,u∈A(1)k

E
[
(vT Π(x)v)−p ◦ ε+u

]
< ∞. (4.9)

Indeed, (4.8) implies supE[|detΞ(x)|−2p/d ◦ ε+u ] < ∞. Since

|detΠ(x)| = |det∇ξs,t|2|detΞ(x)|,

and supE[|det∇ξs,t(x)|−4p/d ◦ ε+u ] < ∞ holds, we get the inequality

sup
|x|≤N

sup
u∈A(1)k

E
[|detΠ(x)|−p/d ◦ ε+u

]
< ∞.

This is equivalent to (4.9).
In Section 4.2, we will get a chain rule for (ξ−1

s,t )∗V (t) with respect to t. In Sec-
tion 4.3, it will be applied for getting estimates of modified Malliavin covariance.
The proof of Theorem 4.1 will be given at Section 4.4.

4.2. An Itô’s formula for time dependent vector fields.
Lemma 4.1 (c.f. Lemma 3.1 in [6]). Assume Condition (D). Let V (t) be

a time-dependent C∞-vector field, differentiable with respect to t. Then the pull
back (ξ−1

t )∗V (x, t) = (ξ−1
s,t )∗V (x, t) satisfies



Nondegenerate SDE with jumps 1013

(ξ−1
t )∗V (x, t) = V (x, s) +

∫ t

s

(ξ−1
r )∗LδV (x, r)dr

+
∑

j

∫ t

s

(ξ−1
r )∗[Vj(r), V (r)](x)dW j(r)

+
∫ t

s

∫

|z|≤δ

(ξ−1
r−)∗

{
(φ−1

r,z)∗V (x, r)− V (x, r)
}
Ñ(drdz)

+
∫ t

s

∫

|z|>δ

(ξ−1
r−)∗

{
(φ−1

r,z)∗V (x, r)− V (x, r)
}
N(drdz), (4.10)

for any 0 < δ < δ0.

Proof. In view of Itô’s formula for semimartingale with jumps, we have

V (ξt, t) = V (x, s) +
∫ t

s

Vt(ξr, r)dr +
∫ t

s

∇V (ξr, r)V δ
0 (ξr, r)dr

+
∫ t

s

∫

0<|z|≤δ

{V (φr,z ◦ ξr, r)− V (ξr, r)− Ṽz(ξr, r)∇V (ξr, r)}drdν(z)

+
∑

j

∫ t

0

∇V (ξr, r)Vj(ξr, r) ◦ dW j(r)

+
∫ t

s

∫

0<|z|≤δ

(V (φr,z ◦ ξr−, r)− V (ξr−, r))Ñ(drdz)

+
∫ t

s

∫

|z|>δ

(V (φr,z ◦ ξr−, r)− V (ξr−, r))N(drdz).

Further, the inverse matrix (∇ξt)−1 satisfies a.s.

(∇ξt)−1 = I −
∫ t

s

(∇ξr)−1∇V δ
0 (ξr, r)dr

+
∫ t

s

∫

0<|z|≤δ

(∇ξr)−1{∇φr,z(ξr)−1 − I +∇Ṽz(ξr, r)}drdν(z)

−
∑

j

∫ t

s

(∇ξr)−1∇Vj(ξr, r) ◦ dW j(r)
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+
∫ t

s

∫

0<|z|≤δ

(∇ξr−)−1{∇φr,z(ξr−)−1 − I}Ñ(drdz)

+
∫ t

s

∫

|z|>δ

(∇ξr−)−1{∇φr,z(ξr−)−1 − I}N(drdz).

Apply Itô’s formula to the product of two semimartingales Xt = (∇ξt)−1 and
Yt = V (ξt, t). Then we get

(∇ξt)−1V (ξt, t) = V (x, s) +
∫ t

s

(∇ξr)−1LδV (ξr, r)dr

+
∑

j

∫ t

s

(∇ξr)−1[Vj(r), V (r)](ξr, r)dW j(r)

+
∫ t

s

∫

|z|≤δ

(∇ξr−)−1
{
(φ−1

r,z)∗V (ξr−, r)− V (ξr−, r)
}
Ñ(drdz)

+
∫ t

s

∫

|z|>δ

(∇ξr−)−1
{
(φ−1

r,z)∗V (ξr−, r)− V (ξr−, r)
}
N(drdz).

It is rewritten as (4.10). ¤

4.3. Estimate of modified Malliavin’s covariance.
In the following, we will fix a constant β such that β > max{4/(2 − α), 8},

where 0 < α < 2 is the exponent of the order condition for the Lévy measure. We
first take arbitrary N > 1, k ∈ N and h ∈ N. Let Mh = Mh,N,k be the positive
number given by (3.3). In view of Condition (MSH)δ, there exists n1 ∈ N and
c1 > 0 such that

H(x, t) :=
n1∑

k=0

∑

V ∈Υδ
k

V (x, t)V (x, t)T (4.11)

satisfies

vT H(x, t)v ≥ c1|v|2, ∀|x| ≤ Mh, ∀t.

Let Th(x) be the stopping time of order h with respect to N, k associated with
ξt(x). Then it satisfies

sup
|x|≤N,u∈A(1)k

P (Th(x) ◦ ε+u < γ) ≤ cpε
h, 0 < ∀ε < 1 (4.12)
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by Lemma 3.1.

Lemma 4.2. Assume Conditions (D) and (MSH)δ for some 0 < δ < δ0.
Then the modified Malliavin’s covariance Ξ(x) is invertible a.s. Further, for any
N, k and sufficiently large h, it satisfies the inequality (4.8) for all 1 < p <

(1/2)β−2n1h.

Proof. We will prove (4.8) in the case s = 0 and t = T .
Step 1: We will first prove the inequality (4.8) in the case where k = 0,

namely the inequality:

sup
|x|<N

sup
v∈Sd−1

E[(vT Ξ(x)v)−2p] < ∞. (4.13)

For a given time dependent vector field V (x, t), we set

Y x,v
V (t) := vT (ξ−1

t )∗V (x, t).

Let ε1 = min0≤i≤n1(1/ki)β(2i+1)
, where ki is the number of elements of the set Υδ

i .
For |x| ≤ N and 0 < ε < ε1, we define events by

Ei = Ex,v
i =

{ ∑

V ∈Υδ
i

∫ T

0

|Y x,v
V (t)|2dt < εβ−2i

}
, i = 0, 1, 2, . . . , n1.

Then we have the decomposition

E0 =
(
E0 ∩ Ec

1

) ∪ (
E1 ∩ Ec

2

) ∪ · · · ∪ (
En1−1 ∩ Ec

n1

) ∪ F,

where F = E0 ∩ E1 ∩ · · · ∩ En1 . Therefore,

P (E0) ≤
n1−1∑

i=0

P (Ei ∩ Ec
i+1) + P (F ).

We claim that for any h ∈ N there exist C > 0, C ′ > 0 such that

sup
|x|≤N,v∈Sd−1

P (Ei ∩ Ec
i+1) < Cεh, i = 0, . . . , n1 − 1, (4.14)

sup
|x|≤N,v∈Sd−1

P (F ) < C ′εβ−2n1h, (4.15)
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hold for any 0 < ε < ε1. If the above n1 + 1 inequalities are verified, then we get

sup
|x|≤N,v∈Sd−1

P (E0) < C ′′εβ−2n1h, ∀0 < ε < ε1.

Since E0 = {vΞ(x)v < ε}, the above will imply (4.13) for any p < (1/2)β−2n1h.
We will first prove (4.14). Our discussion is close to Lemmas 4.2 and 4.3 in

Kunita [6]. We need an inequality of Norris type, which will be discussed in Section
7, Appendix. Note that the semimartingale Y x,v

V (t) is represented by (4.10). It
may be rewritten as (7.1), where coefficients of the drift term, diffusion term and
jump term of the semimartingale Y x,v

V (t) are given by

ax,v
V (s) = aV (s) = vT (ξ−1

s )∗LδV (x, s),

fx,v
V (s) = fV (s) =

(
vT (ξ−1

s )∗[V1(s), V (s)](x), . . . , vT (ξ−1
s )∗[Vm(s), V (s)](x)

)
,

gx,v
V (s, z) = gV (s, z) = vT (ξ−1

s )∗
{
(φ−1

s,z)
∗V (x, s)− V (x, s)

}
,

respectively. Let g̃x,v
V (s) = g̃V (s) be the process given by (7.4). Then we have

|g̃V (s)|2 =
∑

j

∣∣vT (ξ−1
s )∗[Ṽj(s), V (s)](x)

∣∣2.

Now for a given V ∈ Υδ
i , we set for 0 < ε < ε1

AV (ε) =
{ ∫ T

0

|fV (t)|2dt < εβ−2i

}
,

BV (ε) =
{ ∫ T

0

|aV (t)|2dt +
∫ T

0

|fV (t)|2dt +
∫ T

0

|g̃V (t)|2dt < εβ−2(i+1) 1
ki

}
,

CV (ε) =
{ ∫ T

0

|aV (t)|2dt +
∫ T

0

|fV (t)|2dt +
∫ T

0

|g̃V (t)|2dt < εβ−2i−1
}

.

Then we have the relation

Ei ∩ Ec
i+1 ⊂

⋃

V ∈Υδ
i

AV (ε) ∩BV (ε)c ⊂
⋃

V ∈Υδ
i

AV (ε) ∩ CV (ε)c.

Set ε̃ = εβ−2i−1
. Then we have ε̃β = εβ−2i

. We can apply the inequality (7.7) in
Section 7 for two sets A(ε̃) := AV (ε) and B(ε̃) := CV (ε) for any p̃ = β2i+1h. Then
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we have

sup
|x|≤N,v∈Sd−1

P (AV (ε) ∩ CV (ε)c) < cε̃p̃ ≤ cεh, ∀0 < ε < ε1.

Therefore,

sup
|x|≤N,v∈Sd−1

P (Ei ∩ (Ei+1)c) ≤ Cεh,

proving (4.14).
We shall next prove (4.15). Set

K = K(x, v) =
n1∑

i=0

∫ T

0

∑

V ∈Υδ
i

|Y x,v
V (t)|2dt. (4.16)

If ω ∈ F = F x,v, then K(x, v) < (n1 + 1)εβ−2n1 . Therefore, we have F x,v ⊂
{K(x, v) < (n1 + 1)εβ−2n1}. On the other hand, we have

K(x, v) ≥
∫ Th(x)

0

vT (∇ξt(x))−1H(ξt(x), t)((∇ξt(x))−1)T vdt

≥ c1

∫ Th(x)

0

|vT∇ξt(x)−1|2dt

≥ c1(Mh + 1)−2Th(x),

where Th(x) is the stopping time of order h with respect to N and k = 0. Therefore,
if we take γ such that (n1 + 1)εβ−2n1 = c1(Mh + 1)−2γ, we have {K(x, v) <

(n1 + 1)εβ−2n1} ⊂ {Th(x) < γ}. Consequently we have

P (F x,v) ≤ P (Th(x) < γ) ≤ chγh = C ′εβ−2n1h,

for all |x| ≤ N , v ∈ Sd−1. This proves (4.15).

Step 2: We shall next prove (4.8) in the case k = 1. Let u = (s1, z1) and
consider a semimartingale Ȳ x,v

V (t) := vT (ξ−1
t )∗V (x, t) ◦ ε+u . Set

Ēx,v
i =

{ ∑

V ∈Υδ
i

∫ T

0

∣∣Ȳ x,v
V (t)

∣∣2dt < εβ−2i

}
, i = 0, 1, 2, . . . , n1.
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It holds

Ȳ x,v
V (t) =

{
vT (ξ−1

t )∗(φ−1
u )∗V (x, t), if s1 < t,

vT (ξ−1
t )∗V (x, t), if s1 > t,

and for s1 < t,

(ξ−1
t )∗(φ−1

u )∗V (x, t)

= (ξ−1
s )∗(φ−1

u )∗V (x, s1) +
∫ t

s1

(ξ−1
r )∗Lδ(φ−1

u )∗V (x, r)dr

+
∑

j

∫ t

s1

(ξ−1
r )∗(φ−1

u )∗[Vj(r), V (r)](x)dW j(r)

+
∫ t

s1

∫

|z|≤δ

(ξ−1
r−)∗

{
(φ−1

r,z)∗(φ−1
u )∗V (x, r)− (φ−1

u )∗V (x, r)
}

Ñ(drdz)

+
∫ t

s1

∫

|z|>δ

(ξ−1
r−)∗

{
(φ−1

r,z)∗(φ−1
u )∗V (x, r)− (φ−1

u )∗V (x, r)
}

N(drdz).

Then we can show similarly as in Step 1 that for any N there exists C > 0 such
that

sup
|x|≤N,v∈Sd−1

sup
u∈A(1)

P
(
Ēx,v

i ∩ (Ēx,v
i+1)

c
)

< Cεh, i = 0, . . . , n1 − 1, (4.17)

holds for any 0 < ε < ε1.
Next, set F̄ x,v = Ēx,v

1 ∩ · · · ∩ Ēx,v
n1

. We want to prove

sup
|x|≤N,v∈Sd−1

sup
u∈A(1)

P (F̄ x,v) < C ′εβ−2n1h. (4.18)

Set K̄(x, v) =
∫ T

0
|Ȳ x,v(t)|2dt. Then we have

K̄(x, v) ≥
∫ s1∧Th(x)

0

vT (∇ξt(x))−1H(ξt(x), t)((∇ξt(x))−1)T vdt

+
∫ Th(x)

s1∧Th(x)

v(∇(φu ◦ ξt−)(x))−1

×H(φu ◦ ξt−(x), t)((∇(φu ◦ ξt−)(x))−1)T vdt.
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Two integrands of the above integrals dominates c|v|2, c > 0 for t < Th(x). Then
we get (4.18) similarly as in Step 1. Therefore the inequality (4.8) holds in the
case k = 1.

We can verify (4.8) for any k ∈ N similarly. ¤

4.4. Nondegenerate properties.
The first assertion of Theorem 4.1 is immediate from the following Lemma.

Lemma 4.3. Assume Conditions (G) and (MSH)δ for some 0 < δ < δ0.
Then the Malliavin covariance Π(x) is invertible a.s. It satisfies the inequality
(4.9) for any N > 1, k ∈ N and p > 1.

Proof. We first consider the case where the additional Condition (D) is
satisfied. For given N, k, p, choose h such that h > 2pβ2n1 and apply Lemma 4.2.
Then we find that the modified Malliavin’s covariance Ξ(x) satisfies (4.8).

Now if Condition (D) is not satisfied, we can verify (4.9) by the method of
perturbation as in Section 3.3. ¤

We shall next consider the case where Condition (G) is not satisfied. Instead,
we assume Condition (MUH)δ. The second assertion of Theorem 4.1 follows from
the next lemma.

Lemma 4.4. Assume Condition (MUH)δ for some 0 < δ < δ0. Then the
Malliavin covariance is invertible a.s. and its inverse satisfies (4.9) for any N > 1,
k ∈ N and p > 1.

Proof. We shall only prove the inequality (4.9) in the case s = 0, t = T

and k = 0, i.e., the inequality

sup
|x|<N

sup
v∈Sd−1

E[(vT Π(x)v)−p] < ∞. (4.19)

We will apply a method of perturbation discussed in Section 3.3. Let ξδ
s,t(x) be

the truncated Lévy flow generated by Xδ(x, t) of (3.9). Let us recall the argument
in the proof of Lemma 4.2. Denote events Ei and F associated with ξδ

s,t(x) by
Ei(δ) and F (δ), respectively. Instead of (4.14) we have for any h ∈ N

sup
|x|≤N

sup
v∈Sd−1,u∈A(1)k

P
(
Ei(δ) ◦ ε+q′′ ∩ (Ei+1(δ) ◦ ε+q′′)

c
) ≤ Cεh. (4.20)

Let Kδ(x, v) be the functional for ξt = ξδ
0,t(x) given by (4.16). Since it satisfies

Condition (MUH)δ, we have the inequality
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Kδ(x, v) ≥ c1

∫ T

0

|vT (∇ξδ
t )−1|2dt, a.s.,

where c1 is the constant in Condition (MUH)δ. This implies

Kδ(x, v)−1 ≤ 1
c1T 2|v|2

∫ T

0

|∇ξδ
t |2dt a.s.

Therefore, we have for any h > 1,

P

(
Kδ(x, v)−1 ◦ ε+q′′ >

1
ε

)
≤ 1

(c1T 2|v|2)h
E

[(∫ T

0

∣∣∇ξδ
t ◦ ε+q′′

∣∣2dt

)h]
εh,

in view of Chebyschev’s inequality. Since

F (δ) ⊂ {Kδ(x, v) < (n1 + 1)εβ−2n1}

holds as in the proof of Lemma 4.2, we get from the above

P
(
F̄ (δ) ◦ ε+q′′

) ≤ P
(
Kδ(x, v) ◦ ε+q′′ < (n1 + 1)εβ−2n1 )

≤ c′pε
β−2n1h, (4.21)

for any |x| ≤ N, v ∈ Sd−1. Two inequalities (4.20) and (4.21) imply

sup
|x|≤N

sup
v∈Sd−1

E
[
(vT Ξδ(x)v)−2p ◦ ε+q′′

]
< ∞,

if p < (1/2)β−2n1h. Then we get

sup
|x|≤N

, sup
v∈Sd−1

E
[
(vT Πδ(x)v)−p ◦ ε+q′′

]
< ∞,

if p < (1/2)β−2n1h. Since Πδ(x) ◦ ε+q′′ = Π(x) holds a s., we get the inequality
(4.19) for the above p. Finally, since we can take any h ∈ N, inequality (4.19)
holds for any p > 1. ¤
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5. SDE with strong Hörmander condition.

We assume that the Lévy measure associated with SDE (1.1) has a mean
vector in the wide sense, i.e.,

m := lim
δ→0

∫

|z|>δ

zν(dz) exists. (5.1)

If the exponent α of the order condition for the Lévy measure ν is greater than
1, then its mean vector m exists and is finite. If the exponent α is less than or
equal to 1, we may have

∫
|z|>0

|z|ν(dz) = ∞. However if the Lévy measure ν is
symmetric, the mean vector m exists and is equal to 0.

We will show that the function b0(x, t) given by (1.15) exists and it is a C∞b -
function. We may rewrite the coefficient g(x, t, z) for |z| ≤ δ0 as

g(x, t, z) =
∑

j

zj∂zj g(x, t, z)|z=0 + r(x, t, z),

where r(x, t, z)/|z|2 is bounded for |z| ≤ δ0. Then r(x, t, z) is integrable for |z| ≤ δ0

and
∫
|z|≤δ0

r(x, t, z)ν(dz) is a C∞b -function. Therefore the b0(x, t) exists and is a
C∞b -function.

We define a time-dependent vector field V0(x, t) by (1.16). Then it is also a
C∞b -function. Equation (4.2) can be rewritten as

dξt = V0(ξt, t)dt +
m∑

j=1

Vj(ξt, t) ◦ dW j(t) + lim
δ→0

∫

|z|>δ

g(ξt−, t, z)N(dtdz), (5.2)

using the Stratonovitch integral. Families of vector fields Σk, k = 0, 1, . . . are
defined in Section 1.

A (nonstationary) uniform Hörmander condition and strong Hörmander con-
dition for jump-diffusion is defined as follows.

Condition (UH). There exists n0 ∈ N and c0 > 0 such that

n0∑

k=0

∑

V ∈Σk

|vT V (x, t)|2 ≥ c0|v|2, ∀x, t, v. (5.3)

Condition (SH). There exists n0 ∈ N such that the family of time-dependent
vector fields

⋃n0
k=0 Σk spans Rd for all x, t.

We shall consider the relation between modified Hörmander conditions and
Hörmander conditions.
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Lemma 5.1. Consider SDE (5.2).

1) Suppose that it satisfies Condition (SH). Then for any M > 1 there exists
0 < δM < δ0 such that, for any 0 < δ < δM ,

⋃2n0+1
k=0 Υδ

k spans Rd for all
|x| ≤ M, t.

2) Suppose that it satisfies Condition (UH). Then Condition (MUH)δ is satisfied
for any 0 < δ < δ0.

Proof. We give the proof of the first assertion only, since the second asser-
tion can be verified more easily. In the first step of the proof, we consider another
families of time-dependent vector fields Υ0

k, k = 0, 1, 2, . . .. These are defined as
(4.4), replacing Lδ of (4.3) by the following L0:

L0V (t) = Vt(t) + [V0(t), V (t)] +
1
2

m∑

j=1

[Vj(t), [Vj(t), V (t)]]. (5.4)

It holds for any n ∈ N,

linear span of
n⋃

k=0

Σk ⊂ linear span of
2n+1⋃

k=0

Υ0
k. (5.5)

Indeed, if V ∈ Σ0 = Υ0, then

Vt + [V0, V ] = L0V − 1
2

m∑

j=1

[Vj [Vj , V ]] ∈ linear span of
3⋃

k=0

Υ0
k.

Therefore, linear span of Σ0 ∪ Σ1 ⊂ linear span of
⋃3

k=0 Υ0
k. Repeating this argu-

ment inductively, we get (5.5).
Now, suppose that Condition (SH) holds. Then

⋃2n0+1
k=0 Υ0

k spans Rd for all
x, t. Since LδV converges to L0V uniformly as δ tend to 0, we find that for any
M > 1 there exists 0 < δM < δ0 such that for any 0 < δ < δM

⋃2n0+1
k=0 Υδ

k spans
Rd for all |x| ≤ M, t. ¤

Theorem 5.1. Consider SDE (5.2), whose Lévy measure has a finite mean
vector. 1) If it satisfies Conditions (SH) and (G), it is nondegenerate. 2) If it
satisfies Condition (UH), it is nondegenerate.

Proof. The latter assertion of the theorem is immediate from Theorem 4.1,
(2) and Lemma 5.1, (2). We will prove the first assertion, assuming Conditions
(SH) and (D). Though property 2) of Lemma 5.1 is slightly weaker than Condition
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(MSH)δ, we can proceed our arguments in the same way as in Theorem 4.1.
Indeed, given N > 1, k, h ∈ N, choose Mh as (3.3). There exists δMh

> 0 such
that, for any 0 < δ < δMh

,
⋃2n0+1

k=0 Υδ
k spans Rd for any t, |x| ≤ Mh. Therefore

there exists c1 > 0 such that

n1∑

k=0

∑

V ∈Υδ
k

|vT V (x, t)|2 > c1|v|2, ∀|x| ≤ Mh, t (5.6)

holds. Then the assertion of Lemma 4.2 is valid, i.e., the modified Malliavin’s
covariance Ξ(x) satisfies (4.8) if 1 < p < (1/2)β−2n1h. Hence the Malliavin co-
variance Π(x) satisfies (4.9) if 1 < p < (1/2)β−2n1h. Since we can take any h ∈ N,
inequality (4.9) holds for any p > 1. Therefore the SDE is nondegenerate.

We can relax Condition (D) to Condition (G) again by the method of pertur-
bations. ¤

Finally, we shall introduce other two classes of time-dependent vector fields.
Set Σh

0 = Σ0 and for k = 1, 2, . . ., set

Σh
k =

{
[V0, V ](t), [Vj , V ](t), [Ṽj , V ](t); j = 1, . . . , m, V (t) ∈ Σh

k−1

}
.

A homogeneous strong Hörmander’s condition may be defined as follows.

Condition (HSH). There exists n0 ∈ N such that
⋃n0

k=0 Σh
k spans Rd for any

x, t.

If the associated vector fields V0, . . . , Vm of the SDE are time independent,
it holds Σh

k = Σk. Therefore Condition (SH) and Condition (HSH) coincide each
other. However, if the vector fields are time-dependent, these two conditions are
different. Condition (HSH) does not imply hypoelliptic properties, in general.
Instead, we will introduce a restricted homogegenous strong Hörmander condition.
We set Σ̄h

0 = Σ0 and for k = 1, 2, . . ., set

Σ̄h
k =

{
[Vj , V ](t), [Ṽj , V ](t); j = 1, . . . , m, V (t) ∈ Σ̂h

k−1

}
.

Condition (RHSH). There exists n0 ∈ N such that
⋃n0

k=0 Σ̄h
k spans Rd for

any x, t.

If Condition (RHSH) is satisfied, it satisfies Condition (SH), obviously. There-
fore the associated SDE is nondegenerate. See Taniguchi [20].

We will give some examples which satisfy Conditiion (SH) but do not satisfy
Condition (RHSH).
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Example. Let Z(t) be a one dimensional Lévy process represented by

Z(t) = c0t + c1W (t) + c2

∫ t

0

∫

R−{0}
zN(dsdz), (5.7)

where W (t) is a standard Brownian motion and N(dtdz) is a Poisson random
measure, independent of W (t), whose Lévy measure ν satisfies the order condition
and has a mean vector in the wide sense. We assume |c1| + |c2| > 0. Then the
Lévy process Z(t) is nondegenerate and its law has a C∞-density.

1) We consider an SDE defined on R2 as follows.

{
dξ1

t = dZ(t),

dξ2
t = tdZ(t).

(5.8)

Vector fields of coefficients are given by V0(t) = c0(1, t) and V1(t) = c1(1, t)
and Ṽ1(t) = c2(1, t). Suppose c1 6= 0. Then we have dV1/dt = c1(0, 1) and
[V0(t), V1(t)] = 0. Then it satisfies Condition (UH). Suppose next c1 = 0 and
c2 6= 0. Then we have dṼ1(t)/dt = c2(0, 1). Therefore it satisfies Condition (UH).
Consequently in any case the SDE is nondegenerate. This example does not satisfy
Condition (HSH).

If the second coponent of the equation (5.8) is changed to dξ2
t = cdZ(t), where

c is a constant, then the SDE is homogeneous (stationary) but its law is singular
with respect to the two dimensional Lebesgue measure.

2) We next consider a homogeneous SDE with drift term such that

{
dξ1

t = dZ(t),

dξ2
t = ξ1

t dt.
(5.9)

In the case where Z(t) is a standard Brownian motion, it is known as Kolmogorov’s
example of hypoelliptic SDE. We have V0 = (c0, x), V1 = (c1, 0) and Ṽ1 = (c2, 0).
It holds [V1, V0] = (0, c1) and [Ṽ1, V0] = (0, c2). Therefore it satisfies Condition
(UH) and it is nondegenerate.

We saw that Condition (UH) is stronger than Condition (MUH)δ. The uni-
form Hörmander condition is stated in terms of a drift vector fields V0 and vector
fields Vj , Ṽj , j = 1, . . . , m only. It does not care jump coefficient g(x, t, z) if
∂zg(x, t, z)|z=0 = 0. On the other hand, the modified uniform Hörmander con-
dition may take care of such jump coefficients. Thus Condition (UH) is truly
stronger than Condition (MUH)δ. We will give an example.



Nondegenerate SDE with jumps 1025

Example. 3) We consider a homogeneous SDE on R2 for ξt = (ξ1
t , ξ2

t );

{
dξ1

t = dZ(t),

dξ2
t = ξ1

t

∫
|z|≤1

z2N(dtdz).
(5.10)

Note that the drift part ξ1
t dt in equation (5.9) is replaced by a pure jump part

ξ1
t

∫
|z|≤1

z2N(dtdz) in (5.10). We will show that the equation is again nondegen-
erate. We frirst consider the case c1 6= 0. We have V1 = (c1, 0) and LδV1 =
(0,−c1

∫
|z|≤δ

z2ν(dz)). Hence V1 and LδV1 span R2 for any x, t so that the SDE
satisfies (MUH)δ for any 0 < δ < δ0. Thus it is nondegenerate. However, since
∂zg(x, t, z)|z=0 = 0, Σ0 = {V1} and Σk = {0} for k = 1, 2, . . .. Therefore it does
not satisfy Condition (UH). The same fact can also be shown for the case c2 6= 0.

6. SDE lacking order conditions and continuous SDE.

In this section we do not assume the order condition for the Lévy measure.
A typical case is that the Lévy measure is a bounded measure. The Malliavin
covariance of F ∈ Dd

∞ is defined by

Π̂F =
∫ T

0

DtF (DtF )T dt,

where Dt is the Malliavin-Shigekawa’s derivative. F is called nondegenerate if Π̂F

are invertible a.s. and for any p > 1, E[(vT Π̂F v)−p] is bounded for v ∈ Sd−1. We
will refer an estimate of polynomial decay of the weighted characteristic function
of a nondegenerate functional ([8, Theorem 2.1]). For any n ∈ N, there exists a
positive constant Cn such that the inequality

|E[ei(v,F )G]| ≤ Cn(1 + |v|2)−n/2|G|0,n,2n+2Θ̂n(F ) (6.1)

holds for any nondegenerate F ∈ Dd
∞ and G ∈ D∞, where

Θ̂n(F ) = |F |n0,n+1,2n+2

∣∣(vT Π̂F v)−1
∣∣n
0,n,2n+2 . (6.2)

Let us consider again SDE (1.1). We assume that coefficients of the SDE
satisfies the same condition as in Section 2. Let ξs,t(x) be the solution starting
from x at time s. It is a smooth functional. Its Malliavin covariance denoted by
Π̂(x) is written by
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Π̂(x) =
∫ t

s

∇ξu,t(x)A(ξs,u(x), u)∇ξu,t(x)T du, (6.3)

where A(x, t) = σ(x, t)σ(x, t)T .
The SDE is called nondegenerate, if the family of solutions {ξs,t(x); |x| ≤ N}

is uniformly nondegenerate for any N > 1, s < t, i.e., the inequality

sup
|x|≤N

sup
v∈Sd−1

E[(vT Π̂(x)v)−p] < ∞, ∀p > 1 (6.4)

holds for any N > 1, s < t. If an SDE is nondegenerate, its weighted characteristic
function is of polynomial decay: For any n ∈ N and N > 1, there exists a positive
constant C = Cs,t,N such that

sup
|x|≤N

∣∣E[ei(v,ξs,t(x))G]
∣∣ ≤ C(1 + |v|2)−n/2|G|0,n,2n+2 , ∀v

holds. Then the following theorem can be verified similarly as Theorem 2.1.

Theorem 6.1. Any nondegenerate SDE has hypoelliptic properties I and II.

We showed in [8] that if the matrix A(x, t) is uniformly positive, i.e., the in-
equality (1.5) holds for C(x, t) = A(x, t), then the SDE is nondegenerate. Further,
we can show that if A(x, t) is positive definite for any x, t and Condition (G) is
satisfied, the SDE is nondegenerate, similarly as in Section 3.

We next assume that coefficients of the SDE are smooth with respect to t as
in Section 4. If ν does not satisfy the order condition,

∫
|z|≤ρ

|z|2ν(dz) ≺ ρα holds
for any α ∈ (1, 2). Then it has a finite mean vector m. Hence equation (1.1) is
rewritten as (5.2), using time-dependent vector fields V0(t), V1(t), . . . , Vm(t). Given
0 ≤ δ < δ0, let Lδ be the linear map of time dependent vector fields defined by
(4.3). We introduce families of time-dependent vector fields Υ̂δ

k, k = 0, 1, 2, . . . by
induction as

Υ̂δ
0 = {V1(t), . . . , Vm(t)}, (6.5)

Υ̂δ
k =

{LδV (t), [Vj(t), V (t)]; j = 1, . . . , m, V ∈ Υ̂δ
k−1

}
.

Then, the modified uniform Hörmander condition and the modified strong
Hörmander condition given in previous sections, can also be defined in the present
setting, replacing Υδ

k to Υ̂δ
k. We will denote these conditions as ˆ(MUH)δ and

ˆ(MSH)δ, respectively. We can show similarly as in Section 4 that the SDE is
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nondegenerate if either Condition ˆ(MUH)δ for some 0 < δ < δ0 or the pair of
Condition (G) and Condition ˆ(MSH)δ for some 0 < δ < δ0 is satisfied. Here, we
should use Theorem 7.2 instead of Theorem 7.1. Details are left to the reader.

Further, we set

Σ̂0 = {Vj(t), j = 1, . . . , m},
Σ̂k =

{
Vt(t) + [V0(t), V (t)], [Vj(t), V (t)]; j = 1, . . . , m, V (t) ∈ Σ̂k−1

}
.

Replacing Σk by Σ̂k in Conditions (UH) and (SH), we define Condition ˆ(UH)
and Condition ˆ(SH), respectively. Then similarly as in the previous section, we
have:

Theorem 6.2. Consider SDE (4.2) lacking the order condition. It is non-
degenerate if any one of the following four conditions is satisfied.

1) Condition ˆ(MUH)δ for some 0 < δ < δ0.
2) Conditions ˆ(MSH)δ for some 0 < δ < δ0 and (G).
3) Condition ˆ(UH).
4) Conditions ( ˆSH) and (G).

Example. 4) We give a hypoelliptic example, which satisfies Condition
( ˆMUH)1, but does not satisfy Condition ˆ(UH). Consider a two dimensional SDE

{
dξ1

t = dZ(t),

dξ2
t = ξ1

t dN(t),
(6.6)

where Z(t) is a one dimensional Lévy process of the form (5.7) such that c1 6= 0,
and N(t) is Poisson process independent of Z(t). Note that the drift part ξ1

t dt

of (5.9) is replaced by the pure jumps ξ1
t dN(t). Drift and diffusion vector fields

are given by V0 = (c0, 0) and V1 = (c1, 0), respectively. It holds L1V1 = (0,−c1),
similarly as in Example 3) in Section 5. Then it satisfies Condition ˆ(MUH)1 and
hence it is nondegenerate.

6.1. Continuous SDE.
Finally we will consider a continuous SDE. We may relax Condition ˆ(SH) to

the following Hörmander condition.

Condition ˆ(H).
⋃∞

k=0 Σ̂k spans Rd for all x, t.

Theorem 6.3. Any continuous SDE satisfying Condition ˆ(H) is nondegen-
erate.
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Proof. Suppose Condition ˆ(H). Then for any N > 1, there exists n′1 ∈ N
and c′1 > 0 such that

n′1∑

k=0

∑

V ∈Υ̂δ
k

|vT V (x, t)|2 ≥ c′1|v|2, ∀|x| ≤ N + 1, t.

Associated with the above N , let τ(x) be the stopping time such that

τ(x) = inf{t > 0; |ξt(x)| ≥ N + 1} ∧ T.

Then, for any h > 1 there exists a positive constant Ch > 0 such that the inequality
sup|x|≤N P (τ(x) < ε) ≤ Chεh holds for 0 < ε < 1. It is close to the inequality of
stopping time Th(x) given by (3.4). Then, using the stopping time τ(x) instead
of Th(x), we can proceed in the argument in the proof of Lemma 4.2. Then we
obtain sup|x|≤N supv∈Sd−1

E[(vT Ξ̂(x)v)−2p] < ∞ if p < (1/2)β−2n′1h, where β is a
positive constant greater than 8. Therefore, the SDE is nondegenerate. ¤

7. Appendix: Another estimate of Norris’ type.

In [6], we discussed Norris’ type estimate for a semimartingale with jumps.
The estimate was complicated, since it was intended for the direct application
to canonical SDE with jumps. In this section we will give two less complicated
estimates for it (Theorems 7.1 and 7.2). These two estimates are used in Sections
4 and 6, respectively for the proof of the nondegenerate properties of SDE’s.

We consider a d-dimensional semimartingale Y γ(t), t ∈ T with parameter γ

defined by

Y γ(t) = yγ +
∫ t

0

aγ(s)ds +
∑

j

∫ t

0

fγ
j (s)dW j(s)

+
∫ t

0

∫

|z|≤δ

gγ(s, z)Ñ(dsdz) +
∫ t

0

∫

|z|>δ

gγ(s, z)N(dsdz), (7.1)

where aγ(s), fγ
j (s) and gγ(s, z) are d-dimensional left continuous predictable

processes, continuous with respect to parameter γ ∈ Γ, where Γ is a compact
space. We set fγ(s) = (fγ

1 (s), . . . , fγ
m(s)). We assume that gγ(s, z) is twice

continuously differentiable with respect to z and gγ(s, 0) = 0. We denote by
∂gγ(s) = (∂1g

γ(s), . . . , ∂mgγ(s)), where ∂jg
γ(s) is the partial derivatives of gγ(s, z)

at z = 0 with respect to zj .
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We assume further that the drift coefficient aγ(t) is a semimartingale repre-
sented by

aγ(t) = aγ +
∫ t

0

bγ(s)ds +
∑

j

∫ t

0

eγ
j (s)dW j(s)

+
∫ t

0

∫

|z|≤δ

hγ(s, z)dÑ +
∫ t

0

∫

|z|>δ

hγ(s, z)dN, (7.2)

where bγ(s), eγ
i (s), hγ(s, z), s ≥ 0 are processes which have the same properties as

those of aγ(s), bγ(s) and gγ(s, z) in (7.1), respectively. We set

θγ = ‖aγ‖2 + ‖bγ‖2 + ‖fγ‖2 + ‖eγ‖2 + ‖gγ‖2 + ‖hγ‖2

+ ‖∂gγ‖2 + ‖∂hγ‖2 + ‖rγ/|z|2‖4 + ‖sγ/|z|2‖4, (7.3)

where rγ = gγ −∑
j zj∂jg

γ , sγ = hγ −∑
j zj∂jh

γ , ‖fγ‖ = sup0≤t≤T |fγ(t)| and
‖gγ‖ = sup0≤t≤T,|z|≤δ |gγ(t, z)| etc.

We will first assume that the Lévy measure ν satisfy the order condition with
exponent 0 < α < 2. Let Bρ, 0 < ρ < ρ0 be the correlation matrices of the Lévy
measure ν defined in Section 1. Let B be a a lower bound of Bρ, 0 < ρ < ρ0 and√

B = (τij) be a square root of B. We set

g̃γ(t) = ∂gγ(t)
√

B. (7.4)

Let β be a positive number such that β > max{4/(2−α), 8}. We shall consider
two events for ε > 0:

Aγ(ε) =
{ ∫ T0

0

|Y γ
t−|2dt < εβ

}
, (7.5)

Bγ(ε) =
{ ∫ T0

0

{|aγ(t)|2 + |fγ(t)|2 + |g̃γ(t)|2}dt < ε

}
. (7.6)

We show that the probability where both Aγ(ε) and Bγ(ε)c occur simultane-
ously is small if ε is small.

Theorem 7.1. The order condition is assumed for the Lévy measure. As-
sume that supγ E[(θγ)p] < ∞ holds for any p > 1. Then for any p > 1, there
exists a positive constant Cp such that the inequality
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sup
γ

P (Aγ(ε) ∩Bγ(ε)c) < Cpε
p (7.7)

holds for any semimartingale Y γ(t) represented by (7.1) and (7.2) and for any
ε > 0.

In order to prove the above theorem, we need the following estimate due to
Komatsu-Takeuchi [5].

Komatsu-Takeuchi’s estimate ([5, Theorem 3]). Let υ be an arbitrary
number such that 0 < υ < 1/4. There exist a positive random variable E(λ, γ)
with E[E(λ, γ)] ≤ 1 and positive constants C, C0, C1, C2 independent of λ, γ such
that the inequality

λ4

∫ T0

0

|Y γ(t)|2 ∧ 1
λ2

dt + λ−υ log E(λ, γ) + C

≥ C0λ
1−4υ

∫ T0

0

|aγ(t)|2dt + C1λ
2−2υ

∫ T0

0

|fγ(t)|2dt

+ C2λ
2−2υ

∫ T0

0

∫

Rm

|gγ(t, z)|2 ∧ 1
λ2

dtν(dz) (7.8)

holds on the set A = {θγ ≤ λ2υ} for all λ > 1 and Y γ .

Proof of Theorem 7.1. We will choose positive constants 0 < υ < 1/8
and 0 < η < 1 such that

2− α(1 + η)− 2υ >
4
β

.

Then choose r > 1 such that

β

4
> r >

1
2− α(1 + η)− 2υ

∨ 1
1− 4υ

.

We first consider the last term of (7.8). We expand gγ(t, z) around the origin
as gγ(t, z) = ∂gγ(t)z + rγ(t, z). Note the inequality

(a + b)2 ∧ 1
λ2

≥ 1
2

(
a2 ∧ 1

λ2

)
− b2.

Then it holds for any 0 < κ < λ,
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∫

Rm
0

(
|gγ(t, z)|2 ∧ 1

λ2

)
ν(dz)

≥
∫

|z|<κ/λ

(
|gγ(t, z)|2 ∧ 1

λ2

)
ν(dz)

≥ 1
2

∫

|z|<κ/λ

(∣∣∣∣∂gγ(t)
z

|z|

∣∣∣∣
2

∧ 1
|z|2λ2

)
|z|2ν(dz)

−
(

κ

λ

)2 ∫

|z|<κ/λ

(
rγ(t, z)
|z|2

)2

|z|2ν(dz)

≥ 1
2
ϕ

(
κ

λ

) ∫

|z|<κ/λ

(∣∣∣∣∂gγ(t)
z

|z|

∣∣∣∣
2

∧ 1
κ2

)
µ̄κ/λ(dz)− ϕ

(
κ

λ

)(
κ

λ

)2∥∥∥∥
rγ

|z|2
∥∥∥∥

2

, (7.9)

where ϕ(ρ) =
∫
|z|≤ρ

|z|2ν(dz) and µ̄ε(dz) is a probability measure such that
µ̄ε(dz) = (|z|2/ϕ(ε))1|z|<εν(dz).

Now set λ = ε−r and κ = εηr. Then κ/λ = ε(1+η)r and ϕ(κ/λ) ≥ C4ε
α(1+η)r

by the order condition for the function ϕ. Since ‖rγ/|z|2‖2 < 1/κ < λ2υ holds on
the set {θγ ≤ λ2υ}, the last term of (7.9) dominates

C4ε
α(1+η)r

∣∣∂gγ(t)Bε(1+η)r∂gγ(t)T
∣∣− C5ε

(2+α)(1+η)r

on the set {θγ ≤ λ2υ}. Note Bε(1+η)r ≥ B. Then Komatsu-Takeuchi’s inequality
(7.8) implies

ε−4r

∫ T0

0

|Y γ(t)|2 ∧ ε2rdt + ευr log E(ε−r, γ) + C

≥ C0ε
−r(1−4υ)

∫ T0

0

|aγ(t)|2dt + C1ε
−r(2−2υ)

∫ T0

0

|fγ(t)|2dt

+ C2C4ε
−r(2−2υ)εα(1+η)r

∫ T0

0

|∂gγ(t)B∂gγ(t)T |dt

− C2C5ε
−r(2−2υ)ε(2+α)(1+η)r.

Set ρ = r min{(1− 4υ), (2− 2υ)− α(1 + η)} − 1. Then it holds ρ > 0. Since
|∂gγ(t)B∂gγ(t)T | = |g̃γ(t)|2, the above inequality yields
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ε−4r

∫ T0

0

|Y γ
t |2 ∧ ε2rdt + ευr log E(ε−r, γ) + C

≥ C6ε
−(ρ+1)

∫ T0

0

{|aγ(t)|2 + |fγ(t)|2 + |g̃γ(t)|2}dt− C7ε
−(ρ+1)εr′ (7.10)

on the set {θγ ≤ ε−υr}, where C6 = min{C0, C1, C2C4}, C7 = C2C5 and r′ > 1.
Now we define two events by

Eγ
1 =

{
θγ > ε−υr

}
,

Eγ
2 =

{
θγ ≤ ε−υr

} ⋂ { ∫ T0

0

|Y γ
t−|2 ∧ ε2rdt < εβ

}

⋂ { ∫ T0

0

(|aγ(t)|2 + |fγ(t)|2 + |g̃γ(t)|2)dt > ε

}
.

Then it holds

Aγ(ε) ∩Bγ(ε)c ⊂ Eγ
1 ∪ Eγ

2 .

Therefore, the probability of (7.7) is dominated by P (Eγ
1 ) + P (Eγ

2 ). We shall get
estimates of P (Eγ

i ), i = 1, 2. In view of our assumption of the theorem, the first
one is estimated as

sup
γ

P (Eγ
1 ) ≤ εpE

[
(sup

γ
θγ)p/υr

]
≤ cpε

p. (7.11)

For the estimate of P (Eγ
2 ), we remark that (7.10) implies

Eγ
2 ⊂

{E(ε−r, γ)ευr ≥ exp
(− εβ−4r + C6ε

−ρ − C7ε
−ρεr′−1 − C

)}
.

Therefore, by Chebyschev’s inequality

P (Eγ
2 ) ≤ eC exp

(
εβ−4r + C7ε

−ρεr′−1 − C6ε
−ρ

)
E

[E(ε−r, γ)ευr]
.

We have εβ−4r + C7ε
−ρεr′−1 < (C6/2)ε−ρ holds for ε < ε0 with some ε0 > 0.

Further it holds E[E(ε−r, γ)ευr

] ≤ 1 since 0 < ευr ≤ 1 for small ε. Therefore for
any p > 1,
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P (Eγ
2 ) ≤ eC exp

(
− C6

2
ε−ρ

)
≤ c′pε

p (7.12)

for any ε < ε0 and γ. Two inequalities (7.11) and (7.12) prove (7.7). ¤

Finally we will consider the case where the Lévy measure may not satisfy the
order condition. Instead of θγ given by (7.3), we consider the following

θγ = ‖aγ‖2 + ‖bγ‖2 + ‖fγ‖2 + ‖eγ‖2 + ‖gγ‖2 + ‖hγ‖2.

Let β be a positive number such that β > 8. We shall consider two events for
ε > 0:

Aγ(ε) =
{ ∫ T0

0

|Y γ(t)|2dt < εβ

}
, (7.13)

Bγ(ε) =
{ ∫ T0

0

{|aγ(t)|2 + |fγ(t)|2}dt < ε

}
. (7.14)

Theorem 7.2. Assume supγ E[(θγ)p] < ∞ holds for any p > 1. Then for
any p > 1, there exists a positive constant Cp such that the inequality

sup
γ

P (Aγ(ε) ∩Bγ(ε)c) < Cpε
p (7.15)

holds for any semimartingale Y γ(t) represented by (7.1) and (7.2) and for any
ε > 0.

Proof. Neglecting the last term of Komatsu-Takeuchi estimate (7.8), the
inequality

λ4

∫ T0

0

|Y γ(t)|2 ∧ 1
λ2

dt + λ−υ log E(λ, γ) + C

≥ C0λ
1−4υ

∫ T0

0

|aγ(t)|2dt + C1λ
2−2υ

∫ T0

0

|fγ(t)|2dt (7.16)

holds on the set A = {θγ ≤ λ2υ} for all λ > 1 and Y γ . Using this inequality, we
can get the inequality (7.15), similarly as in the proof of Theorem 7.1. ¤
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