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Abstract. We consider the intersection of the conjugacy class of a nilpo-
tent matrix with the space of upper triangular matrices. We give necessary
and sufficient conditions for this intersection to be a union of finitely many
orbits for the action by conjugation of the group of invertible upper triangular
matrices.

1. Introduction and statement of the main result.

Let K be an algebraically closed field of characteristic zero. Let M = Mn(K)
be the space of n × n matrices. A conjugacy class Ox = {gxg−1 : g ∈ GLn(K)}
is called nilpotent when x ∈ M is a nilpotent matrix. The nilpotent conjugacy
classes of M have the following usual combinatorial description. Given x ∈ M
nilpotent, let λ(x) = (λ1 ≥ · · · ≥ λr) be the (nonincreasing) sequence of the sizes
of its Jordan blocks. Thus, λ(x) is a partition of n. The map Ox 7→ λ(x) is then
a bijection between the set of nilpotent conjugacy classes of M and the set of
partitions of n.

Let B ⊂ GLn(K) be the subgroup of invertible upper triangular matrices. By
restriction, we get an action of B on each conjugacy class. However, this action
may have an infinite number of orbits. By the theory of homogeneous spherical
varieties (see [1], [20]), we know that Ox has finitely many B-orbits exactly when
it admits a dense B-orbit. Then, invoking [13], we get that a nilpotent conjugacy
class Ox ⊂M consists of a finite number of B-orbits if and only if x2 = 0.

Let M+ ⊂ M be the subspace of strictly upper triangular matrices. In this
article, we study the restriction of the B-action to the intersection Ox∩M+. This
action may have infinitely many orbits as well. The intersection Ox ∩M+ has a
natural structure of quasi-affine algebraic variety. It is not irreducible in general,
and its irreducible components are not homogeneous varieties. Thus, the study of
the B-action on Ox∩M+ is made more delicate by the fact that, in this situation,
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one cannot a priori rely on the theory of homogeneous spherical varieties.
The purpose of this article is to show the following classification result. In

the statement, the notation 2k (resp. 1`) stands for a sequence of k 2’s (resp. `

1’s).

Theorem 1. Let Ox ⊂Mn(K) be a nilpotent conjugacy class, and let Ox ∩
M+ be its intersection with the space of strictly upper triangular matrices. The
following assertions are equivalent.

(a) Ox ∩M+ consists of finitely many B-orbits;
(b) each irreducible component of Ox ∩M+ admits a dense B-orbit ;
(c) the partition λ(x) is of one of the following types:

( i ) λ(x) = (λ1, 1k) with λ1 ≥ 1, k ≥ 0;
( ii ) λ(x) = (2k, 1`) with k ≥ 2, ` ≥ 0;
(iii) λ(x) = (3, 2k, 1`) with k ≥ 1, ` ≥ 0;
(iv) λ(x) = (3, 3).

This work can be viewed as a continuation of [4], where the equivalence
(b)⇔(c) of Theorem 1 has been already established. In Section 3, we present
a proof of the implication (b)⇒(c) (by an argument different from the one in [4,
Theorem 6.1]). The implication (a)⇒(b) of the theorem is immediate. Sections
4–5 are then devoted to prove the remaining implication (c)⇒(a). Specifically one
has to check that, in cases (i)–(iv) of Theorem 1 (c), the intersection Ox ∩M+ is
a union of finitely many B-orbits. This fact is already known for cases (i), (ii),
(iv), and the parametrization of the orbits in those cases, as well as some of their
properties, is given in Section 4. Our main task is then to show that the orbits are
finitely many in case (iii) too. To do this, we give a combinatorial parametrization
of the orbits in this case.

Section 6 contains further remarks. In particular, we note through an example
that, in general, Ox∩M+ may have irreducible components which contain a dense
B-orbit but comprise infinitely many B-orbits.

The irreducible components of Ox∩M+ are also called orbital varieties. Their
study is in fact the main motivation of this work, as we explain in the next section.

2. Motivation: orbital varieties.

We deal with a more general situation. Let G be a connected linear reductive
algebraic group over K, and let g be its Lie algebra. Let (g, x) ∈ G × g 7→ g · x
denote the adjoint action. Fix a Borel subgroup B ⊂ G, and let n ⊂ b ⊂ g be
the corresponding Borel subalgebra and, respectively, its nilradical. The subset
G · n ⊂ g consists of finitely many adjoint orbits, called nilpotent orbits. Given a
nilpotent orbit Ox = G · x (with x ∈ G · n), the intersection Ox ∩ n has a natural
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structure of quasi-affine algebraic variety, it has pure dimension (1/2) dimOx (see
[15]), and is in general not irreducible. Its irreducible components are called
orbital varieties. The orbital varieties arise in representation theory in the study
of geometric realizations of simple highest weight modules (see [9]). Up to now,
there is however only few information about the geometric structure of the orbital
varieties, even in the case of G = GLn(K).

By restriction of the adjoint action, we get an action of B on Ox ∩ n, which
stabilizes each orbital variety. By determining when this action admits only a
finite number of orbits in the case of GLn(K), our main result (Theorem 1) aims
in fact to point out situations which are more favorable for the study of orbital
varieties.

Remark 1. For x ∈ G ·n, let Bx be the set of Borel subalgebras b′ ⊂ g such
that x ∈ b′. The set Bx has a natural structure of algebraic projective variety. It is
called a Springer fiber since it is a fiber of the Springer resolution G×B n → G · n.
The role of Springer fibers in representation theory is underlined in the classical
papers [16], [17]. The group Zx = {g ∈ G : g · x = x} naturally acts on Bx. In
fact, the varieties Bx and Ox ∩ n are closely related. In particular, there is a one
to one correspondence between the Zx-orbits of Bx and the B-orbits of Ox∩n (see
[15]). Thus, the conditions in Theorem 1 also characterize the cases where Bx has
a finite number of Zx-orbits, for G = GLn(K).

The proof of the implication (b)⇒(c) of Theorem 1 that we present in the
next section actually relies on the theory of orbital varieties. Specifically, it focuses
on a special family of orbital varieties, called Richardson orbital varieties.

3. Spherical Richardson orbital varieties.

As in Section 2, G denotes a connected reductive linear algebraic group over
K. We consider a parabolic subgroup P ⊂ G such that P ⊃ B. Let uP ⊂ p ⊂ g be
the corresponding parabolic subalgebra and, respectively, its nilradical. There is a
unique nilpotent orbit O ⊂ g such that O ∩ uP is dense in uP . By [18, Section 4],
the intersection O ∩ uP is actually an irreducible component of O ∩ n, hence it is
an orbital variety attached to the nilpotent orbit O. An orbital variety obtained
in this way is called a Richardson orbital variety.

The Richardson orbital varieties (corresponding to the different choices of
parabolic subgroups of G) form a special family of orbital varieties. Compared to
general orbital varieties, they present several advantages. First, whereas orbital
varieties may be singular in general, we observe that a Richardson orbital variety
O∩ uP is always smooth (because, by definition, O∩ uP is open in the space uP ).

A stronger fact is given by Richardson’s Theorem (cf. [14]) which states that
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O ∩ uP is homogeneous for the natural action of the parabolic subgroup P . We
invoke the following auxiliary result.

Lemma 1. Let G be a reductive linear algebraic group over K, and let B ⊂ P

be respectively a Borel subgroup and a parabolic subgroup of G. Let X be an irre-
ducible algebraic variety, and suppose that X is equipped with a transitive algebraic
action of P . Then, the following assertions are equivalent.

(a) X consists of finitely many B-orbits;
(b) X admits a dense B-orbit.

Proof. We can write X = P/P0, where P0 ⊂ P is a closed subgroup.
Moreover, let P = L n U be a Levi decomposition, where U ⊂ P stands for the
unipotent radical. Observe that M := UP0 is a closed subgroup of P . Hence, the
quotient Y := P/M is a well defined, L-homogeneous algebraic variety.

Let ρ : P/P0 → P/M be the natural map. Given a B-orbit Q = BpP0 ⊂ X,
we see that ρ(Q) = (L ∩ B)pM is a (L ∩ B)-orbit. If ρ(BpP0) = ρ(Bp′P0), then
(L ∩ B)pUP0 = (L ∩ B)p′UP0, which implies BpP0 = Bp′P0. Thus, the map
Q 7→ ρ(Q) is a bijection between the set of B-orbits of X and the set of (L ∩B)-
orbits of Y . Since ρ is an equivariant morphism of P -homogeneous varieties, we
have in addition

dimX − dimQ = dim Y − dim ρ(Q)

for each B-orbit Q ⊂ X. Thus, the bijection Q 7→ ρ(Q) is codimension preserving.
If X consists of finitely many B-orbits, then it is immediate that X admits

a dense B-orbit. Conversely, assume that X admits a dense B-orbit Q. Then,
ρ(Q) ⊂ Y is a (L ∩ B)-orbit of maximal dimension, which implies that ρ(Q) is a
dense (L∩B)-orbit of Y . Since Y is L-homogeneous, L is reductive, and L∩B ⊂ L

is a Borel subgroup, by [1, Theorem 2], or [20, Theorem 1], we have that Y consists
of finitely many (L ∩B)-orbits. Therefore, X consists of finitely many B-orbits.

¤

Remark 2. In the case of P = G, Lemma 1 coincides with [1, Theorem 2].
Theorem 1 in [20] states more generally that an algebraic variety X equipped with
a (non necessarily transitive) action of a reductive group G has a finite number of
B-orbits whenever it admits a dense B-orbit. In Lemma 1, the assumption of a
transitive action of P on X is however necessary (see for example Section 6.3).

The next proposition, which shows that the Richardson orbital varieties are
convenient for studying the finiteness of the number of B-orbits, is then a conse-
quence of Lemma 1.
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Proposition 1. The following assertions are equivalent.

(a) The Richardson orbital variety O ∩ uP consists of finitely many B-orbits;
(b) O ∩ uP admits a dense B-orbit ;
(c) the nilradical uP admits a dense B-orbit.

In the case of G = GLn(K) and g = Mn(K), the Richardson orbital varieties
have the following parametrization. A sequence η = (η1, . . . , ηr) of positive inte-
gers such that η1 + · · · + ηr = n is called a composition of n. Let p(η) ⊂ g be
the subspace of blockwise upper triangular matrices with blocks of sizes η1, . . . , ηr

along the diagonal. The map η 7→ p(η) is a one to one correspondence between
the compositions of n and the standard parabolic subalgebras of g (i.e., the Lie
subalgebras which contain the Lie algebra of B). Let l(η), u(η) ⊂ p(η) be respec-
tively the subspace of blockwise diagonal matrices with blocks of sizes η1, . . . , ηr

along the diagonal and the subspace of blockwise strictly upper triangular matri-
ces with the same frame. Thus, l(η) and u(η) are respectively a Levi factor and
the nilradical of p(η), and p(η) = l(η)⊕ u(η) is a Levi decomposition. We denote
by λ(η) = (λ1 ≥ · · · ≥ λr) the partition of n obtained by arranging the terms in
the sequence η in nonincreasing order, and we denote by λ∗(η) = (λ∗1 ≥ · · · ≥ λ∗λ1

)
the dual partition, that is,

λ∗j = |{i = 1, . . . , r : ηi ≥ j}| for all j = 1, . . . , λ1

(in other words, if Yλ(η) denotes the Young diagram with r rows of lengths
λ1, . . . , λr, then λ∗1, . . . , λ

∗
λ1

are the lengths of the columns of Yλ(η)). It is a stan-
dard fact that Ox ∩ u(η) is dense in u(η) whenever x ∈ g = Mn(K) is a nilpotent
element of Jordan form λ(x) = λ∗(η) (for a proof, see for instance [4, Section 4.3]).
Then, VR(η) := Ox ∩ u(η) is a Richardson orbital variety, and every Richardson
orbital variety can be obtained in this way, in the case of G = GLn(K).

The drawback of the Richardson orbital varieties is that they are highly sus-
ceptible to admit no dense B-orbit. The next proposition gives a characterization
of the Richardson orbital varieties which do not admit a dense B-orbit in the
case of G = GLn(K). It uses the following notation: when η = (η1, . . . , ηr) and
ρ = (ρ1, . . . , ρs) are two sequences of positive integers, we write η ≥ ρ if there are
1 ≤ i1 < · · · < is ≤ r such that ηij

≥ ρj for each j ∈ {1, . . . , s}.

Proposition 2. Let η be a composition of n, and let VR(η) be the corre-
sponding Richardson orbital variety. The following conditions are equivalent.

(a) VR(η) contains infinitely many B-orbits;
(b) VR(η) has no dense B-orbit ;
(c) η ≥ (1, 2, 2, 1) or η ≥ (2, 3, 2).
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Proof. The equivalence between (a) and (b) follows from Proposition 1.
The equivalence between (b) and (c) is proved in [4, Theorem 6.3]. The proof can
be summed up as follows. If η 6≥ (1, 2, 2, 1) and η 6≥ (2, 3, 2), then one can construct
the representative of a dense B-orbit in the Richardson orbital variety VR(η),
following the recipe described in [4, Propositions 7.1, 7.4]. Thus, (b) implies (c).
If η ≥ (1, 2, 2, 1) or η ≥ (2, 3, 2), then the arguments in [4, Propositions 7.5, 7.6]
allow to construct infinitely many pairwise distinct B-orbits in VR(η). Whence,
(c) implies (a). ¤

Corollary 1. Assume that x ∈ Mn(K) is nilpotent with a Jordan form
λ(x) = (λ1 ≥ · · · ≥ λr) satisfying

(λ1 ≥ 4 and λ2 ≥ 2) or (λ1, λ2 ≥ 3 and λ3 ≥ 1).

Then, there is a Richardson orbital variety VR(η) ⊂ Ox which has no dense B-
orbit.

Proof. Under the assumption of the corollary, we can produce a compo-
sition η = (η1, . . . , ηλ1) of n such that λ∗(η) = λ(x) and with η ≥ (1, 2, 2, 1) or
η ≥ (2, 3, 2). Then, by Proposition 2, the corresponding Richardson orbital variety
VR(η) ⊂ Ox has no dense B-orbit. ¤

Corollary 1 implies that, apart from cases (i)–(iv) of Theorem 1 (c), the inter-
sectionOx∩M+ contains a Richardson orbital variety (in particular, an irreducible
component) which has no dense B-orbit. This proves the implication (b)⇒(c) in
Theorem 1.

4. Description of the cases with finitely many B-orbits.

This section, together with Section 5, is concerned with the proof of the
implication (c)⇒(a) of Theorem 1. As in Theorem 1, fix a nilpotent matrix x ∈
Mn(K) and consider Ox ∩M+, the intersection of its conjugacy class with the
space of strictly upper triangular matrices. The proof requires to check that in
cases (i)–(iv) of Theorem 1 (c), Ox ∩M+ consists of finitely many B-orbits. Note
that this fact is immediate in case (ii), i.e., for λ(x) = (2k, 1`): here we have x2 = 0
hence the conjugacy class Ox itself comprises finitely many B-orbits (cf. [13]). In
the other cases (i), (iii), (iv), we will get that Ox∩M+ contains only finitely many
B-orbits though the conjugacy class Ox has infinitely many ones.

Before focusing on cases (i)–(iv) of Theorem 1 (c), we emphasize a particular
family of B-orbits: the B-orbits which contain a matrix with a maximal number
of coefficients equal to zero. This family of orbits will play a role in our arguments.
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4.1. A particular family of B-orbits.
A matrix y ∈M+ such that

(a) each coefficient of y is either 0 or 1, and
(b) each row and each column of y contains at most one coefficient equal to 1

will be called a Jordan matrix. This means that the canonical basis (e1, . . . , en)
of Kn is a Jordan basis for y (in the sense that y(ei) ∈ {0, e1, . . . , ei−1} for each
i, and y(ei) = y(ej) 6= 0 implies i = j). Correspondingly, we will say that the
B-orbit of y is a Jordan B-orbit.

Let x ∈Mn(K) be a nilpotent matrix of Jordan form λ(x) = (λ1 ≥ · · · ≥ λr).
The Jordan B-orbits which lie in the intersection Ox∩M+ can be parametrized as
follows. Let Πx denote the set of partitions of {1, . . . , n} into r subsets of cardinals
λ1, . . . , λr. Hence, an element π ∈ Πx can be written as a sequence π = (I1, . . . , Ir)
where Ij ⊂ {1, . . . , n} is a subset with λj elements, and {1, . . . , n} = I1 t · · · t Ir.
Let απ : {1, . . . , n} → {0, 1, . . . , n} be the map defined by setting απ(i) = 0 if
i = min Ij for some j, and by letting απ(i) be the predecessor of i in the set Ij if
i ∈ Ij \ {min Ij}. Let yπ ∈M+ be the matrix defined by

(yπ)j,i =

{
1 if j = απ(i),

0 otherwise.

Finally, let Qπ = B · yπ.

Proposition 3. The map π 7→ yπ (resp. π 7→ Qπ) establishes a bijection
between Πx and the set of Jordan matrices of Ox ∩M+ (resp. the set of Jordan
B-orbits which lie in Ox ∩M+).

Proof. Only the injectivity of the map π 7→ Qπ is not immediate. Given
a matrix y ∈ Mn(K) and 1 ≤ j ≤ i ≤ n, we let y[j,i] = (ys,t)(s,t)∈{j,...,i}2 ∈
Mi−j+1(K) be the submatrix contained between the j-th and i-th rows and
columns. We can see that, whenever y ∈ Qπ, we have

απ(i) =

{
max{j = 1, . . . , i− 1 : rk y[j,i] > rk y[j,i−1]} if rk y[1,i] > rk y[1,i−1],

0 otherwise.

This implies that, if Qπ = Qπ′ , then απ and απ′ must coincide. ¤

It is convenient to represent an element π ∈ Πx by a graph. Let P (π) be the
graph with n vertices labeled with the integers 1, . . . , n, and with an edge between
the vertices j and i > j if and only if απ(i) = j.
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Example 1. Let x ∈ M8(K) be a nilpotent matrix such that λ(x) =
(3, 2, 2, 1). Then, π = ({1, 2, 5}, {4, 8}, {6, 7}, {3}) ∈ Πx is represented by the
graph

P (π) = •
1

•
2

•
3

•
4

•
5

•
6

•
7

•
8

The Jordan B-orbits form a finite family of B-orbits, which makes impossible
that they cover all the possible B-orbits in general. The orbital varieties which
admit a dense Jordan B-orbit enjoy some good properties (cf. [2]).

Our goal in the following subsections is to propose parametrizations of the
B-orbits of Ox ∩M+ in cases (i)–(iv) of Theorem 1 (c). To do this, we rely on
the combinatorics introduced above, as in each case we will describe the B-orbits
as slight deformations of Jordan B-orbits. The Jordan B-orbits are especially
prominent in case (ii). The parametrization of the orbits in this case is known
after the work of A. Melnikov, and we recall it in the next subsection.

4.2. B-orbits in case (ii).
Assume in this subsection that λ(x) = (2k, 1`) with k, ` nonnegative integers

such that 2k + ` = n. Thus, x2 = 0, hence the conjugacy class Ox is spherical
(see [13]) so that we can say a priori that Ox ∩M+ consists of a finite number of
B-orbits. These orbits can be described as follows.

Here, an element π ∈ Πx is a partition of {1, . . . , n} into k pairs and ` sin-
gletons, and it can be written π = ({i1, j1}, . . . , {ik, jk}, {m1}, . . . , {m`}) with
ip < jp. This implies that the graph P (π) has k edges connecting the pairs {ip, jp}
(p = 1, . . . , k) and ` fixed points (i.e., not incident with an arc) m1, . . . , m`.

• Two edges (ip, jp), (iq, jq) are said to have a crossing if ip < iq < jp < jq. A
pair formed by an edge (ip, jp) and a fixed point mq is said to form a bridge
if ip < mq < jp. Let Nc(π) (resp. Nb(π)) denote the number of crossings
(resp. of bridges) associated to the partition π. For example, π such that

P (π) = •
1

•
2

•
3

•
4

•
5

•
6

•
7

•
8

has two crossings (the pairs ((1, 3), (2, 6)) and ((2, 6), (4, 7))) and two bridges
(the pairs ((2, 6), 5) and ((4, 7), 5)).

• Given 1 ≤ s < t ≤ n, we let Rs,t(π) be the number of pairs {ip, jp} such
that s ≤ ip < jp ≤ t.

The following proposition is due to A. Melnikov [10], [11].
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Proposition 4. Assume λ(x) = (2k, 1`) with 2k + ` = n.

(a) Each B-orbit in Ox ∩ M+ is a Jordan B-orbit. Hence, the map π 7→ Qπ

establishes a bijection between Πx and the set of B-orbits in Ox ∩M+.
(b) dimQπ = k(n−k)−Nc(π)−Nb(π) for all π ∈ Πx. In particular, the irreducible

components of Ox ∩ M+ are the closures of Qπ for π such that Nc(π) =
Nb(π) = 0.

(c) Given π, ρ ∈ Πx, we have Qπ ⊂ Qρ if and only if Rs,t(π) ≤ Rs,t(ρ) for all s, t.
(d) Let π0 = ({i, n− k + i}k

i=1, {j}n−k
j=k+1). Then, Qπ0 is the unique closed B-orbit

of Ox ∩M+, and we have dimQπ0 = (1/2)k(k + 1).

Part (a) of the proposition will be used in Section 5.

Remark 3. Proposition 4 (a) almost characterizes case (ii). The parametri-
zations of the orbits in the next subsections will testify that, for x general, Ox ∩
M+ admits non-Jordan B-orbits. In fact, one can check that all the B-orbits of
Ox ∩M+ are Jordan B-orbits if and only if x2 = 0 (i.e., λ(x) = (2k, 1`) as above)
or x is regular (i.e., λ(x) = (n)). In the latter case, Ox ∩M+ consists of a single
(Jordan) B-orbit.

4.3. B-orbits in case (i).
Now, we assume that λ(x) = (`, 1k) with ` ≥ 3, k ≥ 0, ` + k = n. The fact

that Ox ∩ M+ has a finite number of B-orbits in this case is known (see [19],
or [4, Section 6.4]). Here, we recall the description of the orbits from [4] and we
complete it by providing more information on the topological properties of the
orbits (dimension and inclusion relations between orbit closures).

An element π ∈ Πx is a partition of {1, . . . , n} of the form

π = ({a1, . . . , a`}, {m1}, . . . , {mk})

where a1 < · · · < a`. Let Π̂x be the set of pairs π̂ = (π, (bp)`−1
p=1) where π = ({a1 <

· · · < a`}, {mp}k
p=1) ∈ Πx is a partition and (bp)`−1

p=1 is a sequence of integers such
that b1 = a1 and ap ≤ bp < ap+1 for each p = 2, . . . , `− 1. We then write

ap(π̂) = ap ∀p ∈ {1, . . . , `}, bp(π̂) = bp ∀p ∈ {1, . . . , `− 1}.

We can represent π̂ by the graph denoted P (π̂) obtained from P (π) by marking
the vertices of labels b1, . . . , b`−1 with the symbol “¨”. For instance, if π =
({1, 3, 6, 7}, {2}, {4}, {5}, {8}) and {bp}3p=1 = {1, 4, 6}, then
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P (π̂) = �
1

•
2

•
3

�
4

•
5

�
6

•
7

•
8

Given π̂ ∈ Π̂x, we define a matrix yπ̂ ∈M+ by

(yπ̂)s,t =

{
1 for (s, t) ∈ {(ap(π̂), ap+1(π̂))`−1

p=1, (bp(π̂), ap+1(π̂))`−1
p=1},

0 otherwise.

Let Qπ̂ = B · yπ̂.

Proposition 5. Assume λ(x) = (`, 1k) with ` ≥ 3, k ≥ 0, n = ` + k.

(a) The map π̂ 7→ Qπ̂ establishes a bijection between Π̂x and the set of B-orbits
of Ox ∩M+. In particular, Ox ∩M+ contains a finite number of B-orbits.

(b) dimQπ̂ = (1/2)n(n− 1)− (1/2)k(k + 1)−∑`−1
p=1(ap+1(π̂)− bp(π̂)− 1) for all

π̂ ∈ Π̂x. Thus, the irreducible components of Ox ∩M+ are obtained as the
closures of Qπ̂ for π̂ ∈ Π̂x such that bp(π̂) = ap+1(π̂)−1 for all p = 1, . . . , `−1.

(c) Given π̂, ρ̂ ∈ Π̂x, we have Qπ̂ ⊂ Qρ̂ if and only if bp(π̂) ≤ bp(ρ̂) and ap+1(π̂) ≥
ap+1(ρ̂) for all p = 1, . . . , `− 1.

(d) The orbit Qπ̂ is closed in Ox ∩M+ if and only if a1(π̂) = 1, a`(π̂) = n, and
bp(π̂) = ap(π̂) for all p = 1, . . . , ` − 1. In particular, such Qπ̂ is a Jordan
B-orbit, and dimQπ̂ = (1/2)n(n− 1)− (1/2)k(k + 3).

(e) Fix π̂ ∈ Π̂x. Let π̂1, π̂2 ∈ Π̂x be defined by bp(π̂1) = ap+1(π̂1) − 1 = bp(π̂)
and bp(π̂2) = ap+1(π̂2) − 1 = ap+1(π̂) − 1 for each p = 1, . . . , ` − 1. Then,
Vi := Qπ̂i

∩ Ox (i = 1, 2) are irreducible components of Ox ∩M+, and Qπ̂ is
dense in V1 ∩ V2.

Proof. Given a matrix y ∈ M+, we let y[j,i] := (ys,t)(s,t)∈{j,...,i}2 be the
submatrix contained between the j-th and i-th rows and columns. Part (a) of the
proposition is proved in [4, Proposition 6.4], where it is shown in addition that
Qπ̂ is the set of matrices y ∈ Ox ∩M+ such that

{
(y[bp(π̂)+1,n])`−p = 0, (y[1,ap+1(π̂)−1])p = 0,

(y[bp(π̂),n])`−p 6= 0, (y[1,ap+1(π̂)])p 6= 0,
∀p = 1, . . . , `− 1.

We now invoke results of F. Fung [5] and J.A. Vargas [19] (these results
are formulated in the setting of Springer fibers, but they can be applied to the
present situation, in view of the relation between Springer fibers and the variety
Ox ∩M+, cf. [15]): the irreducible components of Ox ∩M+ are parametrized
by the sequences of integers of the form c = (c2, . . . , c`) with 1 < c2 < · · · < c`.



Upper triangular conjugacy classes of matrices 977

Namely, V(c), defined as the set of elements y ∈ Ox ∩M+ such that

(y[cp+1,n])`−p = 0, (y[1,cp+1−1])p = 0, ∀p = 1, . . . , `− 1,

is a component of Ox ∩M+, and each component can be obtained in this way.
Moreover, given two such sequences c, d, one has V(c) ∩ V(d) 6= ∅ if and only if
max{cp, dp} < min{cp+1, dp+1} for all p = 1, . . . , `− 1; in this case, V(c) ∩ V(d) is
irreducible and

dimV(c) ∩ V(d) =
1
2
n(n− 1)− 1

2
k(k + 1)−

∑̀
p=2

|dp − cp|.

Part (e) and, in turn, parts (b)–(d) of the proposition follow from this description
of the components and from the above description of the orbits Qπ̂. ¤

4.4. B-orbits in case (iv).
Now, let λ(x) = (3, 3). The fact that Ox ∩ M+ contains a finite number

of B-orbits has been shown by H. Bürgstein (see [7, Section 5.7]). The next
proposition, whose proof (which we skip) is based on concrete calculations, gives
a precise description of the orbits.

Proposition 6. Assume λ(x) = (3, 3). Then, the variety Ox∩M+ contains
exactly twelve B-orbits, among which ten are Jordan B-orbits:

(a) Exactly five B-orbits have maximal dimension: the Jordan B-orbits Qi :=
Qπi

(i = 1, 2, 3) corresponding to the partitions π1 = ({1, 2, 3}, {4, 5, 6}),
π2 = ({1, 2, 6}, {3, 4, 5}), π3 = ({1, 5, 6}, {2, 3, 4}), and the non-Jordan B-
orbits Q4 := B · z4 and Q5 := B · z5 of representatives

z4 =

0
BBBBBBB@

0 1 0 0 0 0

0 0 0 1 0 0

0 0 0 1 1 0

0 0 0 0 0 0

0 0 0 0 0 1

0 0 0 0 0 0

1
CCCCCCCA

and z5 =

0
BBBBBBB@

0 0 0 1 0 0

0 0 1 1 0 0

0 0 0 0 0 1

0 0 0 0 1 0

0 0 0 0 0 0

0 0 0 0 0 0

1
CCCCCCCA

.

(b) The Jordan B-orbits Qi := Qπi
(i = 6, 7, 8, 9, 10, 11), corresponding to

the partitions π6 = ({1, 2, 4}, {3, 5, 6}), π7 = ({1, 2, 5}, {3, 4, 6}), π8 =
({1, 3, 4}, {2, 5, 6}), π9 = ({1, 3, 6}, {2, 4, 5}), π10 = ({1, 4, 5}, {2, 3, 6}), π11 =
({1, 4, 6}, {2, 3, 5}), have codimension 1. Each one lies in the closure of ex-
actly two maximal dimensional B-orbits, and namely we have Q1 ⊃ Q6,Q10;
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Q2 ⊃ Q7,Q9; Q3 ⊃ Q8,Q11; Q4 ⊃ Q6,Q7,Q8; and Q5 ⊃ Q9,Q10,Q11.
Note that the non-Jordan maximal dimensional B-orbits contain three one-
codimensional orbits each.

(c) The Jordan B-orbit Q12 := Qπ12 , corresponding to π12 = ({1, 3, 5}, {2, 4, 6}),
is the only closed B-orbit of Ox ∩M+; it has codimension 2.

4.5. B-orbits in case (iii).
Hereafter, we assume that x ∈ Mn(K) is a nilpotent matrix of Jordan form

λ(x) = (3, 2k, 1`), with k, ` nonnegative integers such that 3+2k+` = n. Our next
goal is to define a set Π̂x which will parametrize the B-orbits of the set Ox ∩M+

in this case.
Note that an element π ∈ Πx can be written as a sequence π = (I1, . . . , Ik+`+1)

whose terms are subsets of {1, . . . , n} that satisfy |I1| = 3, |I2| = · · · = |Ik+1| = 2,
|Ik+2| = · · · = |Ik+`+1| = 1, and

⊔k+`+1
p=1 Ip = {1, . . . , n}.

Definition 1. Let Π̂x be the set of tuples π̂ = (π, b, E1, E2) consisting of
the following data:

• π ∈ Πx; we write π = (I1, . . . , Ik+`+1) with I1 = {a1 < a2 < a3} and
|I2| = · · · = |Ik+1| = 2 as above;

• b ∈ {a2, a2 + 1, . . . , a3 − 1} satisfying either b = a2, or {b} = Ip for some
p ∈ {k + 2, . . . , k + ` + 1} (i.e., b is a fixed point of the graph P (π));

• E1, E2 ⊂ {I2, . . . , Ik+1} two subsets (that can be empty) of the form E1 =
({gp, hp})r1

p=1, E2 = ({ip, jp})r2
p=1 (for some r1, r2 ≥ 0) with

a1 < g1 < · · · < gr1 < hr1 < · · · < h1 < a2,

b < i1 < · · · < ir2 < a3 < jr2 < · · · < j1 ≤ n.

Remark 4. The graph P (π) representing a partition π ∈ Πx consists of a
chain of two adjacent arcs {(a1, a2), (a2, a3)}, k other arcs joining pairwise disjoint
pairs of vertices, and ` fixed points. E.g., for λ(x) = (3, 26, 13) (i.e., k = 6 and
` = 3), a possible graph is

P (π) = •
1

•
2

•
3

•
4

•
5

•
6

•
7

•
8

•
9

•
10

•
11

•
12

•
13

•
14

•
15

•
16

•
17

•
18

Then, an element π̂ = (π, b, E1, E2) ∈ Π̂x is in fact equivalent to the choice of

• a distinguished vertex b which is either a2 or a fixed point under the arc
(a2, a3);
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• certain distinguished arcs A1, . . . ,Ar1 (for some r1 ≥ 0) situated under
(a1, a2) and forming a decreasing sequence (i.e., Ap+1 is under Ap for each
p);

• certain other distinguished arcs B1, . . . ,Br2 (for some r2 ≥ 0) situated on
the right of b, all crossing (a2, a3), and forming a decreasing sequence.

In the above example, the possible choices are b ∈ {6, 7, 11}, (A1, . . . ,Ar1) ∈ {∅,
((2, 5)), ((3, 4)), ((2, 5), (3, 4))}, (B1, . . . ,Br2) ∈ {∅, ((10, 16)), ((12, 17)), ((13, 15)),
((10, 16), (13, 15)), ((12, 17), (13, 15))} in the case b ∈ {6, 7}, and (B1, . . . ,Br2) ∈
{∅, ((12, 17)), ((13, 15)), ((12, 17), (13, 15))} in the case b = 11.

Remark 5. In the case of λ(x) = (3, 1`), the notation is unambiguous
towards the one introduced in Section 4.3. Indeed, in this case, an element π̂ =
(π, b, E1, E2) ∈ Π̂x satisfies E1 = E2 = ∅ and b ∈ {a2, . . . , a3 − 1}. Thus the sets Π̂x

of Sections 4.3 and 4.5 coincide up to identification of the tuples (π, b, ∅, ∅) and
(π, (a1, b)).

Definition 2. Let π̂ = (π, b, E1, E2) ∈ Π̂x be like in Definition 1. We define
a matrix yπ̂ ∈M+ as follows:

(yπ̂)s,t =





1 if s < t satisfy
(s, t) ∈ {(a1, a2), (a2, a3), (b, a3), (gp, a2)r1

p=1, (ip, a3)r2
p=1}

or {s, t} = Ip for some p ∈ {2, . . . , k + 1},
0 otherwise.

We let Qπ̂ = B · yπ̂.

Proposition 7. Assume λ(x) = (3, 2k, 1`) with k, ` ≥ 0 such that 3 + 2k +
` = n. Then, the map π̂ 7→ Qπ̂ is a bijection from Π̂x to the set of B-orbits of the
variety Ox ∩M+. In particular, Ox ∩M+ has a finite number of B-orbits in this
case.

The proof of this proposition is given in the next section. This result (com-
bined with Corollary 1 and Propositions 4, 5, 6) completes the proof of Theorem 1.

5. Proof of Proposition 7.

We start with some notation. As in Section 4.5, we assume that λ(x) =
(3, 2k, 1`) with k, ` ≥ 0.

For π̂ = (π, b, E1, E2) ∈ Π̂x, we set ai(π̂) = ai (for i = 1, 2, 3), b(π̂) = b,
E1(π̂) = ({gp(π̂), hp(π̂)})r1(π̂)

p=1 = E1, and E2(π̂) = ({ip(π̂), jp(π̂)})r2(π̂)
p=1 = E2, where

a1, a2, a3, E1, E2 are like in Definition 1. The terms are thus organized as follows:
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1 ≤ a1(π̂) < g1(π̂) < · · · < gr1(π̂)(π̂) < hr1(π̂)(π̂) < · · · < h1(π̂) < a2(π̂),

a2(π̂) ≤ b(π̂) < i1(π̂) < · · · < ir2(π̂)(π̂) < a3(π̂) < jr2(π̂)(π̂) < · · · < j1(π̂) ≤ n.

Moreover, we let απ̂ = απ, where απ : {1, . . . , n} → {0, 1, . . . , n} is the map
described in Section 4.1. In particular

απ̂(a3(π̂)) = a2(π̂); απ̂(a2(π̂)) = a1(π̂); απ̂(hp(π̂)) = gp(π̂); απ̂(jp(π̂)) = ip(π̂);

απ̂(a1(π̂)) = απ̂(gp(π̂)) = απ̂(ip(π̂)) = 0.

Let (e1, . . . , en) be the canonical basis of Kn, and let Vi = 〈e1, . . . , ei〉K for all
i. In what follows, a linear endomorphism of Kn will be identified with its matrix
in the basis (e1, . . . , en).

Let y ∈ Ox ∩M+, and so we see y as a linear endomorphism of Kn. The fact
that y is strictly upper triangular implies that y(Vi) ⊂ Vi−1 for all i (with V0 = 0
by convention). The fact that y ∈ Ox implies that y has the same Jordan form as
x, in particular dim Im y2 = 1. We introduce the following numbers:

• a3(y) = min{i = 1, . . . , n : y2(Vi) 6= 0},
• a2(y) = min{i = 1, . . . , n : Im y2 ⊂ y(Vi)},
• a1(y) = min{i = 1, . . . , n : y(Va2(y)) ⊂ y(Va2(y)−1) + Vi},
• a′1(y) = min{i = 1, . . . , n : Im y2 ⊂ Vi},
• b(y) = min{i = 1, . . . , n : Vi ∩ Im y 6⊂ ker y},
• b′(y) = min{i = 1, . . . , n : y(Va3(y)) ⊂ y(Va3(y)−1) + Vi}.

Lemma 2. We have a1(y) ≤ a′1(y) < a2(y) ≤ b(y) ≤ b′(y) < a3(y).

Proof.

• By definition of a2(y), we have y(Va2(y)) = y(Va2(y)−1) + Im y2, and so
y(Va2(y)) ⊂ y(Va2(y)−1) + Va′1(y). Whence a1(y) ≤ a′1(y).

• By definition of a2(y), we have Im y2 ⊂ y(Va2(y)), thus Im y2 ⊂ Va2(y)−1.
This implies a′1(y) < a2(y).

• By definition of b(y), we have 0 6= y(Vb(y)∩Im y) ⊂ Im y2. Since dim Im y2 =
1, this implies Im y2 ⊂ y(Vb(y)). Whence a2(y) ≤ b(y).

• By definition of a3(y), we have y(Va3(y)−1) ⊂ ker y and y(Va3(y)) 6⊂ ker y.
Moreover by definition of b′(y), we get y(Va3(y)) ⊂ y(Va3(y)−1)+Vb′(y)∩Im y.
Thus, necessarily, Vb′(y) ∩ Im y 6⊂ ker y. Thereby, b(y) ≤ b′(y).

• Note that y(Va3(y)) ⊂ Va3(y)−1 = y(Va3(y)−1) + Va3(y)−1. So, b′(y) < a3(y).
¤

Since by definition the flag (V1, . . . , Vn) is fixed by B, the maps a1, a2, a3,
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a′1, b, b
′ : Ox ∩M+ → N are constant on the B-orbits of Ox ∩M+. Moreover, we

have:

Lemma 3. Let π̂ ∈ Π̂x and let y ∈ Qπ̂. Then, y ∈ Ox ∩M+ and

a1(y) = a1(π̂); a′1(y) =

{
a1(π̂) if r1(π̂) = 0

gr1(π̂)(π̂) if r1(π̂) > 0
; a2(y) = a2(π̂);

b(y) = b(π̂); b′(y) =

{
b(π̂) if r2(π̂) = 0

ir2(π̂)(π̂) if r2(π̂) > 0
; a3(y) = a3(π̂).

Proof. It is sufficient to check the lemma for y = yπ̂, where yπ̂ is the
matrix defined in Definition 2. It follows from this definition that

ker y = 〈ei : απ̂(i) = 0〉K, ker y2 = 〈ei : απ̂(i) = 0 or απ̂ ◦ απ̂(i) = 0〉K.

Since π̂ ∈ Π̂x, this yields dim ker y = k + ` + 1 and dimker y2 = n − 1, which
ensures that y has the same Jordan form as x. So, y ∈ Ox ∩M+.

Again assuming that y = yπ̂, we have:

• y2(ei) = 0 for all i 6= a3(π̂) and y2(ea3(π̂)) = ea1(π̂) +
∑r1(π̂)

p=1 egp(π̂) 6= 0. This
implies a3(y) = a3(π̂).

• The same calculation shows that if r1(π̂) = 0 then Im y2 ⊂ Va1(π̂), Im y2 6⊂
Va1(π̂)−1, and if r1(π̂) > 0 then Im y2 ⊂ Vgr1(π̂)(π̂), Im y2 6⊂ Vgr1(π̂)(π̂)−1.
Whence the formula for a′1(y).

• From the definition of yπ̂, we get Im y2 = 〈y2(ea3(π̂))〉K = 〈y(ea2(π̂))〉K ⊂
y(Va2(π̂)) and Im y2 6⊂ y(Va2(π̂)−1). Thus, a2(y) = a2(π̂).

• Note that

y(ea2(π̂)) = ea1(π̂) +
r1(π̂)∑
p=1

egp(π̂) = ea1(π̂) +
r1(π̂)∑
p=1

y(ehp(π̂))

∈ (
y(Va2(π̂)−1) + Va1(π̂)) \ (y(Va2(π̂)−1) + Va1(π̂)−1

)
.

Thus a1(y) = a1(π̂).
• Note that dim Im y/(Im y ∩ ker y) = 1. Set ε = 0 if b(π̂) = a2(π̂), and ε = 1

otherwise. We have

ea2(π̂) + εeb(π̂) = y(ea3(π̂))−
r2(π̂)∑
p=1

y(ejp(π̂)) ∈ Im y \ ker y,
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hence Im y = (Im y ∩ ker y) ⊕ 〈ea2(π̂) + εeb(π̂)〉K. This clearly implies that
b(y) = b(π̂).

• Let ε be as above. Set c = b(π̂) if r2(π̂) = 0, and c = ir2(π̂)(π̂) otherwise.
Since y(ea3(π̂)) = ea2(π̂) + εeb(π̂) +

∑r2(π̂)
p=1 eip(π̂), we obtain that y(ea3(π̂)) ∈

(y(Va3(π̂)−1) + Vc) \ (y(Va3(π̂)−1) + Vc−1). This yields b′(y) = c. ¤

The previous lemma shows in particular that the map π̂ 7→ Qπ̂ is well defined
from Π̂x to the set of B-orbits of Ox ∩ M+. Our first purpose is to show the
injectivity of this map.

Proposition 8. Let π̂, ρ̂ ∈ Π̂x. If Qπ̂ = Qρ̂, then π̂ = ρ̂.

Proof. We have to check that

απ̂ = αρ̂; b(π̂) = b(ρ̂); Ei(π̂) = Ei(ρ̂) (i = 1, 2).

To simplify the notation, we set

ai = ai(π̂) (i = 1, 2, 3), b = b(π̂), E1(π̂) = ({gp < hp})r1
p=1, E2(π̂) = ({ip < jp})r2

p=1;

a′i = ai(ρ̂) (i = 1, 2, 3), b′ = b(ρ̂), E1(ρ̂) = ({g′p < h′p})r′1
p=1, E2(ρ̂) = ({i′p < j′p})r′2

p=1.

By Lemma 3, we already have

ai = a′i for all i = 1, 2, 3; b = b′; (1)

r1 > 0 ⇔ r′1 > 0, and in this case, gr1 = g′r′1 ; (2)

r2 > 0 ⇔ r′2 > 0, and in this case, ir2 = i′r′2 . (3)

Now, we check that απ̂ = αρ̂. We argue by contradiction. So, assume that
there is j ∈ {1, . . . , n} such that απ̂(j) 6= αρ̂(j), say απ̂(j) < αρ̂(j). By (1), we
have j /∈ {ai : i = 1, 2, 3}. Let y = yπ̂. Since we assume that Qπ̂ = Qρ̂, there is a
basis (f1, . . . , fn) of Kn such that 〈f1, . . . , fi〉K = 〈e1, . . . , ei〉K = Vi for all i, and
such that the matrix of y in (f1, . . . , fn) is yρ̂. We can write

ej =
j∑

i=1

λifi (4)

with λ1, . . . , λj ∈ K, λj 6= 0. Let I = {i = 1, . . . , j : λi 6= 0 and αρ̂(i) 6= 0}. Note
that y2(ej) = 0 (since j 6= a3), hence a′3 /∈ I. Applying y to equality (4), we get
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eαπ̂(j) = λjfαρ̂(j) +
∑

i∈I\{j,a′2}
λifαρ̂(i) + λa′2

(
fa′1 +

r′1∑
p=1

fg′p

)

where λa′2 := 0 if j < a′2. In the case where λa′2 6= 0, we then have j > a′2 > h′1 >

· · · > h′r′1 , hence αρ̂(j) /∈ {g′p : p = 1, . . . , r′1}. This yields in all cases

eαπ̂(j) − λjfαρ̂(j) ∈ 〈fi : i 6= αρ̂(j)〉K, hence eαπ̂(j) /∈ Vαρ̂(j)−1.

But this is contradictory, since eαπ̂(j) ∈ Vαπ̂(j) ⊂ Vαρ̂(j)−1, where we use the
assumption made that απ̂(j) < αρ̂(j). Finally, we have shown:

απ̂ = αρ̂. (5)

Our next purpose is to establish the relation E1(π̂) = E1(ρ̂). To this end, we
need to show that

r1 = r′1 and (gp, hp) = (g′p, h
′
p) ∀p = 1, . . . , r1. (6)

By (2), we may assume that r1, r
′
1 > 0 (otherwise there is nothing to prove). Fix

y ∈ Qπ̂ = Qρ̂. We claim that

gp = min
{
i = 1, . . . , n : Im y2 ⊂ y(Vhp+1) + Vi

} ∀p = 1, . . . , r1 − 1, (7)

a1(y) = a1 = min
{
i = 1, . . . , n : Im y2 ⊂ y(Vh1) + Vi

}
. (8)

Since the right-hand sides in (7), (8) are clearly independent of y ∈ Qπ̂, it is
sufficient to establish the relations for y = yπ̂. Then, (7), (8) follow from Definition
2 and straightforward calculations. Similarly, we have

g′p = min
{
i = 1, . . . , n : Im y2 ⊂ y(Vh′p+1

) + Vi

} ∀p = 1, . . . , r′1 − 1, (9)

a1(y) = a′1 = min
{
i = 1, . . . , n : Im y2 ⊂ y(Vh′1) + Vi

}
. (10)

Let us use (7)–(10) to establish (6). We first show by induction on p ≥ 0 that

(gr1−p, hr1−p) =
(
g′r′1−p, h

′
r′1−p

) ∀p ∈ {
0, . . . ,min{r1 − 1, r′1 − 1}}. (11)

By (2), we have gr1 = g′r′1 . As we know απ̂ = αρ̂ and gr1 = απ̂(hr1), g′r′1 = αρ̂(h′r′1),
we get hr1 = h′r′1 . Hence, the desired property holds for p = 0. Assuming that the
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formula holds until rank p− 1 ∈ {0, . . . ,min{r1 − 2, r′1 − 2}}, by (7), (9), we get

gr1−p = min
{
i = 1, . . . , n : Im y2 ⊂ y(Vhr1−p+1) + Vi

}

= min
{
i = 1, . . . , n : Im y2 ⊂ y(Vh′

r′1−p+1
) + Vi

}
= g′r′1−p.

As απ̂ = αρ̂ and gr1−p = απ̂(hr1−p), g′r′1−p = αρ̂(h′r′1−p), this yields hr1−p = h′r′1−p,
and we have shown the property at rank p. By induction, this finishes the proof
of (11). To deduce (6), it remains to show that r1 = r′1. Assume that r1 6= r′1, and
say, for instance, r1 < r′1. Then (8), (9) imply

a1(y) = min
{
i = 1, . . . , n : Im y2 ⊂ y(Vh1) + Vi

}

= min
{
i = 1, . . . , n : Im y2 ⊂ y(Vh′

r′1−r1+1
) + Vi

}
= g′r′1−r1

.

However we have g′r′1−r1
≥ g′1 > a′1 = a1(y). This is a contradiction. Therefore,

r1 = r′1. This finishes the proof of (6).
To finish the proof of π̂ = ρ̂ (and thus to complete the proof of the propo-

sition), it remains to show the relation E2(π̂) = E2(ρ̂), which reduces to show
that

r2 = r′2 and (ip, jp) =
(
i′p, j

′
p

) ∀p = 1, . . . , r2. (12)

By (3), we may assume that r2, r
′
2 > 0 (otherwise there is nothing to prove).

Fixing y ∈ Qπ̂ = Qρ̂, we claim that

ip = min
{
i = 1, . . . , n : y(Vjp+1) ⊂ y(Vjp+1−1) + Vi

}

∀p = 1, . . . , r2 − 1, (13)

b(y) = b = min
{
i = 1, . . . , n : y(Vj1) ⊂ y(Vj1−1) + Vi

}
. (14)

Like for (7), (8) above, it is sufficient to check these relations for y = yπ̂. Then,
(13), (14) easily follow from Definition 2. Similarly, we have

i′p = min
{
i = 1, . . . , n : y(Vj′p+1

) ⊂ y(Vj′p+1−1) + Vi

}

∀p = 1, . . . , r′2 − 1, (15)

b(y) = b′ = min
{
i = 1, . . . , n : y(Vj′1) ⊂ y(Vj′1−1) + Vi

}
. (16)

Exactly like for (6) before, (12) is implied by (13)–(16), after easy induction. ¤
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Finally, we prove the surjectivity of the map π̂ 7→ Qπ̂ (π̂ ∈ Π̂x):

Proposition 9. Each B-orbit of Ox ∩ M+ is of the form Qπ̂ for some
π̂ ∈ Π̂x.

Proof. Fix an arbitrary element y ∈ Ox ∩M+. We need to check that y

lies in an orbit of the form Qπ̂ (for π̂ ∈ Π̂x). As before, (e1, . . . , en) is the canonical
basis of Kn and we let Vi = 〈e1, . . . , ei〉K for all i. To prove the proposition, it is
sufficient to provide a basis (e′1, . . . , e

′
n) of Kn with the properties

• Vi = 〈e′1, . . . , e′i〉K for each i,
• the matrix of y in (e′1, . . . , e

′
n) is yπ̂ for some π̂ ∈ Π̂x.

Let a3 = a3(y). By the definition of a3(y) given in the beginning of Section
5, we have

Vi ⊂ Vi−1 + ker y2 ∀i ∈ {1, . . . , n} \ {a3}.

Thus we can find fi ∈ Vi \ Vi−1 (i = 1, . . . , n) such that y2(fi) = 0 for all i 6= a3.
Thus, ker y2 = 〈fi : i ∈ {1, . . . , n} \ {a3}〉K, and the restriction y′ := y|ker y2 has
Jordan form λ(y′) = (2k+1, 1`). By virtue of Proposition 4 (a), we may assume
that the basis (f1, . . . , fn) has been chosen so that

y(fi) = fα(i) ∀i ∈ {1, . . . , n} \ {a3},

where α : {1, . . . , n} \ {a3} → {0, 1, . . . , n} \ {a3} is a map satisfying the following
properties

• α(i) < i for each i,
• if α(i) = α(j) 6= 0, then i = j,
• |{i : α(i) = 0}| = k + ` + 1, |{i : α(i) 6= 0}| = k + 1,

and where f0 = 0 by convention. Moreover, we have

y(fa3) =
a3−1∑

i=1

λifi (17)

where λi ∈ K. By replacing fa3 by fa3 −
∑a3−1

i=1 λα(i)fi (where λ0 = 0 by con-
vention), we may suppose that λα(i) = 0 for each i ∈ {1, . . . , a3 − 1}. Then, let
I = {i = 1, . . . , a3 − 1 : λi 6= 0}. By replacing fi by λifi for each i ∈ I, fα(i) by
λifα(i) for each i ∈ I such that α(i) 6= 0, and fi by λα(i)fi for each i > a3 such
that α(i) ∈ I, we may suppose that λi = 1 for all i ∈ I. Thus, (17) becomes
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y(fa3) =
∑

i∈I

fi. (18)

We decompose the set I as I = I1 t I2 t I3, where

I1 = {i ∈ I : α(i) 6= 0},
I2 = {i ∈ I : α(i) = 0, and i 6= α(j) for all j},
I3 = {i ∈ I : α(i) = 0, and i = α(j) for some j > a3}.

We then emphasize some indices as follows:

• First, we notice that I1 6= ∅ (since
∑

i∈I1
fα(i) = y2(fa3) 6= 0). Let

a2 = max I1 and a1 = α(a2).

Thereby, we have 0 < a1 < a2 < a3. We denote I ′1 = {i ∈ I1 : α(i) ≤ a1}
and I ′′1 = {i ∈ I1 : α(i) > a1} =: {h1 > h2 > · · · > hr1}. Set gp = α(hp) for
each p ∈ {1, . . . , r1}. Finally, we let

E1 = ({gp, hp})r1
p=1.

• Set

b = max(I1 ∪ I2).

Moreover, let I ′2 = {i ∈ I2 : i < a2} and I ′′2 = {i ∈ I2 : i > a2}. In
particular, we see that a2 ≤ b < a3, with a2 < b if and only if I ′′2 6= ∅ (and
in this case, b ∈ I ′′2 ).

• We write I3 = I ′3 t I ′′3 t I ′′′3 where I ′3 = {i ∈ I3 : i < a2}, I ′′3 = {i ∈ I3 :
a2 < i < b} and I ′′′3 = {i ∈ I3 : i > b} =: {i1 < i2 < · · · < ir2}. For each
p ∈ {1, . . . , r2}, let jp > a3 be such that ip = α(jp). We denote

E2 = ({ip, jp})r2
p=1.

Now, we introduce a new basis (e′1, . . . , e
′
n) as follows. Set

e′a2
=

∑

i∈I1∪I′2∪I′3

fi and e′a1
=

∑

i∈I′1

fα(i).
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If b > a2, then we set in addition

e′b =
∑

i∈I′′2 ∪I′′3

fi.

Finally, let e′i = fi for each i ∈ {1, . . . , n} \ {a1, a2, b}. We also extend the map
α into α : {1, . . . , n} → {0, 1, . . . , n} by letting α(a3) = a2. There is π ∈ Πx such
that α = απ. Finally, we have shown that there exist a tuple (π, b, E1, E2) and a
basis (e′1, . . . , e

′
n) such that





• π ∈ Πx, containing a unique subset with 3 elements {a1 < a2 < a3},
• a2 ≤ b < a3 and either b = a2 or (απ(b) = 0 and b 6= απ(j) for all j),

• E1 = ({gp, hp})r1
p=1, E2 = ({ip, jp})r2

p=1 with

hr1 < · · · < h2 < h1 < a2, and a1 < gp = απ(hp) < hp for all p,

b < i1 < i2 < · · · < ir2 , and ip = απ(jp) < a3 < jp for all p,

(19)

and





Vi = 〈e′1, . . . , e′i〉K for each i ∈ {1, . . . , n},
y
(
e′i

)
= e′απ(i) ∀i ∈ {1, . . . , n} \ {a2, a3} (where e′0 = 0),

y
(
e′a2

)
= e′a1

+
r1∑

p=1

e′gp
and y

(
e′a3

)
= e′a2

+ εe′b +
r2∑

p=1

e′ip

(20)

with ε = 1 if b > a2 and ε = 0 otherwise. Choose a tuple (π, b, E1, E2) and a basis
(e′1, . . . , e

′
n) satisfying (19)–(20) such that r1 + r2 is minimal. Then, we claim that

a1 < g1 < · · · < gr1 < hr1 < · · · < h1 < a2, (21)

b < i1 < · · · < ir2 < a3 < jr2 < · · · < j1. (22)

Note that (19), (21), (22) imply that π̂ := (π, b, E1, E2) ∈ Π̂x. Then, (20) shows
that the matrix of y in the basis (e′1, . . . , e

′
n) is yπ̂. In other words, it is sufficient

to establish (21), (22) in order to complete the proof of the proposition.
First, we show (21). Arguing by contradiction, we assume that (21) does not

hold. Hence there are p, q ∈ {1, . . . , r1} with p < q such that

gq < hq < gp < hp or gq < gp < hq < hp.
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In both cases, we let e′′hp
= e′hp

+ e′hq
, e′′gp

= e′gp
+ e′gq

, and e′′i = e′i for each
i /∈ {gp, hp}. The new basis satisfies

y
(
e′′a2

)
= e′′a1

+
r1∑

m=1
m6=q

e′′gm
, y

(
e′′a3

)
= e′′a2

+ εe′′b +
r2∑

m=1

e′′im

and y(e′′i ) = e′′απ(i) for i /∈ {a2, a3} (with e′′0 := 0). Hence, the new tuple (π, b,

E ′1, E2), where E ′1 := ({gm, hm})m∈{1,...,r1}\{q}, and the basis (e′′1 , . . . , e′′n) satisfy
(19)–(20). This contradicts the minimality of r1 + r2. Whence (21).

Next, we prove (22). Again arguing by contradiction, we assume that there
are p, q ∈ {1, . . . , r2} with p < q such that

ip < iq < a3 < jp < jq.

Similarly, we construct a new basis (e′′1 , . . . , e′′n) by letting e′′iq
= e′ip

+ e′iq
, e′′jq

=
e′jp

+ e′jq
, and e′′i = e′i for each i /∈ {iq, jq}. Again, the new basis satisfies

y
(
e′′a2

)
= e′′a1

+
r1∑

m=1

e′′gm
, y

(
e′′a3

)
= e′′a2

+ εe′′b +
r2∑

m=1
m6=p

e′′im

and y(e′′i ) = e′′απ(i) for all i /∈ {a2, a3} (with e′′0 := 0). As above, this contradicts
the minimality of r1 + r2. Finally, we obtain that (22) holds. The proof of the
proposition is complete. ¤

6. Further remarks.

In this last section, we formulate few remarks relative to Theorem 1, and
relative to the properties of the B-orbits in cases (i)–(iv) of Theorem 1 (c).

6.1.
We may notice that Corollary 1 yields a refined version of Theorem 1. Namely,

we get that the conditions (a), (b), (c) of Theorem 1 are equivalent with

(b′) Each Richardson orbital variety VR(η) ⊂ Ox∩M+ admits a dense B-orbit.

This observation testifies that the Richardson orbital varieties form the family of
orbital varieties which are the most susceptible to admit no dense B-orbit.

6.2.
The equivalence between (a) and (b) in Theorem 1 hides that a given orbital
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variety may contain an infinite number of B-orbits even when it has a dense B-
orbit. To illustrate this fact, let us emphasize another particular family of orbital
varieties, dual to the family of Richardson orbital varieties.

We start with a definition in the general case of G being reductive. The
notation is as in Sections 2–3. Like in the definition of Richardson orbital varieties,
we consider the situation of a parabolic subalgebra p ⊂ g such that p ⊃ b. Let
p = l ⊕ uP be a Levi decomposition, with Levi factor l and nilradical uP . As
seen in Section 3, a Richardson orbital variety arises from this decomposition after
focusing on the nilradical uP . Here, we rather focus on the Levi factor l. Its
regular nilpotent orbit Ol,reg ⊂ l lies in a unique nilpotent orbit (for G) O′ ⊂ g. If
we pick up an element y ∈ Ol,reg ∩ n, then, by [18, Section 4], B · y ∩O′ turns out
to be an irreducible component of O′ ∩ n (independent of the choice of l and y, cf.
[4, Section 2]). Hence, it is an orbital variety attached to the nilpotent orbit O′.
An orbital variety obtained in this way is called a Bala-Carter orbital variety. It
contains a dense B-orbit by construction.

In the case of G = GLn(K), the Bala-Carter orbital varieties are parametrized
by the compositions of n: let η = (η1, . . . , ηr) be a composition of n, and let λ(η)
be the corresponding partition of n (i.e., the partition obtained by arranging the
terms in the sequence η in nonincreasing order). As in Section 3, let p(η), l(η)
be respectively the standard parabolic subalgebra of g corresponding to η, and its
standard Levi factor. Thus, a regular nilpotent element yη ∈ l(η) has Jordan form
λ(yη) = λ(η). The intersection VBC(η) := B · yη ∩ Oyη is the Bala-Carter orbital
variety associated to the Levi factor l(η) in the above sense. Each Bala-Carter
orbital variety of Mn(K) is of the form VBC(η) for a unique composition η, and
the Bala-Carter orbital varieties which lie in a prescribed nilpotent conjugacy class
Ox (for x ∈Mn(K)) correspond to the compositions of n such that λ(η) = λ(x).

Thus, the Bala-Carter orbital varieties form a family of orbital varieties admit-
ting dense B-orbits. In the case of GLn(K), they occur in all nilpotent conjugacy
classes.

However, not all the Bala-Carter orbital varieties consist of a finite number of
B-orbits. For instance, if η = (6, 4), then it can be seen that VBC(η) contains an
infinite number of B-orbits (see [4, Section 6.4] for the detail of the computations).

The question to determine whether a given orbital variety consists of a finite
number of B-orbits seems to be difficult. Until now, the only cases where this
question is answered are cases (i)–(iv) of Theorem 1 (c) and the case of Richardson
orbital varieties (see Proposition 2). Moreover, we do not know whether in every
nilpotent conjugacy class Ox ⊂ Mn(K) we can find at least one orbital variety
which comprises a finite number of B-orbits.
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6.3.
The fact that an orbital variety V ⊂ Ox ∩M+ admits a finite number of B-

orbits does not imply that its closure V ⊂M+ (in Zariski topology) admits finitely
many B-orbits. More particularly, given η a composition of n, the corresponding
nilradical u(η) = VR(η) ⊂ M+ may simultaneously admit a dense B-orbit and
an infinite number of B-orbits. A trivial example is η = (1, . . . , 1) = (1r) with
r ≥ 6: in this case, u(η) = M+ admits a dense B-orbit but an infinite number of
B-orbits. More generally, if η = (η1, . . . , ηr) with η1, . . . , ηr ≥ 1 and r ≥ 6, then
it follows from [8] that u(η) has an infinite number of B-orbits. This observation
illustrates that, in Lemma 1, the assumption that the parabolic subgroup P acts
transitively is indispensable.

6.4.
For x ∈Mn(K) a nilpotent matrix, we may notice that Ox ∩M+ = Ox∩M+

(cf. [12]).
Now, recall the dominance order between partitions. Given λ = (λ1, . . . , λr)

and µ = (µ1, . . . , µs) two partitions of n, we write λ ¹ µ if we have r ≥ s and∑j
i=1 λi ≤

∑j
i=1 µi for all j = 1, . . . , s. By a result of M. Gerstenhaber [6],

for x, y ∈ Mn(K) being nilpotent matrices, we have Oy ⊂ Ox if and only if
λ(y) ¹ λ(x).

Combining these observations, we deduce from Theorem 1 the following

Corollary 2. Let x ∈Mn(K) be a nilpotent matrix. The following condi-
tions are equivalent.

(a) Ox ∩M+ consists of a finite number of B-orbits;
(b) the Jordan form λ(x) is of one of the following types:

(i′) λ(x) = (λ1, 1k) with either λ1 ∈ {1, 2, 3, 4} and k ≥ 0, or λ1 = 5 and
k = 0;

(ii) λ(x) = (2k, 1`) with k ≥ 2, ` ≥ 0;
(iii) λ(x) = (3, 2k, 1`) with k ≥ 1, ` ≥ 0;
(iv) λ(x) = (3, 3).

Only case (i′) is different from its homologue (case (i)) of Theorem 1 (c).

6.5.
The main question which remains is to determine the degeneracy order for

the B-orbits in case (iii) of Theorem 1 (c).
It is noticeable that the inclusion relations between B-orbit closures can be

described by a common criterion in cases (i), (ii), (iv) of Theorem 1 (c). For
y ∈ M+ and 1 ≤ j < i ≤ n, recall that y[j,i] := (yk,`)j≤k,`≤i is the submatrix
contained between the j-th and i-th rows and columns. The following proposition
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can be deduced from the description of the B-orbits given in Sections 4.2–4.4.

Proposition 10. Let x ∈Mn(K) be a nilpotent matrix whose Jordan form
λ(x) is like in case (i), (ii) or (iv) of Theorem 1 (c). Let y, z ∈ Ox ∩M+. The
following conditions are equivalent :

(a) B · y ⊂ B · z;
(b) rk yk

[j,i] ≤ rk zk
[j,i] for all 1 ≤ j < i ≤ n, k ≥ 1.

In case (iii) of Theorem 1 (c), the criterion given in the proposition is not
sufficient to describe the B-orbit closures. For instance, let

y =

0
BBBBBBB@

0 1 0 0 0 0

0 0 0 0 1 0

0 0 0 0 0 0

0 0 0 0 0 1

0 0 0 0 0 0

0 0 0 0 0 0

1
CCCCCCCA

and z =

0
BBBBBBB@

0 1 0 0 0 0

0 0 0 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 0

0 0 0 0 0 0

1
CCCCCCCA

.

The matrices y, z lie in Ox ∩M+ for λ(x) = (3, 2, 1). It can be checked that they
satisfy rk yk

[j,i] ≤ rk zk
[j,i] for all 1 ≤ j < i ≤ 6, k ≥ 1. But B · y 6⊂ B · z. Indeed,

letting (e1, . . . , e6) be the canonical basis of K6, we see that each element z′ ∈ B · z
satisfies ker z′ ∩ Im z′ ⊂ 〈e1, e2, e3〉K, whereas y does not satisfy this property.

6.6.
Comparing Theorem 1 with the main result of [3] (and invoking for instance

[4, Proposition 3.2]) yields the following coincidence: given a nilpotent matrix
x ∈Mn(K), let x∗ ∈Mn(K) be a nilpotent matrix whose Jordan form is conjugate
(i.e., if λ(x) = (λ1, . . . , λr), then λ(x∗) = (λ∗1, . . . , λ

∗
λ1

) with λ∗j = |{i = 1, . . . , r :
λi ≥ j}|). Then, it holds that every irreducible component of Ox ∩M+ has a
dense B-orbit (resp. Ox∩M+ has a finite number of B-orbits) if and only if every
component of Ox∗ ∩M+ is smooth. This unexpected relation between smoothness
and existence of dense B-orbits for orbital varieties is underlined in [4]. Another
aspect of this relation, shown in [4, Theorem 1.2], is for instance that a Richardson
orbital variety VR(η) has a dense B-orbit if and only if the Bala-Carter orbital
variety VBC(η) (corresponding to the same composition η) is smooth.
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