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#### Abstract

Differential operators on Siegel modular forms which behave well under the restriction of the domain are essentially intertwining operators of the tensor product of holomorphic discrete series to its irreducible components. These are characterized by polynomials in the tensor of pluriharmonic polynomials with some invariance properties. We give a concrete study of such polynomials in the case of the restriction from Siegel upper half space of degree $2 n$ to the product of degree $n$. These generalize the Gegenbauer polynomials which appear for $n=1$. We also describe their radial parts parametrization and differential equations which they satisfy, and show that these differential equations give holonomic systems of rank $2^{n}$.


## 1. Introduction.

Differential operators acting on holomorphic Siegel modular forms on the Siegel upper half space $H_{n}$ of degree $n$ which preserves automorphy under the restriction to a natural subdomain $H_{n_{1}} \times \cdots \times H_{n_{r}}$ of $H_{n}$ are important objects. They are often applied to the concrete or theoretical calculation of special values of $L$ functions. But apart from their importance in the applications to number theory, they are interesting objects as themselves since they are sources of interesting special functions. For example, the classical Gegenbauer polynomials are included in this category as we can see in $[\mathbf{7}]$. A certain characterization of such holomorphic linear differential operators with constant coefficients are given in [13]. These operators are naturally regarded as polynomials of partial derivations of independent variables of the domain and polynomials appearing here are characterized by certain pluriharmonic polynomials with some invariance property. Böcherer also studied this kind of operators in slightly different context in [3]. See also [14], [15].

[^0]In this paper, we treat the case when domains are $H_{n} \times H_{n} \subset H_{2 n}$. After reviewing our motivation for Siegel modular forms in Section 2, we will study the above mentioned invariant pluriharmonic polynomials. These polynomials have essentially two properties. One is a certain invariance by $G L(n) \times G L(n)$ and $O(d)$ and the other is pluriharmonicity. In Section 3, we study generators of polynomials which satisfy the above invariance (cf. Proposition 3.1) and in Section 4, we study concrete conditions for pluriharmonicity described by certain differential equations (cf. Proposition 4.3). We also give an explicit way to construct such polynomials, and review some generating functions for small $n$. The usual Gegenbauer polynomials appear in this context when $n=1$ as radial parts of the above polynomials, so we study the radial parts parametrization for general $n$ in Section 5 and construct explicit families of holonomic systems of rank $2^{n}$ which have the radial parts of our polynomials as one of the solutions (cf. Theorem 5.3). This is a generalization of the usual Gegenbauer differential equations to general $n$. Natural inner products for our polynomials are given in Section 6. By some change of variables, our differential equations turn out to be equivalent to the known system in Muirhead [21]. Moreover, we show that our polynomial solutions become generalized hypergeometric polynomials of several variables. These are explained in Section 7 (cf. Theorem 7.5). In Appendix A, we see the connection between our polynomials and spherical functions in $L^{2}$ space on Grassmann manifolds. In Appendix B, we review some criterions for systems to be holonomic and complete the proof of the fact that our systems are holonomic.

Acknowledgements. Many parts of our paper are related with the contents of $[\mathbf{1 4}],[\mathbf{1 5}]$, which have been done before but is still in preparation. Some parts of our results were influenced implicitly by the arguments in those papers. So the first named author would like to thank Don Zagier for long lasting collaboration there. We would also like to thank C. Bachoc for suggestion that our polynomials have something to do with polynomials in [1] and [17]. This suggestion leads us to write Appendix A.

## 2. Review on motivation: Siegel modular forms.

Although our motivation on Siegel modular forms has logically no relation to the content of this paper, we shortly review the theory since it would make the picture clearer. We denote by $H_{n}$ the Siegel upper half space.

$$
H_{n}=\left\{Z=X+i Y \in M_{n}(\boldsymbol{C}) ; X={ }^{t} X, Y={ }^{t} Y \in M_{n}(\boldsymbol{R}), Y>0\right\}
$$

where $Y>0$ means that $Y$ is positive definite. We put $J_{n}=\left(\begin{array}{cc}0 & -1_{n} \\ 1_{n} & 0\end{array}\right)$. The
symplectic group is defined as usual by

$$
S p(n, \boldsymbol{R})=\left\{g \in M_{2 n}(\boldsymbol{R}) ; g J_{n}{ }^{t} g=J_{n}\right\} .
$$

Then $S p(n, \boldsymbol{R})$ acts on $H_{n}$ by $g Z=(A Z+B)(C Z+D)^{-1}$ for $g=\left(\begin{array}{cc}A & B \\ C & B\end{array}\right) \in$ $S p(n, \boldsymbol{R})$. Now we fix natural numbers $d$ and $\nu$. We assume that $d$ is even for a while for the sake of simplicity, but this assumption is not essential. For any $g \in S p(n, \boldsymbol{R})$ and any holomorphic functions $F(Z)$ of $H_{n}$, we put

$$
\left(\left.F\right|_{d / 2}[g]\right)(Z)=\operatorname{det}(C Z+D)^{-d / 2} F(g Z)
$$

In the same way, for any holomorphic functions $F\left(Z_{1}, Z_{2}\right)$ of $H_{n} \times H_{n}$ and $g_{i}=$ $\left(\begin{array}{ll}A_{i} & B_{i} \\ C_{i} & D_{i}\end{array}\right) \in S p(n, \boldsymbol{R})(i=1,2)$, we put

$$
\begin{aligned}
& \left(\left.F\right|_{d / 2+\nu}\left[\left(g_{1}, g_{2}\right)\right]\right)\left(Z_{1}, Z_{2}\right) \\
& \quad=\operatorname{det}\left(C_{1} Z_{1}+D_{1}\right)^{-d / 2-\nu} \operatorname{det}\left(C_{2} Z_{2}+D_{2}\right)^{-d / 2-\nu} F\left(g_{1} Z_{1}, g_{2} Z_{2}\right)
\end{aligned}
$$

Now we put $\Delta=H_{n} \times H_{n}$ and embed $\Delta$ diagonally to $H_{2 n}$. We embed $S p(n, \boldsymbol{R}) \times$ $S p(n, \boldsymbol{R})$ into $S p(2 n, \boldsymbol{R})$ by

$$
g=\left(\begin{array}{cccc}
A_{1} & 0 & B_{1} & 0 \\
0 & A_{2} & 0 & B_{2} \\
C_{1} & 0 & D_{1} & 0 \\
0 & C_{2} & 0 & D_{2}
\end{array}\right)
$$

for $g_{i} \in \operatorname{Sp}(n, \boldsymbol{R})$ as above and denote this element by $g=\iota\left(g_{1}, g_{2}\right)$. We consider holomorphic homogenous differential operators $\boldsymbol{D}$ with constant coefficients acting on holomorphic functions $F(Z)$ on $H_{2 n}$ such that the relation

$$
\begin{equation*}
\operatorname{Res}_{\Delta}\left(\boldsymbol{D}\left(\left.F\right|_{d / 2}\left[\iota\left(g_{1}, g_{2}\right)\right]\right)\right)=\left.\left(\operatorname{Res}_{\Delta}(\boldsymbol{D} F)\right)\right|_{d / 2+\nu}\left[\left(g_{1}, g_{2}\right)\right] \tag{1}
\end{equation*}
$$

holds for any holomorphic functions $F$, where $\operatorname{Res}_{\Delta}$ is the restriction map to $\Delta$. For $Z=\left(z_{i j}\right) \in H_{2 n}$, we put $\partial_{Z}=\left(\left(\left(1+\delta_{i j}\right) / 2\right)\left(\partial / \partial z_{i j}\right)\right)_{1 \leq i, j \leq 2 n}$, where $\delta_{i j}$ is Kronecker's delta. So for $\boldsymbol{D}$, there exists a polynomial $P_{\boldsymbol{D}}$ in components of $2 n \times 2 n$ symmetric matrix such that $\boldsymbol{D}=P_{\boldsymbol{D}}\left(\partial_{Z}\right)$. So we would like to characterize $P_{D}$.

We consider a polynomial $P^{*}(X, Y)$ in components of two $n \times d$ matrices $X$ and $Y$ which satisfies the following three conditions.
(i) $P^{*}(A X, B Y)=\operatorname{det}(A B)^{\nu} P^{*}(X, Y)$ for any $A, B \in G L(n, \boldsymbol{C})$.
(ii) $P^{*}(X h, Y h)=P^{*}(X, Y)$ for any $h \in O(d)$.
(iii) $P^{*}(X, Y)$ are pluriharmonic for each $X$ and $Y$ :

$$
\Delta_{i j}(X) P^{*}=\Delta_{i j}(Y) P^{*}=0,(i, j=1, \ldots, n)
$$

where we put $\Delta_{i j}(X)=\sum_{\mu=1}^{d}\left(\partial^{2} / \partial x_{i \mu} \partial x_{j \mu}\right)$ and $\Delta_{i j}(Y)=\sum_{\mu=1}^{d}\left(\partial^{2} / \partial y_{i \mu} \partial y_{j \mu}\right)$ for $X=\left(x_{i j}\right), Y=\left(y_{i j}\right)$. Under the condition (i), the condition (iii) is equivalent to say that $P^{*}(X, Y)$ are harmonic for each $X$ and $Y$. We assume that $d \geq n$. Then by the classical invariant theory, for each $P^{*}$ which satisfies (ii), we have the unique polynomial $P$ in components of $2 n \times 2 n$ symmetric matrix such that

$$
P^{*}(X, Y)=P\left(\begin{array}{ll}
X^{t} X & X^{t} Y \\
Y^{t} X & Y^{t} Y
\end{array}\right)
$$

If we write $P$ as $P=P(T)$ where $T$ is a $2 n \times 2 n$ symmetric matrix, then by (i) we have $P\left(\left(\begin{array}{cc}A & 0 \\ 0 & B\end{array}\right) T\left(\begin{array}{cc}{ }^{t} A & 0 \\ 0 & t_{B}\end{array}\right)\right)=\operatorname{det}(A B)^{\nu} P(T)$ for any $A, B \in G L(n, \boldsymbol{C})$. We denote by $\boldsymbol{P}_{n, \nu}$ the set of all such polynomials $P$ and we call $\nu$ an index of the polynomials $P \in \boldsymbol{P}_{n, \nu}$. The total degree of $P$ as a polynomial is $n \nu$. The following theorem is a part of the main theorem of [13].

Theorem $2.1([\mathbf{1 3}])$. We fix natural numbers $n$. For each $d \geq n$ and $\nu$, a differential operator $P\left(\partial_{Z}\right)$ satisfies the condition (1) if and only if $P \in \boldsymbol{P}_{n, \nu}$ and $P\left(\begin{array}{cc}X^{t} X & X^{t} Y \\ Y^{t} X & Y^{t} Y\end{array}\right)$ is pluriharmonic for each $X \in M_{n, d}$ or $Y \in M_{n, d}$. Besides, for each $d \geq n$ and $\nu$, such a differential operator exists uniquely up to constant.

Here note that the space $\boldsymbol{P}_{n, \nu}$ does not depend on $d$ but the harmonicity condition depends on $d$. We denote by $\mathscr{H}_{n, \nu, d}$ the one-dimensional subspace of $\boldsymbol{P}_{n, \nu}$ which satisfies the pluriharmonicity defined above.

## 3. Invariant polynomials of $G L(n) \times G L(n)$.

In this section, we give generators of $\boldsymbol{P}_{n, \nu}$. We denote by $\operatorname{Sym}_{n}(\boldsymbol{R})$ the set of $n \times n$ symmetric matrices with coefficients in $\boldsymbol{R}$. We can regard $\boldsymbol{P}_{n, \nu}$ as the set of polynomials $P(R, S, W)$ in the components of $(R, S, W) \in \operatorname{Sym}_{n}(\boldsymbol{R}) \times \operatorname{Sym}_{n}(\boldsymbol{R}) \times$ $M_{n}(\boldsymbol{R})$ such that the following relation is satisfied for any $A, B \in G L(n, \boldsymbol{R})$.

$$
\begin{equation*}
P\left(A R^{t} A, B S^{t} B, A W^{t} B\right)=\operatorname{det}(A B)^{\nu} P(R, S, W) \tag{2}
\end{equation*}
$$

Here in the $(X, Y)$ coordinates in the last section, we have $R=X^{t} X, S=Y^{t} Y$
and $W=X^{t} Y$. The direct sum $\boldsymbol{P}_{n}=\bigoplus_{\nu=0}^{\infty} \boldsymbol{P}_{n, \nu}$ becomes a graded ring by the natural multiplication. We also define the graded subring of even indices by $\boldsymbol{P}_{n, \text { even }}=\bigoplus_{\nu=0}^{\infty} \boldsymbol{P}_{n, 2 \nu}$. In order to give generators of these graded rings, we introduce the following notation. For each $0 \leq \alpha \leq n$, we define polynomials $P_{\alpha}$ in $(R, S, W) \in \operatorname{Sym}_{n}(\boldsymbol{R}) \times \operatorname{Sym}_{n}(\boldsymbol{R}) \times M_{n}(\boldsymbol{R})$ by

$$
\operatorname{det}\left(\begin{array}{cc}
x R & W \\
{ }^{t} W & S
\end{array}\right)=\sum_{\alpha=0}^{n} P_{\alpha}(R, S, W) x^{\alpha},
$$

where $x$ is an indeterminate. For example, $P_{0}(R, S, W)=(-1)^{n} \operatorname{det}(W)^{2}$ and $P_{n}(R, S, W)=\operatorname{det}(R S)$.

Proposition 3.1. The graded ring $\boldsymbol{P}_{n, \text { even }}$ is generated by the polynomials $P_{\alpha}(0 \leq \alpha \leq n)$ and $\boldsymbol{P}_{n}=\boldsymbol{P}_{n, \text { even }} \oplus \operatorname{det}(W) \boldsymbol{P}_{n, \text { even }}$. The $n+1$ polynomials $\operatorname{det}(W), P_{1}, \ldots, P_{n}$ are algebraically independent.

Proof. We take $P \in \boldsymbol{P}_{n, \nu}$. If $P(R, S, W) \in \boldsymbol{P}_{n, \nu}$, then the polynomial $P$ is determined by its values at $R=S=1_{n}$ and $W=$ diagonal matrices. Indeed, this polynomial is determined by its values on any non-empty open subset e.g. the open set consisting of $(R, S, W)$ such that $R>0, S>0$ (positive definite symmetric matrices) and $W \in G L(n, \boldsymbol{R})$. For these $R, S, W$, we can take $A$, $B \in G L(n, \boldsymbol{R})$ so that $A R^{t} A=B S^{t} B=1_{n}$. Now put $W_{0}=A W^{t} B$. Since we assumed that $\operatorname{det}(W) \neq 0$, there exist orthogonal matrices $h_{1}, h_{2}$ such that $h_{1} W_{0} h_{2}=D$ where $D$ is the diagonal matrix with diagonal elements $d_{i}(1 \leq i \leq n)$ with $d_{i} \neq 0$. So by (2) we have $P\left(1_{n}, 1_{n}, D\right)=\operatorname{det}\left(h_{1} h_{2}\right)^{\nu} P\left(1_{n}, 1_{n}, W_{0}\right)=$ $\operatorname{det}\left(h_{1} h_{2} A B\right)^{\nu} P(R, S, W)$ and this shows that $P$ is determined by $P\left(1_{n}, 1_{n}, D\right)$. Now, since $P\left(1_{n}, 1_{n}, V^{-1} D V\right)=P\left(1_{n}, 1_{n}, D\right)$ for any permutation matrix $V$, the polynomial $P\left(1_{n}, 1_{n}, D\right)$ is a polynomial in elementary symmetric polynomials of $d_{1}, \ldots, d_{n}$. For each $i$ with $1 \leq i \leq n$, take a diagonal matrix $\epsilon_{i}$ such that $(i, i)$-component is -1 and that the other diagonal components are 1 . Then we see $P\left(1_{n}, 1_{n}, \epsilon_{i} D\right)=(-1)^{\nu} P\left(1_{n}, 1_{n}, D\right)$. So, if $\nu$ is even, then $P\left(1_{n}, 1_{n}, D\right)$ is a polynomial in elementary symmetric polynomials of $d_{1}^{2}, \ldots, d_{n}^{2}$. If $\nu$ is odd, then $P$ changes sign if we change $d_{i}$ into $-d_{i}$ for $i$. This means that $P\left(1_{n}, 1_{n}, D\right)$ is divisible by $d_{1} \cdots d_{n}$ and $P\left(1_{n}, 1_{n}, D\right) /\left(d_{1} \cdots d_{n}\right)$ is a symmetric polynomial of $d_{1}^{2}, \ldots, d_{n}^{2}$.

Put $\operatorname{det}\left(x 1_{n}-W_{0}{ }^{t} W_{0}\right)=\sum_{\alpha=0}^{n} x^{\alpha} P_{\alpha}^{\prime}\left(W_{0}\right)$. By the relation

$$
\operatorname{det}\left(x 1_{n}-W_{0}^{t} W_{0}\right)=\operatorname{det}\left(x 1_{n}-D^{2}\right)
$$

we see that $P\left(1_{n}, 1_{n}, W_{0}\right)$ is a polynomial in $P_{\alpha}^{\prime}\left(W_{0}\right)$ when $\nu$ is even. When
$\nu$ is odd, we have $P\left(1_{n}, 1_{n}, D\right) / \operatorname{det}(D)=P\left(1_{n}, 1_{n}, W_{0}\right) \operatorname{det}\left(h_{1} h_{2}\right)^{\nu} / \operatorname{det}(D)=$ $P\left(1_{n}, 1_{n}, W_{0}\right) / \operatorname{det}\left(W_{0}\right)$, so we see also that $P\left(1_{n}, 1_{n}, W_{0}\right)$ is $\operatorname{det}\left(W_{0}\right)$ times a polynomial of $P_{\alpha}^{\prime}$. Since we have $\operatorname{det}\left(x 1_{n}-W_{0}{ }^{t} W_{0}\right)=\operatorname{det}\left(x 1_{n}-B^{t} W R^{-1} W^{t} B\right)=$ $\operatorname{det}\left(x 1_{n}-S^{-1 t} W R^{-1} W\right)=\operatorname{det}\left(x 1_{n}-R^{-1} W S^{-1 t} W\right)$, and

$$
\left|\begin{array}{cc}
R^{-1} & 0 \\
0 & S^{-1}
\end{array}\right|\left|\begin{array}{cc}
x R & W \\
t
\end{array}\right|\left|\begin{array}{cc}
1_{n} & 0 \\
-S^{-1 t} W & 1_{n}
\end{array}\right|=\left|\begin{array}{cc}
x 1_{n}-R^{-1} W S^{-1 t} W & R^{-1} W \\
0 & 1_{n}
\end{array}\right|,
$$

we get

$$
\operatorname{det}(R S) \operatorname{det}\left(x 1_{n}-W_{0}{ }^{t} W_{0}\right)=\left|\begin{array}{cc}
x R & W \\
{ }^{t} W & S
\end{array}\right|
$$

Hence, we get $P_{\alpha}(R, S, W)=P_{\alpha}^{\prime}\left(W_{0}\right) \operatorname{det}(R S)$.
First, we assume that $\nu$ is even. Since

$$
\operatorname{det}(R S)^{\nu / 2} P\left(1_{n}, 1_{n}, W_{0}\right)=\operatorname{det}(A B)^{-\nu} P\left(1_{n}, 1_{n}, W_{0}\right)=P(R, S, W)
$$

we see that $P(R, S, W)$ is a linear combination of the following functions

$$
\operatorname{det}(R S)^{\nu / 2} \prod_{\alpha=0}^{n-1} P_{\alpha}^{\prime}\left(A W^{t} B\right)^{e_{\alpha}}=\prod_{\alpha=0}^{n-1} P_{\alpha}(R, S, W)^{e_{\alpha}} \operatorname{det}(R S)^{\nu / 2-\sum_{\alpha=0}^{n-1} e_{\alpha}}
$$

We will show that $\nu / 2-\sum_{\alpha=0}^{n-1} e_{\alpha}$ is non-negative. Now we consider the degree of this polynomial $P$. We write $R=\left(r_{i j}\right), S=\left(s_{i j}\right), W=\left(w_{i j}\right)$ and put

$$
P(R, S, W)=\sum_{\substack{1 \leq i_{1} \leq i_{2} \leq n \\ 1 \leq i_{i} \leq i_{1} \leq n \\ 1 \leq i_{5}, i_{6} \leq n}} c_{i_{1} i_{2} i_{3} i_{4} i_{5} i_{6} r_{6}} r_{i_{1} i_{2}}^{l_{i_{1} i_{2}}} s_{i_{3} i_{4}}^{m_{i_{3} i_{4}}} w_{i_{5} i_{6}}^{n_{i_{5} i_{6}}} .
$$

For simplicity, we put $l_{i j}=l_{j i}$ and $m_{i j}=m_{j i}$. Taking diagonal matrices $A=\operatorname{diag}\left(a_{1}, \ldots, a_{n}\right), B=\operatorname{diag}\left(b_{1}, \ldots, b_{n}\right)$, we get $P\left(A R^{t} A, B S^{t} B, A W^{t} B\right)=$ $\left(\prod_{i=1}^{n} a_{i} b_{i}\right)^{\nu} P(R, S, W)$. This means that for a fixed $i$ or $j$, we have $2 l_{i i}+$ $\sum_{i_{2} \neq i} l_{i, i_{2}}+\sum_{i_{6}=1}^{n} n_{i, i_{6}}=\nu$, or $2 m_{j j}+\sum_{i_{1} \neq j} m_{i_{1}, j}+\sum_{i_{5}=1}^{n} n_{i_{5}, j}=\nu$. Hence if we denote by $N_{11}$ the degree of $P(R, S, W)$ with respect to $w_{11}$, then $N_{11} \leq \nu$. If we assume that $\nu$ is even, then we may write $P\left(1_{n}, 1_{n}, D\right)=P\left(1_{n}, 1_{n}, W_{0}\right)=$ $\sum c\left(e_{0}, \ldots, e_{n-1}\right) \prod_{\alpha=0}^{n-1} P_{\alpha}^{\prime}\left(W_{0}\right)^{e_{\alpha}}$. Here $P_{\alpha}^{\prime}\left(W_{0}\right)$ is the elementary symmetric polynomial of $d_{i}^{2}$. By Lemma 3.2 we shall see below, we see that the degree of $P\left(1_{n}, 1_{n}, W_{0}\right)$ with respect to $d_{1}$ is the maximum of $2 \sum_{\alpha=0}^{n-1} e_{\alpha}$ for
$c\left(e_{0}, \ldots, e_{n-1}\right) \neq 0$. On the other hand, the degree of $P\left(1_{n}, 1_{n}, D\right)=P\left(1_{n}, 1_{n}, W_{0}\right)$ with respect to $d_{1}$ is at most $N_{11} \leq \nu$. So we have $2 \sum_{\alpha=0}^{n-1} e_{\alpha} \leq \nu$.

Next, we assume that $\nu$ is odd. Then, we have

$$
P\left(1_{n}, 1_{n}, W_{0}\right)=\operatorname{det}\left(W_{0}\right) p\left(P_{0}^{\prime}\left(W_{0}\right), \ldots, P_{n-1}^{\prime}\left(W_{0}\right)\right)
$$

where $p$ is a polynomial of $n$ variables. Since $\operatorname{det}\left(W_{0}\right)=\operatorname{det}(A B) \operatorname{det}(W)$, we get

$$
\begin{aligned}
P(R, S, W) & =\operatorname{det}(W) \operatorname{det}(A B)^{-\nu+1} p\left(P_{0}^{\prime}\left(W_{0}\right), \ldots, P_{n-1}^{\prime}\left(W_{0}\right)\right) \\
& =\operatorname{det}(W) \operatorname{det}(R S)^{(\nu-1) / 2} p\left(P_{0}^{\prime}\left(W_{0}\right), \ldots, P_{n-1}^{\prime}\left(W_{0}\right)\right) .
\end{aligned}
$$

This last polynomial is a linear combination of monomials

$$
\operatorname{det}(W) \operatorname{det}(R S)^{(\nu-1) / 2-\sum_{\alpha=0}^{n-1} e_{\alpha}} \prod_{\alpha=0}^{n-1} P_{\alpha}(R, S, W)^{e_{\alpha}} .
$$

Hence by the same argument as in the case of even $\nu$, we have $(\nu-1) / 2 \geq \sum_{\alpha=0}^{n-1} e_{\alpha}$.
Finally, the restriction of $P_{0}, \ldots, P_{n-1}$ to $(R, S, W)=\left(1_{n}, 1_{n}, D\right)$ is algebraically independent, and since $P_{0}, \ldots, P_{n}$ are homogeneous polynomials of the same degree, this also implies that $P_{0}, \ldots, P_{n}$ are algebraically independent.

Now we show the lemma we used above. Let $F\left(z_{1}, \ldots, z_{n}\right)$ be a polynomial. We write $F\left(z_{1}, \ldots, z_{n}\right)=\sum_{\beta} c_{\beta} z^{\beta}$ where $\beta$ runs over $\beta=\left(\beta_{1}, \ldots, \beta_{n}\right) \in\left(\boldsymbol{Z}_{\geq 0}\right)^{n}$ and $z^{\beta}=z_{1}^{\beta_{1}} \cdots z_{n}^{\beta_{n}}$. We put $|\beta|=\beta_{1}+\cdots+\beta_{n}$. For $i$ with $1 \leq i \leq n$, we denote by $s_{i}$ the elementary symmetric polynomial of independent variables $d_{1}, \ldots, d_{n}$ of degree $i$.

Lemma 3.2. Notation being as above, assume that $F\left(s_{1}, \ldots, s_{n}\right)$ is of degree a with respect to $d_{1}$. Then the total degree of $F\left(z_{1}, \ldots, z_{n}\right)$ is $a$.

Proof. Denote by $b$ the maximum of $|\beta|$ such that $c_{\beta} \neq 0$. We write all such indices by $\beta^{(1)}, \ldots, \beta^{(r)}$. We show that $b=a$. For $i$ with $1 \leq i \leq n-1$, we denote by $\sigma_{i}$ the elementary symmetric polynomial of $d_{2}, \ldots, d_{n}$ of degree $i$. For simplicity, we put $\sigma_{0}=1$. Then we have $s_{i}=d_{1} \sigma_{i-1}+\sigma_{i}$. So the highest degree term with respect to $d_{1}$ in $s_{1}^{\beta_{1}^{(i)}} s_{2}^{\beta_{2}^{(i)}} \cdots s_{n}^{\beta_{n}^{(i)}}$ is given by $d_{1}^{b} \sigma_{1}^{\beta_{2}^{(i)}} \sigma_{2}^{\beta_{3}^{(i)}} \cdots \sigma_{n-1}^{\beta_{n}^{(i)}}$. If $\beta_{l}^{(i)}=\beta_{l}^{(j)}$ for all $l=2, \ldots, n$, then since $\left|\beta^{(i)}\right|=\left|\beta^{(j)}\right|=b$, we have $\beta_{1}^{(i)}=\beta_{1}^{(j)}$ and so $\beta^{(i)}=\beta^{(j)}$. So for different $i$, the coefficient of $d_{1}^{b}$ is different. Since $\sigma_{1}, \ldots, \sigma_{n-1}$ are algebraically independent, the coefficient of $d_{1}^{b}$ in $F\left(s_{1}, \ldots, s_{n}\right)$ does not vanish. So we have $a=b$.

Remark 3.3. For any $P(R, S, W) \in \boldsymbol{P}_{n}$, we have $P\left(S, R,{ }^{t} W\right)=$ $P(R, S, W)$. By virtue of Proposition 3.1, this is proved by seeing that $P_{\alpha}$ and $\operatorname{det}(W)$ satisfy the same property. As for $\operatorname{det}(W)$, this is trivial. As for $P_{\alpha}$, we have

$$
\left(\begin{array}{cc}
x R & W \\
{ }^{t} W & S
\end{array}\right)=\left(\begin{array}{cc}
0 & x 1_{n} \\
1_{n} & 0
\end{array}\right)\left(\begin{array}{cc}
x S & { }^{t} W \\
W & R
\end{array}\right)\left(\begin{array}{cc}
0 & x^{-1} 1_{n} \\
1_{n} & 0
\end{array}\right)
$$

so by definition we have the result. We also have a direct proof without using Proposition 3.1 from the relation (2) but omit the details.

The space $\boldsymbol{P}_{n}$ is not invariant by $\Delta_{i j}(X)$ or $\Delta_{i j}(Y)$, and in order to describe the action of Laplacians $\Delta_{i j}(X)$ or $\Delta_{i j}(Y)$, we must study the structure of the images of these operators. For any $m \times m$ matrix $V$ and integers $i, j$ with $1 \leq i, j \leq$ $m$, we denote by $V_{i, j}$ the $(i, j)$-cofactor of $V$, i.e., $(-1)^{i+j}$ times the determinant of the matrix which is obtained by removing the $i$-th row and the $j$-th column from $V$. For each integer $0 \leq \beta \leq n-1$, we define polynomials $\widehat{P}_{\beta}(R, S, W)$ by

$$
\left(\begin{array}{cc}
x R & W \\
{ }^{t} W & S
\end{array}\right)_{1,1}=\sum_{\beta=0}^{n-1} \widehat{P}_{\beta}(R, S, W) x^{\beta} .
$$

LEMMA 3.4. The $2 n+1$ polynomials $P_{\alpha}(0 \leq \alpha \leq n)$ and $\widehat{P}_{\beta}(0 \leq \beta \leq n-1)$ are algebraically independent. A fortiori, the polynomials $\widehat{P}_{\beta}(0 \leq \beta \leq n-1)$ are linearly independent over the ring $\boldsymbol{P}_{n}$.

Proof. We prove this by induction on $n$. Let $F\left(X_{0}, \ldots, X_{n}, Y_{0}, \ldots, Y_{n-1}\right)$ be a non-zero polynomial of the smallest total degree such that $F\left(P_{0}, \ldots, P_{n}\right.$, $\left.\widehat{P}_{0}, \ldots, \widehat{P}_{n-1}\right)=0$. We shall show that $F=0$ by induction. When $n=1$, if we put $R=(r), S=(s)$ and $W=(w)$, we have $P_{0}=-w^{2}, P_{1}=r s, \widehat{P}_{0}=s$, which are algebraically independent. Hence we have $F=0$.

Now we assume that $n>1$ and that the claim is true up to $n-1$. We can write $F$ as

$$
\begin{aligned}
F\left(X_{0}, \ldots, X_{n}, Y_{0}, \ldots, Y_{n-1}\right)= & F_{1}\left(X_{0}, \ldots, X_{n-1}, Y_{0}, \ldots, Y_{n-2}\right) \\
& +X_{n} F_{2}\left(X_{0}, \ldots, X_{n-1}, X_{n}, Y_{0}, \ldots, Y_{n-2}\right) \\
& +Y_{n-1} F_{3}\left(X_{0}, \ldots, X_{n-1}, X_{n}, Y_{0}, \ldots, Y_{n-1}\right) .
\end{aligned}
$$

First, we put $r_{i n}=s_{i n}=0$ for all $1 \leq i \leq n$ and $w_{i n}=w_{n i}=0$ for $i \neq n, w_{n n}=1$. Then we get $\widehat{P}_{n-1}=P_{n}=0$ and $-P_{\alpha}(0 \leq \alpha \leq n-1)$ and $-\widehat{P}_{\beta}(0 \leq \beta \leq n-2)$
becomes the corresponding polynomials for $n-1$ of the first $(n-1) \times(n-1)$ matrices of $R, S, W$. Hence, by induction hypothesis, we get $F_{1}=0$. Now, let us go back to the original polynomials $F$. Put $r_{n i}=0$ for all $i \neq 1$. Then we get $\widehat{P}_{n-1}=0$ and $P_{n}=-r_{n 1}^{2} R_{1, n ; 1, n} \operatorname{det}(S)$, where $R_{1, n ; 1, n}$ means a minor of $R$ where the first and the $n$-th rows and the first and the $n$-th columns are removed. Since this is not zero, we see that $F_{2}\left(P_{0}, \ldots, P_{n-1}, \widehat{P}_{0}, \ldots, \widehat{P}_{n-2}\right)=0$ if $r_{n i}=$ 0 for (at least) all $i \neq 1$. Now write $F_{2}=F_{4}\left(X_{0}, \ldots, X_{n-1}, Y_{0}, \ldots, Y_{n-2}\right)+$ $X_{n} F_{5}\left(X_{0}, \ldots, X_{n}, Y_{0}, \ldots, Y_{n-2}\right)$. If we put here $r_{n i}=0, s_{n i}=0$ for all $1 \leq i \leq n$ and $w_{i n}=w_{n i}=0(i \neq n), w_{n n}=1$ in $F_{2}$, then $P_{n}=0$ and by the same argument for $F_{1}$, we see that $F_{4}$ is identically zero and $F_{2}$ is a multiple of $X_{n}$. Repeating the same procedure several times, we see that $F_{2}$ is divisible by $X_{n}^{l}$ for $l$ which exceeds the degree of $F_{2}$, so we have $F_{2}=0$. Hence finally we get $F_{3}\left(P_{0}, \ldots, P_{n}, \widehat{P}_{0}, \ldots, \widehat{P}_{n-1}\right)=0$, but since $F_{3}$ is a polynomial of smaller degree than $F$, we get a contradiction.

## 4. Invariant pluriharmonic polynomials.

### 4.1. Pluriharmonicity for $R, S, W$.

To get the one-dimensional subspace $\mathscr{H}_{n, \nu, d}$ of $\boldsymbol{P}_{n, \nu}$, we must investigate the action of $\Delta_{i j}(X)$ and $\Delta_{i j}(Y)$ on $\boldsymbol{P}_{n, \nu}$. But, for any $P(R, S, W) \in \boldsymbol{P}_{n, \nu}$, we have $P \in \mathscr{H}_{n, \nu, d}$ if and only if $\Delta_{11}(X) P\left(X^{t} X, Y^{t} Y, X^{t} Y\right)=0$. This is proved by Remark 3.3 in the last section and the fact that $P$ becomes $(\operatorname{sgn}(\sigma) \operatorname{sgn}(\tau))^{\nu} P$ under the permutation of indices of $R=\left(r_{i j}\right), S=\left(s_{i j}\right), W=\left(w_{i j}\right)$ as $r_{i j} \rightarrow$ $r_{\sigma(i) \sigma(j)}, s_{i j} \rightarrow s_{\tau(i) \tau(j)}, w_{i j} \rightarrow w_{\sigma(i) \tau(j)}$ for any element $\sigma, \tau$ in the symmetric group $S_{n}$ of $n$ letters. For the sake of simplicity, we write $\Delta_{11}=\Delta_{11}(X)$ in the rest of this paper. It is a routine calculation to rewrite the operator $\Delta_{11}$ by the coordinate of $R, S, W$. If we denote by $\partial_{i j}=\left(1+\delta_{i j}\right)\left(\partial / \partial t_{i j}\right)$ for $T=\left(\begin{array}{cc}R & W \\ t_{W} & S\end{array}\right)=$ $\left(t_{i j}\right)$, the result is given by

$$
\Delta_{11}=d \partial_{11}+\sum_{i, j=1}^{2 n} t_{i j} \partial_{1 i} \partial_{1 j} .
$$

(cf. [14].) As we explained, the coordinates of $X, Y$ and those of $R, S, W$ correspond bijectively under our assumption $d \geq n$. So we often use ( $X, Y$ ) coordinates instead of $(R, S, W)$ in our calculation. For functions $F(X, Y)$ and $G(X, Y)$, we define $(F, G)$ by

$$
\Delta_{11}(F G)=\left(\Delta_{11} F\right) G+(F, G)+F\left(\Delta_{11} G\right)
$$

In the $(X, Y)$ coordinates, we have

$$
\begin{equation*}
(F, G)=2 \sum_{j=1}^{d} \frac{\partial F}{\partial x_{1 j}} \frac{\partial G}{\partial x_{1 j}} \tag{3}
\end{equation*}
$$

Of course we have $\left(P_{\alpha}, P_{\beta}\right)=\left(P_{\beta}, P_{\alpha}\right)$.
Proposition 4.1.
(1) For $0 \leq \alpha \leq n$, we have

$$
\Delta_{11} P_{\alpha}=2(d-2 n+\alpha+1) \widehat{P}_{\alpha-1}-2(\alpha+1) \widehat{P}_{\alpha} .
$$

(2) For $0 \leq \alpha \leq \beta \leq n$, we have

$$
\begin{aligned}
\left(P_{\alpha}, P_{\beta}\right)= & 8 P_{\alpha} \widehat{P}_{\beta-1}-8 \sum_{i=0}^{\alpha-1}\left(-P_{\alpha-i-1} \widehat{P}_{\beta+i}+P_{\beta+i+1} \widehat{P}_{\alpha-i-2}\right) \\
& +8 \sum_{i=0}^{\alpha}\left(-P_{\alpha-i} \widehat{P}_{\beta+i}+P_{\beta+i+1} \widehat{P}_{\alpha-i-1}\right)
\end{aligned}
$$

Here we understand that $P_{\alpha}=0$ for $\alpha<0$ or $n<\alpha$ and that $\widehat{P}_{\alpha}=0$ for $\alpha<0$ or $n \leq \alpha$.

We prove this by using $(X, Y)$ coordinates. We prepare the following notation and Lemma. We put

$$
T(x)=\left(\begin{array}{cc}
x^{x} X^{t} X & X^{t} Y \\
{ }^{t} Y X & Y^{t} Y
\end{array}\right)=\left(\begin{array}{cc}
x R & W \\
{ }^{t} W & S
\end{array}\right)
$$

and denote the components of $R, S, W$ by the same notation as before. We denote by $T(x)_{i j}$ the $(i, j)$ cofactor of $T(x)$, that is, $(-1)^{i+j}$ times the determinant of the $(2 n-1) \times(2 n-1)$ matrix obtained by removing $i$-th row and $j$-th column. For any $j$ and $\alpha$ with $1 \leq j \leq 2 n$ and $0 \leq \alpha \leq n-1$, we define $\widehat{P}_{\alpha}^{(j)}=\widehat{P}_{\alpha}^{(j)}(X, Y)$ by

$$
T(x)_{1 j}=\sum_{\alpha=0}^{n-1} \widehat{P}_{\alpha}^{(j)} x^{\alpha}
$$

In particular, we have $\widehat{P}_{\alpha}=\widehat{P}_{\alpha}^{(1)}$.
Lemma 4.2. For all $1 \leq i \leq n, 0 \leq \alpha \leq n$, and $1 \leq k \leq d$, we have

$$
\begin{align*}
\sum_{j=1}^{n}\left(r_{i j} \widehat{P}_{\alpha-1}^{(j)}+w_{i j} \widehat{P}_{\alpha}^{(j+n)}\right) & =\delta_{1 i} P_{\alpha}  \tag{4}\\
\sum_{j=1}^{n}\left(w_{j i} \widehat{P}_{\alpha}^{(j)}+s_{i j} \widehat{P}_{\alpha}^{(j+n)}\right) & =0  \tag{5}\\
2 \sum_{j=1}^{n}\left(x_{j k} \widehat{P}_{\alpha-1}^{(j)}+y_{j k} \widehat{P}_{\alpha}^{(n+j)}\right) & =\frac{\partial P_{\alpha}}{\partial x_{1 k}} \tag{6}
\end{align*}
$$

Proof. Expanding $\operatorname{det}(T(x))$ at the $i$-th row for $1 \leq i \leq n$, we have

$$
\operatorname{det}(T(x))=\sum_{j=1}^{n}\left(x r_{1 j} T(x)_{1 j}+w_{1 j} T(x)_{1, j+n}\right)
$$

so we obtain (4) for $i=1$ by taking the coefficient of $x^{\alpha}$. If $i \neq 1$, then the left-hand side of (4) is the coefficient of the determinant of the matrix obtained by replacing the first row of $T(x)$ by the $i$-th row, so the determinant is zero. The assertion (5) is obtained similarly by replacing the first row of $T(x)$ by $(i+n)$-th row. We show (6). The variable $x_{1 k}$ appears only in the first row and column of $T(x)$, so by differentiating each row, we have

$$
\begin{align*}
\frac{\partial \operatorname{det}(T(x))}{\partial x_{1 k}}= & x \sum_{j=1}^{n}\left(1+\delta_{1 j}\right) x_{j k} T(x)_{1 j}+\sum_{j=1}^{n} y_{j k} T(x)_{1, n+j} \\
& +x \sum_{j=2}^{n} x_{j k} T(x)_{j 1}+\sum_{j=1}^{n} y_{j k} T(x)_{n+j, 1} \\
= & 2\left(x \sum_{j=1}^{n} x_{j k} T(x)_{1 j}+\sum_{j=1}^{n} y_{j k} T(x)_{1, n+j}\right) \tag{7}
\end{align*}
$$

since $T(x)$ is symmetric and $T(x)_{i 1}=T(x)_{1 i}$ for any $i$. Taking the coefficient of $x^{\alpha}$, we have (6).

We give a remark on a formula of the general determinant. Let $m$ and $n$ be natural numbers such that $m<n . V=\left(v_{i j}\right)$ be an $n \times n$ matrix with components $v_{i j}$. For any $j$ with $1 \leq j \leq n$, denote by $V(j)$ the matrix obtained by replacing $v_{i j}$ by 0 for $m+1 \leq i \leq n$. Then we have the formula

$$
\begin{equation*}
m \operatorname{det}(V)=\sum_{j=1}^{n} \operatorname{det}(V(j)) \tag{8}
\end{equation*}
$$

We can prove this by induction on $m$. If $m=1$, the assertion is true by the expansion of $\operatorname{det}(V)$ at the first row. Now we may assume that the assertion is true for $m-1$. Now take the expansion of $\operatorname{det} V(j)$ at the first row. Then the part which contains $v_{1 k}$ is from $\operatorname{det} V(k)$ given by $v_{1 k} \times \widetilde{V}_{1 k}$ where $\widetilde{V}_{i j}$ is the $(i, j)$ cofactor of $V$ and given by $v_{1 k} \times(m-1) \widetilde{V}_{1 k}$ from $\sum_{j \neq k} \operatorname{det}(V(k))$ by the inductive assumption. So we prove the formula (8).

Proof of Proposition 4.1. We calculate $\Delta_{11} P_{\alpha}$ by using (8). Differentiating both sides of (7), for each $k$ with $1 \leq k \leq d$, we have

$$
\begin{equation*}
\frac{\partial^{2} \operatorname{det}(T(x))}{\partial x_{1 k}^{2}}=2\left(x T(x)_{11}+x \sum_{i=2}^{n} x_{i k} \frac{\partial T(x)_{1 i}}{\partial x_{1 k}}+\sum_{i=1}^{n} y_{i k} \frac{\partial T(x)_{1, n+i}}{\partial x_{1 k}}\right) \tag{9}
\end{equation*}
$$

The variable $x_{1 k}$ is only in the first column of $T(x)_{1 i}$ and the derivatives of the first column is calculated by $\partial r_{j 1} / \partial x_{1 k}=x_{j k}, \partial w_{1 j} / \partial x_{1 k}=y_{j k}$. Since $\sum_{k=1}^{d} x_{i k} x_{j k}=$ $r_{i j}$ and $\sum_{k=1}^{d} x_{i k} y_{j k}=w_{i j}$, the sum $\sum_{k=1}^{d} x_{i k}\left(\partial T(x)_{1 i} / \partial x_{1 k}\right)$ is obtained by replacing the first column of $T(x)_{1 i}$ by ${ }^{t}\left(r_{2 i}, r_{3 i}, \ldots, r_{n i}, w_{i 1}, w_{i 2}, \ldots, w_{i n}\right)$, so this is $-T(x)_{11}$ for each $i$ (including the signature). So the sum of the first two terms in the parenthesis of $(9)$ over $k=1$ to $d$ is $x(d-n+1) T(x)_{11}$. Now the third term is similar but slightly different. The reason is that if we sum up over $k=1$ to $d$ for each $i$, then by the same calculation as before, we have a matrix similar to $-T(x)_{11}$, but this time the $(i+n)$ column is replaced by ${ }^{t}\left(x \tilde{w}_{i}, \tilde{s}_{i}\right)$ where $\tilde{w}=\left(w_{2 i}, w_{2 i}, \ldots, w_{n i}\right)$ and $\tilde{s}=\left(s_{1 i}, s_{2 i}, \ldots, s_{n i}\right)$, and not by ${ }^{t}\left(\tilde{w}_{i}, \tilde{s}_{i}\right)$. So if we divide this column into two parts as $(x-1)^{t}\left(\tilde{w}_{i}, 0, \ldots, 0\right)+{ }^{t}\left(\tilde{w}_{i}, \tilde{s}_{i}\right)$, then the latter vector gives $-T(x)_{11}$. On the other hand, if we take $x\left(\partial T(x)_{11} / \partial x\right)$, then this is the sum of the determinant obtained by replacing $i$-th column of $T(x)_{11}$ by $x^{t}\left(r_{2 i}, r_{3 i}, \ldots, r_{n i}, 0, \ldots, 0\right)$. So by the formula (8), the sum over $i=1$ to $n$ of the part coming from ${ }^{t}\left(\tilde{w}_{i}, 0, \ldots, 0\right)$ is given by

$$
-(n-1) T(x)_{11}+x \frac{\partial T(x)_{11}}{\partial x}
$$

Hence we have

$$
\sum_{i=1}^{n} \sum_{k=1}^{d} y_{i k} \frac{\partial T(x)_{1, n+i}}{\partial x_{1 k}}=-n T(x)_{11}+(x-1)\left(-(n-1) T(x)_{11}+x \frac{\partial T(x)_{11}}{\partial x}\right)
$$

So $\Delta_{11} \operatorname{det}(T(x))$ is

$$
\begin{aligned}
& 2(d-n+1) x T(x)_{11}-2 n T(x)_{11}-2(x-1)(n-1) T(x)_{11}+2(x-1) x \frac{\partial T(x)_{11}}{\partial x} \\
& \quad=2 \sum_{\alpha=0}^{n-1}(d-2 n+\alpha+2) x^{\alpha+1} \widehat{P}_{\alpha}-2 \sum_{\alpha=0}^{n-1}(\alpha+1) x^{\alpha} \widehat{P}_{\alpha} .
\end{aligned}
$$

So we have (1) of Proposition 4.1.
Now we show (2) of Proposition 4.1. By Lemma 4.2, assuming that $\alpha \leq \beta$, we have

$$
\begin{aligned}
& \sum_{k=1}^{d} \frac{\partial P_{\alpha}}{\partial x_{1 k}} \frac{\partial P_{\beta}}{\partial x_{1 k}} \\
& \quad=4 \sum_{k=1}^{d}\left(\sum_{i=1}^{n}\left(x_{i k} \widehat{P}_{\alpha-1}^{(i)}+y_{i k} \widehat{P}_{\alpha}^{(n+i)}\right)\right)\left(\sum_{j=1}^{n}\left(x_{j k} \widehat{P}_{\beta-1}^{(j)}+y_{j k} \widehat{P}_{\beta}^{(n+j)}\right)\right) \\
& \quad=4 \sum_{i, j=1}^{n}\left(r_{i j} \widehat{P}_{\alpha-1}^{(i)} \widehat{P}_{\beta-1}^{(j)}+w_{i j} \widehat{P}_{\alpha-1}^{(i)} \widehat{P}_{\beta}^{(n+j)}+w_{j i} \widehat{P}_{\alpha}^{(n+i)} \widehat{P}_{\beta-1}^{(j)}+s_{i j} \widehat{P}_{\alpha}^{(n+i)} \widehat{P}_{\beta}^{(n+j)}\right) \\
& \quad=4 P_{\alpha} \widehat{P}_{\beta-1}+4 \sum_{i, j=1}^{n} w_{i j} P_{\alpha-1}^{(i)} P_{\beta}^{(n+j)}+4 \sum_{i, j=1}^{n} s_{i j} P_{\alpha}^{(n+i)} P_{\beta}^{(n+j)} \\
& \quad=4 P_{\alpha} \widehat{P}_{\beta-1}-4 \sum_{i, j=1}^{n} s_{i j} \widehat{P}_{\alpha-1}^{(n+i)} \widehat{P}_{\beta}^{(n+j)}+4 \sum_{i, j=1}^{n} s_{i j} \widehat{P}_{\alpha}^{(n+i)} \widehat{P}_{\beta}^{(n+j)} .
\end{aligned}
$$

Now using Lemma 4.2 repeatedly, we have

$$
\begin{aligned}
\sum_{i, j=1}^{n} s_{i j} \widehat{P}_{\alpha}^{(n+i)} \widehat{P}_{\beta}^{(n+j)} & =-\sum_{i, j=1}^{n} w_{j i} \widehat{P}_{\alpha}^{(n+i)} \widehat{P}_{\beta}^{(j)} \\
& =-P_{\alpha} \widehat{P}_{\beta}+\sum_{i, j=1}^{n} r_{j i} \widehat{P}_{\alpha-1}^{(i)} \widehat{P}_{\beta}^{(j)} \\
& =-P_{\alpha} \widehat{P}_{\beta}+P_{\beta+1} \widehat{P}_{\alpha-1}-\sum_{i, j=1}^{n} w_{j i} \widehat{P}_{\alpha-1}^{(n+j)} \widehat{P}_{\beta+1}^{(n+i)} \\
& =-P_{\alpha} \widehat{P}_{\beta}+P_{\beta+1} \widehat{P}_{\alpha-1}+\sum_{i, j=1}^{n} s_{i j} \widehat{P}_{\alpha-1}^{(n+i)} \widehat{P}_{\beta+1}^{(n+j)}
\end{aligned}
$$

Using this repeatedly, we have (2) of Proposition 4.1.
Now we study the pluriharmonicity of the polynomial $P(R, S, W) \in \boldsymbol{P}_{n, \nu}$. We can rewrite the formula (2) of Proposition 4.1 for $\left(P_{\alpha}, P_{\beta}\right)$ as

$$
\begin{align*}
\left(P_{\alpha}, P_{\beta}\right)= & 8 \sum_{\gamma=0}^{\alpha-2}\left(P_{\alpha+\beta-\gamma}-P_{\alpha+\beta-\gamma-1}\right) \widehat{P}_{\gamma}+8 P_{\beta+1} \widehat{P}_{\alpha-1} \\
& +8 P_{\alpha} \widehat{P}_{\beta-1}+8 \sum_{\gamma=\beta}^{\alpha+\beta}\left(P_{\alpha+\beta-\gamma-1}-P_{\alpha+\beta-\gamma}\right) \widehat{P}_{\gamma} \tag{10}
\end{align*}
$$

For $b=\left(b_{0}, \ldots, b_{n}\right) \in \boldsymbol{Z}_{\geq 0}^{n+1}$, we write $P^{b}=\prod_{\alpha=0}^{n} P_{\alpha}^{b_{\alpha}}$. Now by easy induction with respect to $b$ using the definition (3), we have

$$
\begin{align*}
\Delta_{11}\left(P^{b}\right)= & \sum_{\alpha=0}^{n} \Delta_{11}\left(P_{\alpha}\right) b_{\alpha} P^{b} P_{\alpha}^{-1}+\frac{1}{2} \sum_{\alpha=0}^{n}\left(P_{\alpha}, P_{\alpha}\right) b_{\alpha}\left(b_{\alpha}-1\right) P^{b} P_{\alpha}^{-2} \\
& +\sum_{0 \leq \alpha<\beta \leq n}\left(P_{\alpha}, P_{\beta}\right) b_{\alpha} b_{\beta} P^{b} P_{\alpha}^{-1} P_{\beta}^{-1} . \tag{11}
\end{align*}
$$

By (11) together with Lemma 3.4, we see that the image of the action of $\Delta_{11}$ on $\boldsymbol{C}\left[P_{0}, \ldots, P_{n}\right]$ is in the free module over $\boldsymbol{C}\left[P_{0}, \ldots, P_{n}\right]$ spanned by $\widehat{P}_{0}, \ldots, \widehat{P}_{n-1}$. So denoting $P_{\alpha}$ by $x_{\alpha}$, there exist differential operators $L_{\gamma}(0 \leq \gamma \leq n-1)$ in $x_{0}, \ldots, x_{n}$ with $\boldsymbol{C}\left[x_{0}, \ldots, x_{n}\right]$ coefficients such that

$$
\Delta_{11} f\left(x_{0}, \ldots, x_{n}\right)=\sum_{\gamma=0}^{n-1}\left(L_{\gamma} f\left(x_{0}, \ldots, x_{n}\right)\right) \widehat{P}_{\gamma}
$$

Now we write down $L_{\gamma}$ explicitly. The formula (11) reads

$$
\begin{align*}
\Delta_{11}\left(P^{b}\right)= & \sum_{\alpha=0}^{n} \Delta_{11}\left(P_{\alpha}\right) \frac{\partial P^{b}}{\partial x_{\alpha}}+\frac{1}{2} \sum_{\alpha=0}^{n}\left(P_{\alpha}, P_{\alpha}\right) \frac{\partial^{2} P^{b}}{\partial x_{\alpha}^{2}} \\
& +\sum_{0 \leq \alpha<\beta \leq n}\left(P_{\alpha}, P_{\beta}\right) \frac{\partial^{2} P^{b}}{\partial x_{\alpha} \partial x_{\beta}} . \tag{12}
\end{align*}
$$

By (1) of Proposition 4.1, the first term of (12) is given by

$$
\sum_{\gamma=0}^{n}\left(-2(\gamma+1) \frac{\partial P^{b}}{\partial x_{\gamma}}+2(d-2 n+\gamma+2) \frac{\partial P^{b}}{\partial x_{\gamma+1}}\right) \widehat{P}_{\gamma} .
$$

Now we rewrite the third term of (12). We fix $\gamma$ and see the coefficient of $\widehat{P}_{\gamma}$ by using (10). Corresponding to the terms in (10), we must consider the coefficients of $\partial^{2} / \partial x_{\alpha} \partial x_{\beta}$ in the following four cases (i) $\gamma \leq \alpha-2$, (ii) $\gamma=\alpha-1$, (iii) $\gamma=\beta-1$, and (iv) $\beta \leq \gamma \leq \alpha+\beta$. For each case, the contribution to $L_{\gamma}$ is given by

> (i) $8 \sum_{\gamma+2 \leq \alpha<\beta}\left(x_{\alpha+\beta-\gamma}-x_{\alpha+\beta-\gamma-1}\right) \frac{\partial^{2} P^{b}}{\partial x_{\alpha} \partial x_{\beta}}$,
> (ii) $8 \sum_{\gamma+2 \leq \beta} x_{\beta+1} \frac{\partial^{2} P^{b}}{\partial x_{\gamma+1} \partial x_{\beta}}$,
> (iii) $8 \sum_{\alpha=0}^{\gamma} x_{\alpha} \frac{\partial^{2} P^{b}}{\partial x_{\alpha} \partial x_{\gamma+1}}$,
> (iv) $8 \sum_{\beta \leq \gamma \leq \alpha+\beta}\left(x_{\alpha+\beta-\gamma-1}-x_{\alpha+\beta-\gamma}\right) \frac{\partial^{2} P^{b}}{\partial x_{\alpha} \partial x_{\beta}}$,
where the sums are always taken over $\alpha$ or $\beta$ or over both.
The second term of (12) is obtained similarly and we have

$$
\begin{aligned}
& 4 \sum_{i=\gamma+2}^{n}\left(x_{2 i-\gamma}-x_{2 i-\gamma-1}\right) \frac{\partial^{2} P^{b}}{\partial x_{i}^{2}} \\
& \quad+4\left(x_{\gamma+1}+x_{\gamma+2}\right) \frac{\partial^{2} P^{b}}{\partial x_{\gamma+1}^{2}}+4 \sum_{j \leq \gamma}\left(x_{2 j-\gamma-1}-x_{2 j-\gamma}\right) \frac{\partial^{2} P^{b}}{\partial x_{j}^{2}}
\end{aligned}
$$

As a whole, for $0 \leq \gamma \leq n-1$, we have

$$
\begin{aligned}
L_{\gamma}= & -2(\gamma+1) \frac{\partial}{\partial x_{\gamma}}+2(d-2 n+\gamma+2) \frac{\partial}{\partial x_{\gamma+1}} \\
& +4 \sum_{\gamma+1 \leq i, j} x_{i+j-\gamma} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}-4 \sum_{\gamma+2 \leq i, j} x_{i+j-\gamma-1} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} \\
& +4 \sum_{i, j \leq \gamma+1} x_{i+j-\gamma-1} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}-4 \sum_{i, j \leq \gamma} x_{i+j-\gamma} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} .
\end{aligned}
$$

Rewriting this we have
Proposition 4.3. For $0 \leq \gamma \leq n-1$, we have

$$
\begin{aligned}
L_{\gamma}= & -2(\gamma+1) \frac{\partial}{\partial x_{\gamma}}+2(d-2 n+\gamma+2) \frac{\partial}{\partial x_{\gamma+1}} \\
& +4 \sum_{k=\gamma+2}^{n} x_{k} \sum_{\beta=\gamma+1}^{k-1} \frac{\partial^{2}}{\partial x_{k+\gamma-\beta} \partial x_{\beta}}-4 \sum_{k=0}^{\gamma} x_{k} \sum_{\beta=k}^{\gamma} \frac{\partial^{2}}{\partial x_{k+\gamma-\beta} \partial x_{\beta}} \\
& -4 \sum_{k=\gamma+3}^{n} x_{k} \sum_{\beta=\gamma+2}^{k-1} \frac{\partial^{2}}{\partial x_{k+\gamma+1-\beta} \partial x_{\beta}}+4 \sum_{k=0}^{\gamma+1} x_{k} \sum_{\beta=k}^{\gamma+1} \frac{\partial^{2}}{\partial x_{k+\gamma+1-\beta} \partial x_{\beta}} .
\end{aligned}
$$

Here we regard that $\partial / \partial x_{\alpha}=0$ and $x_{\alpha}=0$ if $\alpha<0$ or $n<\alpha$.
To consider the case when $\nu$ is odd, we need $\operatorname{det}(W)$, so we put $y_{0}=\operatorname{det}(W)$. So we have $x_{0}=(-1)^{n} y_{0}^{2}$. It is easy to rewrite the operators $L_{\gamma}$ as a differential operator with respect to $y_{0}, x_{1}, \ldots, x_{n}$. The terms containing $x_{0}$ in $L_{\gamma}$ is only of the following shape.

$$
\begin{aligned}
& 2 \frac{\partial}{\partial x_{0}}+4 x_{0} \frac{\partial^{2}}{\partial x_{0}^{2}}, \\
& 8 x_{0} \frac{\partial^{2}}{\partial x_{\alpha} \partial x_{0}} \quad \alpha \neq 0 .
\end{aligned}
$$

The former appears only in $L_{0}$ and the latter appears in all $L_{\gamma}$. Anyway, the new operator is obtained by replacing the former by $(-1)^{n}\left(\partial^{2} / \partial y_{0}^{2}\right)$ and the latter by $4 y_{0}\left(\partial^{2} / \partial y_{0} \partial x_{\alpha}\right)$. We write this new operator by $L_{\gamma, y_{0}}$ when we emphasize the expression depending on $y_{0}$. As for odd $\nu$, by Proposition 3.1, we must consider a polynomial solution $y_{0} F\left(x_{0}, \ldots, x_{n}\right)$. To calculate the action of the Laplacian to this in the coordinate $y_{0}, x_{1}, \ldots, x_{n}$, we need the following formulas which are easily proved.

$$
\begin{aligned}
\Delta_{11}\left(y_{0}\right) & =0 \\
\left(y_{0}, x_{\alpha}\right) & =4 y_{0}\left(\widehat{P}_{\alpha-1}-\widehat{P}_{\alpha}\right) \quad(\alpha \neq 0) \\
\left(y_{0}, y_{0}\right) & =-2(-1)^{n} \widehat{P}_{0} \\
\left(y_{0}, x_{0}\right) & =-4 y_{0} \widehat{P}_{0}
\end{aligned}
$$

Since we have

$$
\begin{aligned}
\Delta_{11}\left(y_{0} F\right) & =\Delta_{11}\left(y_{0}\right) F+\left(y_{0}, F\right)+y_{0} \Delta_{11}(F), \\
\Delta_{11}(F) & =\sum_{\gamma=0}^{n-1}\left(L_{\gamma} F\right) \widehat{P}_{\gamma}, \\
\left(y_{0}, F\right) & =\sum_{\alpha=0}^{n}\left(y_{0}, x_{\alpha}\right) \frac{\partial F}{\partial x_{\alpha}},
\end{aligned}
$$

we have

$$
\Delta_{11}\left(y_{0} F\right)=y_{0} \sum_{\gamma=0}^{n-1}\left(\widetilde{L}_{\gamma} F\right) \widehat{P}_{\gamma}
$$

where

$$
\widetilde{L}_{\gamma}=L_{\gamma}+4\left(\frac{\partial}{\partial x_{\gamma+1}}-\frac{\partial}{\partial x_{\gamma}}\right)
$$

From this, we can show that

$$
\Delta_{11}\left(y_{0} F\right)=\sum_{\gamma=0}^{n-1} L_{\gamma, y_{0}}\left(y_{0} F\right) \widehat{P}_{\gamma},
$$

where $L_{\gamma, y_{0}}$ is the same operator as in the case of even $\nu$. So there is essentially no difference between even $\nu$ and odd $\nu$. Hence we will often explain only the case of even $\nu$, since the case of odd $\nu$ is treated similarly.

### 4.2. Generating our solutions.

### 4.2.1. Construction.

For small $\nu$, it is not difficult to give an explicit polynomial in $\mathscr{H}_{n, \nu, d}$. For example, for $\nu=1$ or 2 , it is given by

$$
\begin{aligned}
& P=y_{0}, \text { or } \\
& P=\sum_{\gamma=0}^{n}\binom{n}{\gamma}^{-1}\binom{d-n+1}{n-\gamma} x_{\gamma},
\end{aligned}
$$

respectively. But for general $\nu$, there is no such simple formula. In this sec-
tion, we give some easy constructive method to obtain non-zero polynomial solutions $P \in \mathscr{H}_{n, \nu, d}$. First we consider the case when $\nu$ is even. We assume that $F\left(x_{0}, x_{1}, \ldots, x_{n}\right)$ is a homogeneous polynomial of degree $m$ in $x_{0}, \ldots, x_{n}$ and that $L_{\gamma} F=0$ for all $0 \leq \gamma \leq n-1$. For each $\gamma$ with $0 \leq \gamma \leq n$, we put

$$
F^{(\gamma)}\left(x_{\gamma}, x_{\gamma+1}, \ldots, x_{n}\right)=F\left(0, \ldots, 0, x_{\gamma}, \ldots, x_{n}\right) .
$$

In particular, $F^{(0)}=F$. We also write $F^{(\gamma)}$ as a polynomial of $x_{\gamma}$ as follows.

$$
F^{(\gamma)}\left(x_{\gamma}, x_{\gamma+1}, \ldots, x_{n}\right)=\sum_{\alpha=0}^{m} F_{\alpha}^{(\gamma+1)}\left(x_{\gamma+1}, \ldots, x_{n}\right) x_{\gamma}^{\alpha}
$$

So we have

$$
F_{0}^{(\gamma)}\left(x_{\gamma}, \ldots, x_{n}\right)=F^{(\gamma)}\left(x_{\gamma}, \ldots, x_{n}\right)=F\left(0, \ldots, 0, x_{\gamma}, \ldots, x_{n}\right) .
$$

Since $F^{(n)}=F_{0}^{(n)}$ is a homogeneous polynomial in $x_{n}$ of degree $m$, this is a constant multiple of $x_{n}^{m}$. Now we show how we can recover whole $F$ from $F^{(n)}=x_{n}^{m}$. Since it is necessary that $\left(L_{\gamma} F\right)\left(0, \ldots, 0, x_{\gamma}, \ldots, x_{n}\right)=0$, we study this condition first. For this, we can ignore the part of $L_{\gamma}$ which contains the multiplication of $x_{k}$ by $k<\gamma$. So in the fourth term in the expression of $L_{\gamma}$ in Proposition 4.3, only the term $k=\beta=\gamma$ remains. This part is given by

$$
-4 x_{\gamma} \frac{\partial^{2}}{\partial x_{\gamma}^{2}}
$$

In the sixth term of $L_{\gamma}$, only the terms $(k, \beta)=(\gamma, \gamma),(\gamma, \gamma+1),(\gamma+1, \gamma+1)$ remain. This part is given by

$$
8 x_{\gamma} \frac{\partial^{2}}{\partial x_{\gamma} \partial x_{\gamma+1}}+4 x_{\gamma+1} \frac{\partial^{2}}{\partial x_{\gamma+1}^{2}} .
$$

The other terms of $L_{\gamma}$ contain only $x_{\mu}$ or derivatives at $x_{\mu}$ with $\mu \geq \gamma$, so we cannot omit. So we have

$$
\begin{aligned}
& \left(L_{\gamma} F\right)\left(0, \ldots, 0, x_{\gamma}, \ldots, x_{n}\right) \\
& \quad=\left(-2(\gamma+1) \frac{\partial}{\partial x_{\gamma}}+2(d-2 n+\gamma+2) \frac{\partial}{\partial x_{\gamma+1}}-4 x_{\gamma} \frac{\partial^{2}}{\partial x_{\gamma}^{2}}\right.
\end{aligned}
$$

$$
\begin{aligned}
& +8 x_{\gamma} \frac{\partial^{2}}{\partial x_{\gamma} \partial x_{\gamma+1}}+4 x_{\gamma+1} \frac{\partial^{2}}{\partial x_{\gamma+1}^{2}}+4 \sum_{k=\gamma+2}^{n} x_{k} \sum_{\beta=\gamma+1}^{k-1} \frac{\partial^{2}}{\partial x_{k+\gamma-\beta} \partial x_{\beta}} \\
& \left.-4 \sum_{k=\gamma+3}^{n} x_{k} \sum_{\beta=\gamma+2}^{k-1} \frac{\partial^{2}}{\partial x_{k+\gamma+1-\beta} \partial x_{\beta}}\right) F^{(\gamma)}\left(x_{\gamma}, \ldots, x_{n}\right),
\end{aligned}
$$

and this should be zero. This condition gives relations between $F_{\alpha}^{(\gamma+1)}$ and $F_{\alpha+1}^{(\gamma+1)}$. To describe this, we introduce the following differential operators for each pair of $\gamma$ and $\alpha$ with $0 \leq \gamma \leq n-1$ and $0 \leq \alpha \leq m-1$.

$$
\begin{aligned}
N^{(\gamma+1)}(\alpha)= & 2(d-2 n+\gamma+4 \alpha+2) \frac{\partial}{\partial x_{\gamma+1}}+4 x_{\gamma+1} \frac{\partial^{2}}{\partial x_{\gamma+1}^{2}} \\
& +4 \sum_{k=\gamma+2}^{n} x_{k} \sum_{\beta=\gamma+1}^{k-1} \frac{\partial^{2}}{\partial x_{k+\gamma-\beta} \partial x_{\beta}}-4 \sum_{k=\gamma+3}^{n} x_{k} \sum_{\beta=\gamma+2}^{k-1} \frac{\partial^{2}}{\partial x_{k+\gamma+1-\beta} \partial x_{\beta}} .
\end{aligned}
$$

Since we have

$$
\left(-2(\gamma+1) \frac{\partial}{\partial x_{\gamma}}-4 x_{\gamma} \frac{\partial^{2}}{\partial x_{\gamma}^{2}}\right) x_{\gamma}^{\alpha} F_{\alpha}^{(\gamma+1)}=-2 \alpha(\gamma+2 \alpha-1) x_{\gamma}^{\alpha-1} F_{\alpha}^{(\gamma+1)}
$$

and

$$
8 x_{\gamma} \frac{\partial^{2}}{\partial x_{\gamma} \partial x_{\gamma+1}}\left(x_{\gamma}^{\alpha} F_{\alpha}^{(\gamma+1)}\right)=8 \alpha x_{\gamma}^{\alpha} \frac{\partial F_{\alpha}^{(\gamma+1)}}{\partial x_{\gamma+1}},
$$

we have

$$
\begin{aligned}
& \left(L_{\gamma} F\right)\left(0, \ldots, 0, x_{\gamma}, \ldots, x_{n}\right) \\
& \quad=-\sum_{\alpha=1}^{m} 2 \alpha(\gamma+2 \alpha-1) x_{\gamma}^{\alpha-1} F_{\alpha}^{(\gamma+1)}+\sum_{\alpha=0}^{m} x_{\gamma}^{\alpha} N^{(\gamma+1)}(\alpha) F_{\alpha}^{(\gamma+1)} .
\end{aligned}
$$

For $\alpha$ with $0 \leq \alpha \leq m$, we write

$$
N_{\gamma+1}(\alpha)=\frac{1}{2 \alpha(\gamma+2 \alpha-1)} N^{(\gamma+1)}(\alpha-1)
$$

and we put $N_{\gamma+1}(0)=1$, i.e., the identity operator. Since $\left(L_{\gamma} F\right)(0, \ldots, 0$, $\left.x_{\gamma}, \ldots, x_{n}\right)=0$, for each $\alpha$ with $1 \leq \alpha \leq m$, we have

$$
F_{\alpha}^{(\gamma+1)}=N_{\gamma+1}(\alpha) F_{\alpha-1}^{(\gamma+1)} .
$$

So it is necessary that

$$
F^{(\gamma)}\left(x_{\gamma}, \ldots, x_{n}\right)=\sum_{\alpha=0}^{m} x_{\gamma}^{\alpha} N_{\gamma+1}(\alpha) N_{\gamma+1}(\alpha-1) \cdots N_{\gamma+1}(1) N_{\gamma+1}(0) F_{0}^{(\gamma+1)}
$$

We again introduce a notation. We write

$$
N_{\gamma+1}=\sum_{\alpha=0}^{m} x_{\gamma}^{\alpha} N_{\gamma+1}(\alpha) \cdots N_{\gamma+1}(0) .
$$

Then we have $F^{(\gamma)}=N_{\gamma+1} F^{(\gamma+1)}$, so

$$
F\left(x_{0}, \ldots, x_{n}\right)=\left(N_{1} N_{2} \cdots N_{n}\right)\left(F_{0}^{(n)}\right)=\left(N_{1} N_{2} \cdots N_{n}\right)\left(c x_{n}^{m}\right)
$$

where $c$ is a constant. Since the right-hand side contains $c x_{n}^{m}$ as a monomial, $F$ is not identically zero unless $c=0$. This is a formula for $F$ in general.

Now we apply the same method for the solutions of the variable $y_{0}, x_{1}, \ldots, x_{n}$. If we just change $L_{0}$ to $L_{0, y_{0}}$ and consider the system $L_{0, y_{0}} F=0, L_{\gamma} F=0$ with $1 \leq \gamma \leq n-1$, then we have one problem. When $\nu$ is odd, then the solution is in $y_{0} \boldsymbol{C}\left[x_{0}, \ldots, x_{n}\right]$ and no monomial is independent of $y_{0}$, so the same method cannot apply. So instead of $L_{\gamma}$, we use $\widetilde{L}_{\gamma}$ with $1 \leq \gamma \leq n-1$ defined in the last section. Then the solution for $\nu=2 m+1$ is given by

$$
y_{0} \widetilde{N}_{1} \cdots \tilde{N}_{n}\left(c x_{n}^{m}\right)
$$

where we put

$$
\begin{aligned}
\tilde{N}_{\gamma+1}= & \sum_{\alpha=0}^{m} x_{\gamma}^{\alpha} \tilde{N}_{\gamma+1}(\alpha) \cdots \tilde{N}_{\gamma+1}(0), \\
\widetilde{N}_{\gamma+1}(\mu)= & \frac{1}{2 \mu(\gamma+2 \mu+1)}\left(2(d-2 n+\gamma+4 \mu) \frac{\partial}{\partial x_{\gamma+1}}+4 x_{\gamma+1} \frac{\partial^{2}}{\partial x_{\gamma+1}^{2}}\right. \\
& \left.+4 \sum_{k=\gamma+2}^{n} x_{k} \sum_{\beta=\gamma+1}^{k-1} \frac{\partial^{2}}{\partial x_{k+\gamma-\beta} \partial x_{\beta}}-4 \sum_{k=\gamma+3}^{n} x_{k} \sum_{\beta=\gamma+2}^{k-1} \frac{\partial^{2}}{\partial x_{k+\gamma+1-\beta} \partial x_{\beta}}\right)
\end{aligned}
$$

for $\mu \geq 1$, and $\widetilde{N}_{\gamma+1}(0)=1$.
The following lemma is obvious by the above consideration. This will be used later in Section 6.

Lemma 4.4. For any integer $\nu \geq 0$ and for any non-zero polynomial $F\left(y_{0}, x_{1}, \ldots, x_{n}\right) \in \boldsymbol{C}\left[y_{0}, x_{1}, \ldots, x_{n}\right]$, assume that $P(R, S, W)=F(\operatorname{det}(W)$, $\left.P_{1}, \ldots, P_{n}\right) \in \mathscr{H}_{n, \nu, d}$. Then $F(0, \ldots, 0,1) \neq 0$.

Sometimes we need explicit expressions of our polynomials to apply it to differential operators on Siegel modular forms, e.g. for calculation of special values of $L$ functions (cf. [20]), and the above kind of concrete calculation would be useful.

### 4.2.2. Examples of generating functions.

In the previous section, we gave a concrete method to give solutions for each fixed degree $\nu$ up to constant. It is desirable to gather these for all $\nu$ and give a neat generating functions of the solutions. But here it is a problem how to choose each constant and the method in the previous section does not seem to work well for this problem. Generating functions are known for $n=1$ and 2 . We have no result for $n \geq 3$.
(1) When $n=1$, it is the classical generating function of the Gegenbauer polynomials. Define $P_{\nu}$ by

$$
\frac{1}{\left(1-2 y_{0} u+x_{1} u^{2}\right)^{(d-2) / 2}}=\sum_{\nu=0}^{\infty} P_{\nu}\left(y_{0}, x_{1}\right) u^{\nu} .
$$

Then we have $0 \neq P_{\nu} \in \mathscr{H}_{1, \nu, d}$.
(2) When $n=2$. This case has been given in [13]. Put

$$
\begin{aligned}
\Delta_{0} & =1-2 y_{0} u+x_{2} u^{2} \\
R & =\frac{\Delta_{0}+\sqrt{\Delta_{0}^{2}-4\left(x_{0}+x_{1}+x_{2}\right) u^{2}}}{2} .
\end{aligned}
$$

Define $P_{\nu}$ by

$$
\frac{1}{R^{(d-5) / 2} \sqrt{\Delta_{0}^{2}-4\left(x_{0}+x_{1}+x_{2}\right) u^{2}}}=\sum_{\nu=0}^{\infty} P_{\nu}\left(y_{0}, x_{1}, x_{2}\right) u^{\nu}
$$

Then we have $0 \neq P_{\nu} \in \mathscr{H}_{2, \nu, d}$.

## 5. The radial parts and system of differential equations.

In this section, we take the radial part of our system $\left\{L_{\gamma}\right\}$. If $P \in \boldsymbol{P}_{n, \nu}$, then we have $P(R, S, W)=\operatorname{det}(R S)^{\nu / 2} P\left(1_{n}, 1_{n}, R^{-1 / 2} W S^{-1 / 2}\right)$ for $\operatorname{det}(R S) \neq 0$. Since we have

$$
\left|\begin{array}{cc}
x R & W \\
{ }^{t} W & S
\end{array}\right|=\operatorname{det}(R S) \operatorname{det}\left(x 1_{n}-R^{-1} W S^{-1}{ }^{t} W\right)
$$

we define variables $\xi_{\alpha}(0 \leq \alpha \leq n)$ and $\lambda_{i}(1 \leq i \leq n)$ by

$$
\operatorname{det}\left(x 1_{n}-R^{-1} W S^{-1} t W\right)=\sum_{\alpha=0}^{n} \xi_{\alpha} x^{\alpha}=\prod_{i=1}^{n}\left(x-\lambda_{i}^{2}\right)
$$

Here the variables $\lambda_{\alpha}^{2}$ are eigenvalues of $R^{-1 / 2} W S^{-1 t} W R^{-1 / 2}$. We have $x_{\alpha}=$ $P_{\alpha}=\operatorname{det}(R S) \xi_{\alpha}=x_{n} \xi_{\alpha}$ for each $\alpha$ with $0 \leq \alpha \leq n$. In particular, we have $\xi_{n}=1$. For any homogeneous polynomial $F\left(x_{0}, \ldots, x_{n}\right) \in \boldsymbol{C}\left[x_{0}, \ldots, x_{n}\right]$ of degree $m=\nu / 2$ for even $\nu$, we can write

$$
F\left(x_{0}, \ldots, x_{n}\right)=x_{n}^{\nu / 2} F\left(\frac{x_{0}}{x_{n}}, \ldots, \frac{x_{n-1}}{x_{n}}, 1\right)=x_{n}^{\nu / 2} F\left(\xi_{0}, \ldots, \xi_{n-1}, 1\right)
$$

If we put $G\left(\xi_{0}, \ldots, \xi_{n-1}\right)=F\left(\xi_{0}, \ldots, \xi_{n-1}, 1\right)$. Then we have

$$
\begin{aligned}
\frac{\partial F}{\partial x_{\alpha}} & =x_{n}^{\nu / 2-1} \frac{\partial G}{\partial \xi_{\alpha}} \text { for } 0 \leq \alpha \leq n-1 \\
\frac{\partial F}{\partial x_{n}} & =\frac{\nu}{2} x_{n}^{\nu / 2-1} G-x_{n}^{\nu / 2-2} \sum_{\alpha=0}^{n-1} x_{\alpha} \frac{\partial G}{\partial \xi_{\alpha}} \\
& =x_{n}^{\nu / 2-1}\left(\frac{\nu}{2} G-\sum_{\alpha=0}^{n-1} \xi_{\alpha} \frac{\partial G}{\partial \xi_{\alpha}}\right)
\end{aligned}
$$

So for $0 \leq \gamma \leq n-1$, we may write $L_{\gamma} F=x_{n}^{\nu / 2-1} M_{\gamma} G$ for some differential operator $M_{\gamma}$ with respect to $\xi_{\alpha}$. The derivatives with respect to $x_{n}$ appears in $L_{n-1}$, but $x_{n}$ appears only in coefficients for $L_{\gamma}$ with $\gamma<n-1$, so by using the above relations between derivatives of $x_{\alpha}$ and $\xi_{\alpha}$, we can show

$$
\begin{align*}
M_{\gamma}= & -2(\gamma+1) \frac{\partial}{\partial \xi_{\gamma}}+2(d-2 n+\gamma+2) \frac{\partial}{\partial \xi_{\gamma+1}} \\
& +4 \sum_{k=\gamma+2}^{n} \xi_{k} \sum_{\beta=\gamma+1}^{k-1} \frac{\partial^{2}}{\partial \xi_{k+\gamma-\beta} \partial \xi_{\beta}}-4 \sum_{k=0}^{\gamma} \xi_{k} \sum_{\beta=k}^{\gamma} \frac{\partial^{2}}{\partial \xi_{k+\gamma-\beta} \partial \xi_{\beta}} \\
& -4 \sum_{k=\gamma+3}^{n} \xi_{k} \sum_{\beta=\gamma+2}^{k-1} \frac{\partial^{2}}{\partial \xi_{k+\gamma+1-\beta} \partial \xi_{\beta}}+4 \sum_{k=0}^{\gamma+1} \xi_{k} \sum_{\beta=k}^{\gamma+1} \frac{\partial^{2}}{\partial \xi_{k+\gamma+1-\beta} \partial \xi_{\beta}} \tag{13}
\end{align*}
$$

for $\gamma<n-1$ and

$$
\begin{aligned}
M_{n-1}= & \nu(d-n+\nu-1)-2(d-n+1) \sum_{\alpha=0}^{n-1} \xi_{\alpha} \frac{\partial}{\partial \xi_{\alpha}}-4 \sum_{\alpha, \beta=0}^{n-1} \xi_{\alpha} \xi_{\beta} \frac{\partial^{2}}{\partial \xi_{\alpha} \partial \xi_{\beta}} \\
& -2 n \frac{\partial}{\partial \xi_{n-1}}+4 \sum_{\alpha, \beta=0}^{n-1} \xi_{\alpha+\beta-n} \frac{\partial^{2}}{\partial \xi_{\alpha} \partial \xi_{\beta}}-4 \sum_{\alpha, \beta=0}^{n-1} \xi_{\alpha+\beta-n+1} \frac{\partial^{2}}{\partial \xi_{\alpha} \partial \xi_{\beta}} .
\end{aligned}
$$

These are differential operators which characterize the solution in $\mathscr{H}_{n, \nu, d}$ for even $\nu$. But if we use variables $\lambda_{i}$ instead of $\xi_{\alpha}$, then $\operatorname{det}(W) / \sqrt{\operatorname{det}(R S)}=$ $\prod_{i=1}^{n} \lambda_{i}$, so for $P \in \boldsymbol{P}_{n, \nu}$, $\operatorname{det}(R S)^{-\nu / 2} P(R, S, W)$ is written by $\lambda_{i}^{2}$ (or $\xi_{\alpha}$ ) and $\prod_{i=1}^{n} \lambda_{i}$, i.e. we may write $P(R, S, W)=\operatorname{det}(R S)^{\nu / 2} Q\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ for some polynomial $Q$. Here if $\nu$ is even, then $Q$ is a symmetric function with respect to $\lambda_{1}^{2}, \ldots, \lambda_{n}^{2}$ and if $\nu$ is odd, then $Q /\left(\lambda_{1} \cdots \lambda_{n}\right)$ is so. In each case, put $Q_{1}=Q$ or $Q_{1}=Q /\left(\lambda_{1} \cdots \lambda_{n}\right)$, respectively. If $P \in H_{n, \nu, d}$ and $Q \neq 0$, then by Lemma 4.4, we have

$$
\begin{equation*}
Q_{1}(0, \ldots, 0) \neq 0 \tag{14}
\end{equation*}
$$

Now we change variables from $\xi_{\alpha}$ to $\lambda_{i}$ and give the expression of differential operators $M_{\gamma}$ by $\lambda_{i}$. Here we use the same notation $M_{\gamma}$ for $\lambda_{i}$ as for $\xi_{\alpha}$, so we have

$$
\Delta_{11} P=\operatorname{det}(R S)^{\nu / 2-1} \sum_{\gamma=0}^{n-1}\left(M_{\gamma} Q\right) \widehat{P}_{\gamma} .
$$

Proposition 5.1. For any $\nu \geq 0$ and $P \in \boldsymbol{P}_{n, \nu}$, we have

$$
\Delta_{11} P(R, S, W)=\operatorname{det}(R S)^{\nu / 2-1} \sum_{\gamma=0}^{n-1}\left(M_{\gamma} Q\right) \widehat{P}_{\gamma},
$$

where

$$
\begin{aligned}
M_{\gamma}= & \sum_{k=1}^{n}\left(\frac{\left(1-\lambda_{k}^{2}\right) \lambda_{k}^{2 \gamma}}{\prod_{i \neq k}\left(\lambda_{k}^{2}-\lambda_{i}^{2}\right)}\right) \frac{\partial^{2}}{\partial \lambda_{k}^{2}} \\
& +\sum_{k=1}^{n}\left(\frac{\gamma \lambda_{k}^{2 \gamma-1}-(d-2 n+\gamma+1) \lambda_{k}^{2 \gamma+1}}{\prod_{i \neq k}\left(\lambda_{k}^{2}-\lambda_{i}^{2}\right)}\right) \frac{\partial}{\partial \lambda_{k}}+\nu(\nu+d-n-1) \delta_{\gamma, n-1} .
\end{aligned}
$$

The proof is obtained by routine calculations but fairly long and the most of the rest of this section is devoted to the proof of this proposition. We assume that $\nu$ is even for the sake of simplicity in the most part of the following calculation. The correction for odd $\nu$ is similar and easy, and the proof in that case will be omitted.

First of all, to express $\partial / \partial \xi_{\alpha}$ by $\partial / \partial \lambda_{i}$, for any $j$ with $1 \leq j \leq n$, we define $\xi_{\alpha}^{(j)}$ by the following expansion.

$$
\prod_{i \neq j}\left(x-\lambda_{i}^{2}\right)=\xi_{n-1}^{(j)} x^{n-1}+\xi_{n-2}^{(j)} x^{n-2}+\cdots+\xi_{1}^{(j)} x+\xi_{0}^{(j)} .
$$

In particular, we have $\xi_{n-1}^{(j)}=1$. Since

$$
\frac{\partial}{\partial \lambda_{j}} \prod_{i=1}^{n}\left(x-\lambda_{i}^{2}\right)=-2 \lambda_{j} \prod_{i \neq j}\left(x-\lambda_{i}^{2}\right)
$$

for $0 \leq \alpha \leq n-1$, we have

$$
\frac{\partial \xi_{\alpha}}{\partial \lambda_{j}}=-2 \lambda_{j} \xi_{\alpha}^{(j)}
$$

and

$$
\frac{\partial}{\partial \lambda_{j}}=\sum_{\alpha=0}^{n-1}\left(-2 \lambda_{j} \xi_{\alpha}^{(j)}\right) \frac{\partial}{\partial \xi_{\alpha}}
$$

Since

$$
\sum_{\alpha=0}^{n-1} \lambda_{l}^{2 \alpha} \xi_{\alpha}^{(j)}=\prod_{1 \leq i \leq n, i \neq j}\left(\lambda_{l}^{2}-\lambda_{i}^{2}\right)=\delta_{l j} \prod_{1 \leq i \leq n, i \neq j}\left(\lambda_{j}^{2}-\lambda_{i}^{2}\right)
$$

where $\delta_{l j}$ is Kronecker's delta, the inverse matrix of $n \times n$ matrix $\left(-2 \lambda_{\alpha} \xi_{\alpha}^{(j)}\right)_{0 \leq \alpha \leq n-1,1 \leq j \leq n}$ is easily obtained and we have

$$
\left(\begin{array}{c}
\frac{\partial}{\partial \xi_{0}} \\
\vdots \\
\frac{\partial}{\partial \xi_{n-1}}
\end{array}\right)=A\left(\begin{array}{c}
\frac{\partial}{\partial \lambda_{1}} \\
\vdots \\
\frac{\partial}{\partial \lambda_{n}}
\end{array}\right)
$$

where $A=\left(a_{i j}\right)_{1 \leq i, j \leq n}$ is given by

$$
a_{i j}=-\frac{\lambda_{j}^{2 i-3}}{2 \prod_{l \neq j}\left(\lambda_{j}^{2}-\lambda_{l}^{2}\right)} .
$$

Now we must express the second order derivatives with respect to $\left\{\xi_{\alpha}\right\}_{0 \leq \alpha \leq n-1}$ also by derivatives with respect to $\left\{\lambda_{i}\right\}_{1 \leq i \leq n}$. To calculate this, we prepare several formulas.

Lemma 5.2. For any $i$ with $1 \leq i \leq n$, we have

$$
\begin{align*}
\sum_{k=0}^{n} \xi_{k} \lambda_{i}^{2 k} & =0  \tag{15}\\
\sum_{k=0}^{n} k \xi_{k} \lambda_{i}^{2 k-2} & =\prod_{l \neq i}\left(\lambda_{i}^{2}-\lambda_{l}^{2}\right)  \tag{16}\\
\sum_{k=0}^{n} k(k-1) \xi_{k} \lambda_{i}^{2 k-4} & =2 \sum_{\substack{1 \leq m \leq n \\
m \neq i}} \prod_{l \neq i, m}\left(\lambda_{i}^{2}-\lambda_{l}^{2}\right) \tag{17}
\end{align*}
$$

Proof. (15) is trivial by the definition. Since we have

$$
\frac{d}{d x} \prod_{j=1}^{n}\left(x-\lambda_{j}^{2}\right)=\sum_{m=1}^{n} \prod_{j \neq m}\left(x-\lambda_{j}^{2}\right)=\sum_{k=1}^{n} k \xi_{k} x^{k-1}
$$

taking $x=\lambda_{i}^{2}$ we have (16). The assertion (17) is obtained by differentiating twice by $x$ and putting $x=\lambda_{i}^{2}$.

Proof of Proposition 5.1. Now for $\gamma<n-1$, we put

$$
\begin{equation*}
M(\gamma)=4 \sum_{k=\gamma+2}^{n} \xi_{k} \sum_{\beta=\gamma+1}^{k-1} \frac{\partial^{2}}{\partial \xi_{k+\gamma-\beta} \partial \xi_{\beta}}-4 \sum_{k=0}^{\gamma} \xi_{k} \sum_{\beta=k}^{\gamma} \frac{\partial^{2}}{\partial \xi_{k+\gamma-\beta} \partial \xi_{\beta}} . \tag{18}
\end{equation*}
$$

Then the terms of the second order derivatives of $M_{\gamma}$ in (13) with respect to variables $\xi_{\alpha}$ is $M(\gamma)-M(\gamma+1)$. We calculate $M(\gamma)$. We have

$$
\begin{align*}
\frac{\partial^{2}}{\partial \xi_{k+\gamma-\beta} \partial \xi_{\beta}}= & \sum_{i, j=1}^{n} \frac{\lambda_{i}^{2(k+\gamma-\beta)-1} \lambda_{j}^{2 \beta-1}}{4 \prod_{l \neq i}\left(\lambda_{i}^{2}-\lambda_{l}^{2}\right) \prod_{l \neq j}\left(\lambda_{j}^{2}-\lambda_{l}^{2}\right)} \frac{\partial^{2}}{\partial \lambda_{i} \partial \lambda_{j}} \\
& +\sum_{i=1}^{n} \frac{\lambda_{i}^{2(k+\gamma-\beta)-1}}{4 \prod_{l \neq i}\left(\lambda_{i}^{2}-\lambda_{l}^{2}\right)} \frac{\partial}{\partial \lambda_{i}}\left(\frac{\lambda_{j}^{2 \beta-1}}{\prod_{l \neq j}\left(\lambda_{j}^{2}-\lambda_{l}^{2}\right)}\right) \frac{\partial}{\partial \lambda_{j}} \tag{19}
\end{align*}
$$

First we see the coefficient of $\partial^{2} / \partial \lambda_{i} \partial \lambda_{j}$ in $M(\gamma)$ for $i \neq j$, i.e., the term obtained by summation over the first term of (19) in $M(\gamma)$. We take the inner sum $\sum_{\beta=\gamma+1}^{k-1}$ and $\sum_{\beta=k}^{\gamma}$ of (18) first. Since only the term depending on $\beta$ is essentially $\lambda_{i}^{2(k+\gamma-\beta)} \lambda_{j}^{2 \beta}$, we have

$$
\begin{aligned}
\sum_{\beta=\gamma+1}^{k-1} \lambda_{i}^{2(k+\gamma-\beta)} \lambda_{j}^{2 \beta} & =\frac{\lambda_{j}^{2(\gamma+1)} \lambda_{i}^{2 k}-\lambda_{i}^{2(\gamma+1)} \lambda_{j}^{2 k}}{\lambda_{i}^{2}-\lambda_{j}^{2}}, \\
\sum_{\beta=k}^{\gamma} \lambda_{i}^{2(k+\gamma-\beta)} \lambda_{j}^{2 \beta} & =\frac{\lambda_{i}^{2(\gamma+1)} \lambda_{j}^{2 k}-\lambda_{j}^{2(\gamma+1)} \lambda_{i}^{2 k}}{\lambda_{i}^{2}-\lambda_{j}^{2}} .
\end{aligned}
$$

As for the summation of $\lambda_{j}^{2(\gamma+1)} \lambda_{i}^{2 k}$ over $k$, by (15) we have

$$
\sum_{k=0}^{\gamma} \xi_{k} \lambda_{j}^{2(\gamma+1)} \lambda_{i}^{2 k}+\sum_{k=\gamma+2}^{n} \xi_{k} \lambda_{j}^{2(\gamma+1)} \lambda_{i}^{2 k}=-\xi_{\gamma+1}\left(\lambda_{i} \lambda_{j}\right)^{2(\gamma+1)} .
$$

The summation over $\lambda_{i}^{2(\gamma+1)} \lambda_{j}^{2 k}$ is $(-1)$ times the above, so since we assumed $i \neq j$, we have 0 as a total. Now let us see the coefficient of $\partial^{2} / \partial \lambda_{i}^{2}$. In this case we have $i=j$, so $\lambda_{i}^{2(k+\gamma-\beta)-1} \lambda_{j}^{2 \beta-1}=\lambda_{i}^{2(k+\gamma-1)}$. Since this is independent of $\beta$, the summation from $\beta=\gamma+1$ to $k-1$ or from $\beta=k$ to $\gamma$ is just a multiplication of $k-\gamma-1$ or $\gamma-k+1$. (Of course each occurs only when $k \geq \gamma+2$ or $k \leq \gamma$.) So we should take the following sum, which is simplified by (15), (16).

$$
\begin{aligned}
\sum_{\substack{0 \leq k \leq n \\
k \neq \gamma+1}}(k-\gamma-1) \xi_{k} \lambda_{i}^{2(k+\gamma-1)} & =\sum_{k=0}^{n}(k-\gamma-1) \xi_{k} \lambda_{i}^{2(k+\gamma-1)} \\
& =\sum_{k=0}^{n} k \xi_{k} \lambda_{i}^{2 k-2} \lambda_{i}^{2 \gamma} \\
& =\lambda_{i}^{2 \gamma} \prod_{l \neq i}\left(\lambda_{i}^{2}-\lambda_{l}^{2}\right)
\end{aligned}
$$

Taking the corresponding term of $M(\gamma)-M(\gamma+1)$, we have

$$
\frac{\lambda_{i}^{2 \gamma}\left(1-\lambda_{i}^{2}\right)}{\prod_{l \neq i}\left(\lambda_{i}^{2}-\lambda_{l}^{2}\right)}
$$

as a coefficient of $\partial^{2} / \partial \lambda_{i}^{2}$. Now we calculate the coefficient of $\partial / \partial \lambda_{j}$ in $M(\gamma)$. If $i \neq j$, then the term depending on $\beta$ in $\partial / \partial \lambda_{i}\left(\lambda_{j}^{2 \beta-1} / \prod_{l \neq j}\left(\lambda_{j}^{2}-\lambda_{l}^{2}\right)\right)$ is essentially $\lambda_{j}^{2 \beta-1}$. By the same calculation for the coefficient of $\partial^{2} / \partial \lambda_{i} \partial \lambda_{j}$ for $i \neq j$, we see that the summation is zero for this term. So we may assume that $j=i$. Then we have

$$
\begin{align*}
& \frac{\partial}{\partial \lambda_{i}}\left(\frac{\lambda_{i}^{2 \beta-1}}{\prod_{l \neq i}\left(\lambda_{i}^{2}-\lambda_{l}^{2}\right)}\right) \\
& \quad=\frac{(2 \beta-1) \lambda_{i}^{2 \beta-2}}{\prod_{l \neq i}\left(\lambda_{i}^{2}-\lambda_{l}^{2}\right)}-\sum_{\substack{1 \leq m \leq n \\
m \neq i}} \frac{2 \lambda_{i}^{2 \beta}}{\left(\lambda_{i}^{2}-\lambda_{m}^{2}\right) \prod_{l \neq i}\left(\lambda_{i}^{2}-\lambda_{l}^{2}\right)} . \tag{20}
\end{align*}
$$

We have $(2 \beta-1) \lambda_{i}^{2 \beta-2} \lambda_{i}^{2(k+\gamma-\beta)-1}=(2 \beta-1) \lambda_{i}^{2(k+\gamma)-3}$ and

$$
\sum_{\beta=\gamma+1}^{k-1}(2 \beta-1)=(k-1-\gamma)(k-1+\gamma)=-\sum_{\beta=k}^{\gamma}(2 \beta-1) .
$$

This vanishes for $k=\gamma+1$. We have

$$
\begin{aligned}
& (k-1-\gamma)(k-1+\gamma) \lambda_{i}^{2(k+\gamma)-3} \\
& \quad=k(k-1) \lambda_{i}^{2(k-2)} \lambda_{i}^{2 \gamma+1}-k \lambda_{i}^{2(k-1)} \lambda_{i}^{2 \gamma-1}+\left(1-\gamma^{2}\right) \lambda_{i}^{2 k} \lambda_{i}^{2 \gamma-3}
\end{aligned}
$$

and the sum of this over $0 \leq k \leq n$ is calculated by Lemma 5.2. So the contribution from the first term of (20) to the coefficient of $\partial / \partial \lambda_{i}$ in $M(\gamma)$ is given by

$$
\begin{align*}
& \frac{4}{4 \prod_{l \neq i}\left(\lambda_{i}^{2}-\lambda_{l}^{2}\right)^{2}} \times\left(2 \lambda_{i}^{2 \gamma+1} \sum_{\substack{1 \leq m \leq n \\
m \neq i}} \prod_{l \neq i, m}\left(\lambda_{i}^{2}-\lambda_{l}^{2}\right)-\lambda_{i}^{2 \gamma-1} \prod_{l \neq i}\left(\lambda_{i}^{2}-\lambda_{l}^{2}\right)\right) \\
& \quad=\frac{2 \lambda_{i}^{2 \gamma+1}}{\prod_{l \neq i}\left(\lambda_{i}^{2}-\lambda_{l}^{2}\right)} \sum_{\substack{\leq m \leq n \\
m \neq i}} \frac{1}{\lambda_{i}^{2}-\lambda_{m}^{2}}-\frac{\lambda_{i}^{2 \gamma-1}}{\prod_{i \neq l}\left(\lambda_{i}^{2}-\lambda_{l}^{2}\right)} . \tag{21}
\end{align*}
$$

As for the second term of (20), we have $\lambda_{i}^{2(k+\gamma-\beta)-1+2 \beta}=\lambda_{i}^{2 k+2 \gamma-1}$, and the sum for $\beta=\gamma+1$ to $k-1$ or $\beta=k$ to $\gamma$ is $\pm(k-\gamma-1)$. This vanishes for $k=\gamma+1$. So we should take the sum over $k=0$ to $n$. We have

$$
\begin{aligned}
2 \sum_{k=0}^{n}(k-\gamma-1) \xi_{k} \lambda_{i}^{2 k+2 \gamma-1} & =2 \sum_{k=0}^{n} k \xi_{k} \lambda_{i}^{2 k-2} \lambda_{i}^{2 \gamma+1} \\
& =2 \lambda_{i}^{2 \gamma+1} \prod_{l \neq i}\left(\lambda_{i}^{2}-\lambda_{l}^{2}\right)
\end{aligned}
$$

So the term coming from this cancels with the first term of (21). Hence the coefficient of $\partial / \partial \lambda_{i}$ in $M(\gamma)-M(\gamma+1)$ is given by

$$
\frac{\lambda_{i}^{2 \gamma+1}-\lambda_{i}^{2 \gamma-1}}{\prod_{l \neq i}\left(\lambda_{i}^{2}-\lambda_{l}^{2}\right)}
$$

For $M_{\gamma}$, we still have terms coming from the first order derivatives of $\xi_{\gamma}$ and $\xi_{\gamma+1}$ in (13). The coefficient of $\partial / \partial \lambda_{i}$ is given directly by

$$
\frac{(\gamma+1) \lambda_{i}^{2 \gamma-1}-(d-2 n+\gamma+2) \lambda_{i}^{2 \gamma+1}}{\prod_{l \neq i}\left(\lambda_{i}^{2}-\lambda_{l}^{2}\right)}
$$

So taking the sum of all the above calculations, we obtained the assertion of Proposition 5.1 for $M_{\gamma}$ with $\gamma<n-1$. The proof for the assertion for $M_{n-1}$ is similarly obtained and omitted here.

Now the term of the second order derivatives of $M_{\gamma}$ with respect to $\lambda_{i}$ variables consists only of second derivation of the same $\lambda_{k}$ and there are no mixed terms, so it is natural to change $M_{\gamma}$ to differential operators so that the second order term contains only derivation of $\lambda_{k}$ for only one $k$. For that purpose, we define an invertible linear transform from $M_{\gamma}(0 \leq \gamma \leq n-1)$ to a new system $\boldsymbol{D}_{k}$ $(1 \leq k \leq n)$ as follows.

$$
\boldsymbol{D}_{k}=\sum_{\gamma=0}^{n-1} \xi_{\gamma}^{(k)} M_{\gamma}
$$

We can show that these operators satisfy our demand. For that purpose we need the following formulas.

$$
\begin{aligned}
\sum_{\gamma=0}^{n-1} \xi_{\gamma}^{(k)} \lambda_{j}^{2 \gamma} & =\delta_{j k} \prod_{l \neq k}\left(\lambda_{k}^{2}-\lambda_{l}^{2}\right), \\
\sum_{\gamma=0}^{n-1} \gamma \xi_{\gamma}^{(k)} \lambda_{j}^{2 \gamma-2} & =\prod_{l \neq k, j}\left(\lambda_{j}^{2}-\lambda_{l}^{2}\right) \quad \text { if } j \neq k, \\
\sum_{\gamma=0}^{n-1} \gamma \xi_{\gamma}^{(k)} \lambda_{k}^{2 \gamma-2} & =\sum_{m \neq k} \prod_{l \neq k, m}\left(\lambda_{k}^{2}-\lambda_{l}^{2}\right),
\end{aligned}
$$

where $\delta_{j k}$ is Kronecker's delta. These relations are proved in the same way as in Lemma 5.2.

Using these relations and Proposition 5.1, we get the following theorem by an easy direct calculation.

Theorem 5.3. For each $k$ with $1 \leq k \leq n$, we have

$$
\begin{aligned}
\boldsymbol{D}_{k}= & \left(1-\lambda_{k}^{2}\right) \frac{\partial^{2}}{\partial \lambda_{k}^{2}}+\left(-(d-2 n+1) \lambda_{k}+\sum_{l \neq k} \frac{\lambda_{k}\left(1-\lambda_{k}^{2}\right)}{\lambda_{k}^{2}-\lambda_{l}^{2}}\right) \frac{\partial}{\partial \lambda_{k}} \\
& +\sum_{l \neq k} \frac{\left(1-\lambda_{l}^{2}\right) \lambda_{l}}{\left(\lambda_{l}^{2}-\lambda_{k}^{2}\right)} \frac{\partial}{\partial \lambda_{l}}+\nu(\nu+d-n-1)
\end{aligned}
$$

Our polynomials $Q\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ are solutions of the system

$$
\boldsymbol{D}_{k} Q=0, \quad(1 \leq k \leq n)
$$

When $n=1$, this is nothing but the usual Gegenbauer differential equation.

## 6. Inner product.

We define a natural inner product for our spherical polynomials. Originally it comes from polynomials $P(R, S, W)$ on the domain $\mathfrak{D}_{n}$ where

$$
\mathfrak{D}_{n}=\left\{\left(\begin{array}{cc}
R & W \\
{ }^{t} W & S
\end{array}\right) \in \operatorname{Sym}_{2 n}(\boldsymbol{R}) ; \text { positive definite }\right\}
$$

and now we can regard it as a polynomial $f(\lambda)$ where $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$. We define integrals for these two expressions. We put

$$
\begin{aligned}
I_{1}(P)= & \int_{\mathfrak{D}_{n}} P(R, S, W)\left|\begin{array}{cc}
R & W \\
{ }_{t} W & S
\end{array}\right|^{(d-2 n-1) / 2} d R d S d W \\
I_{2}(f)= & \int_{\left|\lambda_{n}\right| \leq \lambda_{n-1} \leq \cdots \leq \lambda_{1}<1} f(\lambda) \\
& \times \prod_{1 \leq j<k \leq n}\left(\lambda_{k}^{2}-\lambda_{j}^{2}\right) \prod_{i=1}^{n}\left(1-\lambda_{i}^{2}\right)^{(d-2 n-1) / 2} d \lambda_{1} \cdots d \lambda_{n},
\end{aligned}
$$

where $d R=\prod_{1 \leq i \leq j \leq n} d r_{i j}, d S=\prod_{1 \leq i \leq j \leq n} d s_{i j}, d W=\prod_{1 \leq i, j \leq n} d w_{i j}$ for $R=\left(r_{i j}\right), S=\left(s_{i j}\right), W=\left(w_{i j}\right)$. Now for any polynomial $\bar{P} \in \boldsymbol{P}_{n, \nu}$, put $f_{P}\left(\lambda_{1}, \ldots, \lambda_{n}\right)=P\left(1_{n}, 1_{n}, \Lambda\right)$ where $\Lambda$ is the diagonal matrix whose diagonal entries are $\lambda_{i}$. Then we see

## Theorem 6.1.

(1) For $P \in \boldsymbol{P}_{n, \nu}, I_{1}(P)$ and $I_{2}\left(f_{P}\right)$ are equal up to constant depending only on $n$ and $d$.
(2) For natural numbers $\mu, \nu$ such that $\mu \neq \nu$, take $P_{\mu} \in \mathscr{H}_{n, \mu, d}, P_{\nu} \in \mathscr{H}_{n, \nu, d}$, and define $f_{P_{\mu}}$ and $f_{P_{\nu}}$ as above. Then we have

$$
I_{1}\left(P_{\mu} \overline{P_{\nu}}\right)=I_{2}\left(f_{P_{\mu}} \overline{f_{P_{\nu}}}\right)=0
$$

where $\bar{\not}$ denotes the complex conjugation.
Proof. We give here only a sketch of the proof. For positive definite $R$ and $S$, we have $P(R, S, W)=\operatorname{det}(R S)^{\nu / 2} P\left(1_{n}, 1_{n}, R^{-1 / 2} W S^{-1 / 2}\right)$. If we put $U=R^{-1 / 2} W S^{-1 / 2}$, then $\operatorname{det}\left(\begin{array}{cc}R & W \\ t & S\end{array}\right)=\operatorname{det}(R S) \operatorname{det}\left(1-U^{t} U\right)$ and $I_{1}(P)$ becomes

$$
\int_{1_{n}-U^{t} U>0} \operatorname{det}\left(1_{n}-U^{t} U\right)^{(d-2 n-1) / 2} P\left(1_{n}, 1_{n}, U\right) d U
$$

up to constant. We put $U=P h\left(P=\left(p_{i j}\right)\right.$ is upper triangular with positive diagonals and $h \in O(n))$ and $V=U^{t} U=P^{t} P$. We denote by $\lambda_{i}^{2}$ the eigenvalues of $V$. By the condition that $1_{n}-V>0$, we may assume that $1>\left|\lambda_{1}\right| \geq\left|\lambda_{2}\right| \geq$
$\cdots \geq\left|\lambda_{n}\right|$. Since $P\left(1_{n}, 1_{n}, h_{1} U h_{2}\right)=P\left(1_{n}, 1_{n}, U\right)$ for any $h_{1}, h_{2} \in S O(n)$, we may assume besides that

$$
\left|\lambda_{n}\right| \leq \lambda_{n-1} \leq \cdots \leq \lambda_{1}<1 .
$$

We see easily that

$$
\begin{aligned}
& d U=\prod_{i=1}^{n} p_{i i}^{n-i} d P d h \\
& d V=2^{n} \prod_{i=1}^{n} p_{i i}^{n-i+1} d P \\
& d U=2^{-n} \operatorname{det}(V)^{-1 / 2} d V d h \\
& d V=\prod_{1 \leq j<k \leq n}\left(\lambda_{k}^{2}-\lambda_{j}^{2}\right) d \lambda_{1}^{2} \cdots d \lambda_{n}^{2} d h
\end{aligned}
$$

where $d h$ is a suitable measure of $S O(n)$ and $d U, d V, d P$ are natural Lebesgue measures. The integral with respect to $d h$ is a constant and does not matter. Since $\operatorname{det}(V)^{-1 / 2}\left|\lambda_{1} \cdots \lambda_{n}\right|=1$, we see that $I_{1}(P)$ and $I_{2}\left(f_{P}\right)$ are proportional and we prove (1). Now we define a measure for any function $F(X)$ of $X \in M_{n, d}(\boldsymbol{R})$ by

$$
I_{3}(F)=\int_{M_{n, d}(\boldsymbol{R})} e^{-\operatorname{tr}\left(X^{t} X\right)} F(X) d X
$$

If $F$ and $G$ are pluriharmonic polynomials each of which belongs to a different irreducible representation space of $O(d)$, then $I_{3}(F \bar{G})=0$ (cf. [19]). Our $P$ in question originally comes from a polynomial $P^{*}(X, Y)$ which is pluriharmonic with respect to each $X$ or $Y$, and it is in the tensor product of pluriharmonic polynomials in the same representation space of $O(d)$. On the other hand, we can also see that $I_{3}\left(P^{*}(X, Y)\right)=I_{1}(P(R, S, W))$ up to constant. So (2) automatically follows from this.

## 7. Hypergeometric polynomials of several variables.

### 7.1. A second order differential operator.

In Theorem 5.3, we have written down the differential operators $\boldsymbol{D}_{i}$ in the coordinates $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$. In this section, we express these operators in the new coordinates $\left(z_{1}, \ldots, z_{n}\right)$ in the relation $z_{i}=\lambda_{i}^{2}(i=1, \ldots, n)$. They turn out to be identified with the known differential operators.

Definition 7.1. Let $a, b, c$ be complex parameters. We define linear partial differential operators in $\left(z_{1}, \ldots, z_{n}\right)$ by

$$
\begin{aligned}
\boldsymbol{D}_{i}^{\prime}(a, b, c):= & z_{i}\left(1-z_{i}\right) \frac{\partial^{2}}{\partial z_{i}^{2}}+\left(c-\frac{1}{2}(n-1)-\left(a+b+1-\frac{n-1}{2}\right) z_{i}\right) \frac{\partial}{\partial z_{i}} \\
& +\frac{1}{2} \sum_{j(\neq i)} \frac{z_{i}\left(1-z_{i}\right)}{z_{i}-z_{j}} \frac{\partial}{\partial z_{i}}-\frac{1}{2} \sum_{j(\neq i)} \frac{z_{j}\left(1-z_{j}\right)}{z_{i}-z_{j}} \frac{\partial}{\partial z_{j}}
\end{aligned}
$$

Lemma 7.2. For each $i=1, \ldots, n$, the differential operator $\boldsymbol{D}_{i}$ is equal to $4\left(\boldsymbol{D}_{i}^{\prime}(a, b, c)-a b\right)$ under the change of coordinates $z_{1}=\lambda_{1}^{2}, \ldots, z_{n}=\lambda_{n}^{2}$, where the values of parameters are specified as

$$
a=-\frac{1}{2} \nu, \quad b=\frac{1}{2}(\nu+d-n-1), \quad \text { and } \quad c=\frac{1}{2} n .
$$

In particular, the system of the differential equations $\boldsymbol{D}_{1} Q=\cdots=\boldsymbol{D}_{n} Q=0$ is equivalent to the system of differential equations $\boldsymbol{D}_{1}^{\prime} Q=\cdots=\boldsymbol{D}_{n}^{\prime} Q=a b Q$.

Proof. Under the change of variable $z_{i}=\lambda_{i}^{2}$, we have $\lambda_{i}\left(\partial / \partial \lambda_{i}\right)=$ $2 z_{i}\left(\partial / \partial z_{i}\right)$, and $\partial^{2} / \partial \lambda_{i}^{2}=4 z\left(\partial^{2} / \partial z_{i}^{2}\right)+2\left(\partial / \partial z_{i}\right)$.

### 7.2. Hypergeometric solutions.

In order to describe the special solution of this system of differential equations, we introduce, so-called, the hypergeometric functions ${ }_{2} F_{1}$ with matrix argument, introduced by A. G. Constantine [5].

For $a \in \boldsymbol{C}$ and $k \in \boldsymbol{Z}_{\geq 0}$, we denote

$$
(a)_{k}=a(a+1) \cdots(a+k-1)=\frac{\Gamma(a+k)}{\Gamma(a)} .
$$

For a partition $\kappa=\left(k_{1}, \ldots, k_{n}\right)$ of $k$ into not more than $n$ parts, that is, $k_{1} \geq k_{2} \geq$ $\cdots k_{n} \geq 0$ and $k=k_{1}+k_{2}+\cdots+k_{n}$, we set

$$
(a)_{\kappa}=\prod_{i=1}^{n}\left(a-\frac{1}{2}(i-1)\right)_{k_{i}}
$$

We denote by $C_{\kappa}=C_{\kappa}\left(z_{1}, \ldots, z_{n}\right)$ the zonal polynomial corresponding to the partition $\kappa$ (see Section 7.3).

Definition 7.3. We define a series in $z=\left(z_{1}, \ldots, z_{n}\right)$ by

$$
{ }_{2} F_{1}(a, b ; c ; z)=\sum_{\kappa} \frac{(a)_{\kappa}(b)_{\kappa}}{(c)_{\kappa}} \frac{C_{\kappa}(z)}{\left(k_{1}+\cdots+k_{n}\right)!},
$$

where $\kappa=\left(k_{1}, \ldots, k_{n}\right)$ runs over the partition into at most $n$ parts.
Note that if $a$ is a negative integer, then the above expression of ${ }_{2} F_{1}(a, b ; c ; z)$ is a finite sum, and is a polynomial since $(a)_{k}=0$ for all integers greater than $-a$.

The following is conjectured by Constantine [5] and is proved by R. J. Muirhead [21, Theorem 3.1].

Proposition 7.4. The function ${ }_{2} F_{1}\left(a, b ; c ; z_{1}, \ldots, z_{n}\right)$ is the unique solution $f$ of the system of the differential equations

$$
\boldsymbol{D}_{1}^{\prime} f=\boldsymbol{D}_{2}^{\prime} f=\cdots=\boldsymbol{D}_{n}^{\prime} f=a b f
$$

with the property
(a) $f$ is a holomorphic function near the origin $\left(z_{1}, \ldots, z_{n}\right)=(0, \ldots, 0)$ and $f(0, \ldots, 0)=1$.
(b) $f\left(z_{1}, \ldots, z_{n}\right)$ is symmetric with respect to the variables $z_{1}, \ldots, z_{n}$.

We know ([10, Section 6], [9, Section 7], [2, Theorem 4.1]) that the above function ${ }_{2} F_{1}(a, b ; c ; z)$ is the hypergeometric function associated with the root system $B C_{n}$ and with a degenerate spectral parameter $(-a, \ldots,-a)$.

We identify the polynomial $Q$ defined in Section 5 with the hypergeometric function with matrix argument.

Theorem 7.5. Let $d$, $n$ and $\nu$ be integers in Section 2.
(1) Suppose $\nu$ is even. Then

$$
Q\left(\lambda_{1}, \ldots, \lambda_{n}\right)={ }_{2} F_{1}\left(-\frac{1}{2} \nu, \frac{1}{2}(\nu+d-n-1) ; \frac{n}{2} ; \lambda_{1}^{2}, \ldots, \lambda_{n}^{2}\right)
$$

up to a constant multiple.
(2) Suppose $\nu$ is odd. Then

$$
Q\left(\lambda_{1}, \ldots, \lambda_{n}\right)=\lambda_{1} \lambda_{2} \cdots \lambda_{n} \cdot{ }_{2} F_{1}\left(-\frac{\nu-1}{2}, \frac{1}{2}(\nu+d-n) ; \frac{n}{2}+1 ; \lambda_{1}^{2}, \ldots, \lambda_{n}^{2}\right)
$$

up to a constant multiple.
Proof. We will appeal to the uniqueness criterion of Proposition 7.4.
(1) We have seen in (14) that the function $Q$ is a polynomial in $z_{1}, \ldots, z_{n}$ at the origin, is symmetric, and satisfies the non-vanishing condition at the origin. By Theorem 5.3, the function $Q$ satisfies the system of differential equations with the specified parameters. Hence $Q$ is a multiple of ${ }_{2} F_{1}\left(a, b ; c ; z_{1}, \ldots, z_{n}\right)$.
(2) We will consider the function $f\left(z_{1}, \ldots, z_{n}\right)=Q\left(\lambda_{1}, \ldots, \lambda_{n}\right) /\left(\lambda_{1} \cdots \lambda_{n}\right)$. We have seen in (14) that the function $f$ is a polynomial in $z_{1}, \ldots, z_{n}$ at the origin, is symmetric, and satisfies the non-vanishing condition the origin. By Theorem 5.3, the function $Q$ satisfies the system of differential equations $\boldsymbol{D}_{k}^{\prime}(a, b, c) Q=a b Q$ with the parameters $a=-\nu / 2, b=(\nu+d-n-1) / 2, c=n / 2$. Now we use the relation

$$
\left(\boldsymbol{D}_{k}^{\prime}(a, b, c)-a b\right) \circ \sqrt{z_{1} z_{2} \cdots z_{n}}=\sqrt{z_{1} z_{2} \cdots z_{n}} \circ\left(\boldsymbol{D}_{k}^{\prime}\left(a^{\prime}, b^{\prime}, c^{\prime}\right)-a^{\prime} b^{\prime}\right),
$$

where $a^{\prime}=a+(1 / 2), b^{\prime}=b+(1 / 2), c^{\prime}=c+1$. This relation shows that $f$ satisfies the system of differential equations $\boldsymbol{D}_{k}^{\prime}\left(a^{\prime}, b^{\prime}, c^{\prime}\right) f=a^{\prime} b^{\prime} f$. Hence $Q$ is a multiple of ${ }_{2} F_{1}\left(a^{\prime}, b^{\prime} ; c^{\prime} ; z_{1}, \ldots, z_{n}\right)$.

This is an explicit formula of the polynomials which we are interested in.
We give a remark on the system of differential equations appearing in Proposition 7.4. As is mentioned, the function ${ }_{2} F_{1}(a, b ; c ; z)$, which is annihilated by the differential operators $\boldsymbol{D}_{k}^{\prime}-a b(k=1, \ldots, n)$, is the hypergeometric function associated with the root system $B C_{n}$ and with a degenerate spectral parameter $(-a, \ldots,-a)$. But for other functions annihilated by all the differential operators $\boldsymbol{D}_{k}^{\prime}-a b(k=1, \ldots, n)$, we do not know they would satisfy the system of hypergeometric differential equations associated with the root system $B C_{n}$ and with a degenerate spectral parameter $(-a, \ldots,-a)$. The D-module counter part is also a question; It is suggested that the left ideal of the ring $\mathscr{D}$ of differential operators generated by $\boldsymbol{D}_{k}^{\prime}-a b(k=1, \ldots, n)$ would be contained in the left ideal of the commuting differential operators corresponding to the generalized hypergeometric systems of type $B C_{n}$ with the parameter $(-a, \ldots,-a)$. Note that the rank of the generalized hypergeometric systems of type $B C_{n}$ is the order of the Weyl group $W\left(B_{n}\right)$ of type $B_{n}$, which is $2^{n} n!$. The generalized hypergeometric system associated with the root system is irreducible for generic parameters. We show in Appendix B that the system given by $\boldsymbol{D}_{k}^{\prime}-a b(k=1, \ldots, n)$ is holonomic of rank $2^{n}$. We will expect that there exists the subsystem of rank $2^{n}$ in the generalized hypergeometric system of type $B C_{n}$ with a degenerate parameter $(-a,-a, \ldots,-a) \in C^{n}$ with $a \neq 0$, and such a system is given by the operators $\boldsymbol{D}_{k}^{\prime}$. This expectation is compatible with the fact that the number of orbits of the Weyl group $W\left(B_{n}\right)$ through $(-a,-a, \ldots,-a) \in C^{n}$ with $a \neq 0$ is $2^{n}$.

### 7.3. Appendix: zonal polynomial.

We recall the definition of zonal polynomials. The monomial symmetric function $m_{\kappa}=m_{\kappa}\left(z_{1}, \ldots, z_{n}\right)$ is by definition the sum of distinct permutations of a monomial $z_{1}^{k_{1}} z_{2}^{k_{2}} \cdots z_{n}^{k_{n}}$. We introduce a lexicographic order $\leq$ on the set of partitions of $k$. That is, two partitions $\kappa$ and $\kappa^{\prime}$ of $k$ has a relation $\kappa^{\prime}<\kappa$ if and only if there exists a natural number $i$ such that $k_{1}^{\prime}=k_{1}, \ldots, k_{i-1}^{\prime}=k_{i-1}$ and $k_{i}^{\prime}<k_{i}$. For example, $(1, \ldots, 1) \leq \kappa \leq(k)$ for any partition $\kappa$. We denote by $C_{\kappa}(z)=C_{\kappa}\left(z_{1}, \ldots, z_{n}\right)$ the zonal polynomial corresponding to the partition $\kappa$. This polynomial has the following properties (see, e.g., [16]):
(i ) $C_{\kappa}(z)$ is a homogeneous symmetric polynomial of degree $k\left(=k_{1}+\cdots+k_{n}\right)$.
(ii) $C_{\kappa}(z)$ is a linear combination of monomial symmetric functions $m_{\kappa^{\prime}}$ with $\kappa^{\prime} \leq \kappa$. The coefficient of $m_{\kappa}$ in $C_{\kappa}$ is non-zero.
(iii) $C_{\kappa}(z)$ satisfies the differential equation

$$
\begin{aligned}
& \left(\sum_{i=1}^{n} z_{i}^{2} \frac{\partial^{2}}{\partial z_{i}^{2}}+\sum_{i=1}^{n} \sum_{j(\neq i)} \frac{z_{i}^{2}}{z_{i}-z_{j}} \frac{\partial}{\partial z_{i}}\right) C_{\kappa}(z) \\
& \quad=\left(k(n-1)+\sum_{i=1}^{n} k_{i}\left(k_{i}-i\right)\right) C_{\kappa}(z) .
\end{aligned}
$$

(iv) We have the following expression in the generating function

$$
\left(z_{1}+\cdots+z_{n}\right)^{k}=\sum_{\kappa} C_{\kappa}\left(z_{1}, \ldots, z_{n}\right) .
$$

Note that the conditions (i) (ii) (iii) define $C_{\kappa}$ up to a constant multiple, and the condition (iv) gives a normalization of this constant multiple. Note that the zonal polynomial is a zonal spherical function on $G L(n) / O(n)$ with a parameter $\kappa$.

## 8. Appendix A: Spherical polynomials on symmetric spaces.

In this section we give a summary on pluriharmonic polynomials and zonal spherical functions on Grassmann manifolds.

We assume that $d>2 n$, and we put $G L(n)=G L(n, \boldsymbol{R}), O(n)=O(n, \boldsymbol{R})$, and $M_{n, d}=M_{n, d}(\boldsymbol{R})$ for short.

### 8.1. Irreducible representations of $G L(n)$.

Each irreducible (finite-dimensional) polynomial representation $\rho$ of $G L(n)$ corresponds to a partition $\left(f_{1}, f_{2}, \ldots, f_{n}\right)$ of length at most $n$, where $f_{1} \geq f_{2} \geq$ $\cdots \geq f_{n}$ are non-negative integers. A partition is often identified with the Young
diagram.
Lemma 8.1. For an irreducible polynomial representation $\rho$ of $G L(n)$, the followings are equivalent.

- The restriction of $\rho$ to the subgroup $S O(n)$ contains the trivial representation of $S O(n)$. In such a case, the multiplicity of the trivial representation is always one.
- $\rho$ or $\operatorname{det}^{-1} \otimes \rho\left(\right.$ or equivalently $\operatorname{det} \otimes \rho$ ) arises in $\boldsymbol{C}[M(n)]^{S O(n)}$, where det is the determinant representation of $G L(n)$. In such a case, the multiplicity of $\rho$ on $\boldsymbol{C}[M(n)]^{S O(n)}$ is always one.
- $\rho$ or $\rho \otimes \operatorname{sgn}$ arises in $\boldsymbol{C}\left[\mathrm{Sym}_{n}\right]$. In such a case, the multiplicity of such $a$ representation in $\boldsymbol{C}\left[\mathrm{Sym}_{n}\right]$ is always one.
- The partition corresponding to $\rho$ satisfies the condition that $f_{i}-f_{j}$ is even for any $1 \leq i<j \leq n$.

Here $\boldsymbol{C}[M(n)]^{S O(n)}$ is defined to be the space of polynomials $f$ on $M(n)$ such that $f(x k)=f(x)$ for all $k \in S O(n), x \in M(n)$. The action $L(g)$ of $g \in G L(n)$ is given by the left translation $(L(g) f)(x)=f\left(g^{-1} x\right)$ for $x \in M(n)$. Let $\operatorname{Sym}_{n}$ be the set of symmetric matrices of size $n$ and $\boldsymbol{C}\left[\mathrm{Sym}_{n}\right]$ the space of the polynomials $P(X)$ on $\operatorname{Sym}_{n}$. The action of $g \in G L(n)$ on $P$ is given by $P(X) \mapsto P\left(g X^{t} g\right)$. The proof of Lemma 8.1 is easily obtained by using [8, p. 257, Theorem 5.2.9] and the Frobenius reciprocity.

We denote by $\Psi$ the set of all irreducible polynomial representations of $G L(n)$, and by $\Psi^{0} \subset \Psi$ the subset consisting of the representations with the properties in Lemma 8.1.

### 8.2. The space of pluriharmonic polynomials.

Recall that $\mathscr{H}_{n, d}$ is defined to be the space of pluriharmonic polynomials $P(X)$ in $M_{n, d}$. The group $G L(n) \times O(d)$ acts on $\mathscr{H}_{n, d}$ by $P\left({ }^{t} A X h\right)$ for $(A, h) \in$ $G L(n) \times O(d), X \in M_{n, d}$. Now we consider a representation $\rho \otimes \lambda$ of $G L(n) \times O(d)$ realized in $\mathscr{H}_{n, d}$. Let $\Sigma$ be the set of all irreducible representations of $O(d)$, and $\Sigma^{1}$ the set of irreducible representations of $O(d)$ which arises in $\mathscr{H}_{n, d}$. If an irreducible representation $\rho \otimes \lambda$ of $G L(n) \times O(d)$ is realized in $\mathscr{H}_{n, d}$, we put $\tau(\lambda)=\rho$. Kashiwara and Vergne [19] shows that $\tau$ gives an injective map from $\Sigma^{1}$ to the set of irreducible polynomial representations of $G L(n)$. We denote its image by $\Psi^{1}$. The map $\tau$ gives a bijective correspondence between $\Sigma^{1}$ and $\Psi^{1}$. We define $\Psi^{2}:=\Psi^{0} \cap \Psi^{1}$, and $\Sigma^{2}:=\tau^{-1}\left(\Psi^{2}\right)$. We denote by $\mathscr{H}_{n, d}^{S O(n)}$ the space of pluriharmonic polynomials which are left invariant by $S O(n)$. Since $S O(n)$-fixed vector in each irreducible representation of $G L(n)$ is at most one-dimensional (Lemma 8.1), the space $\mathscr{H}_{n, d}^{S O(n)}$ is a direct sum of irreducible subrepresentations of $O(d)$ in $\Sigma^{2}$ with multiplicity-free.

$$
\begin{array}{rllll}
\Sigma \supset \Sigma^{1} & \xrightarrow[\sim]{\tau} & \Psi^{1} \subset & \Psi \\
\cup & & \cup & & \cup \\
\Sigma^{2} & \xrightarrow{\tau} & \Psi^{2} & \subset & \Psi^{0}
\end{array}
$$

We employ the standard parametrization of the irreducible representations of $O(d)$. By the explicit description of the map $\tau$ given in Theorem 6.9 and Theorem 6.13 of Kashiwara and Vergne [19], we can read off the set $\Sigma^{2}$. The conclusion is

$$
\begin{aligned}
\Sigma^{1} & =\text { parameters with depth at most } n \\
& =\left\{\left(f_{1}, \ldots, f_{n}, 0, \ldots, 0 ;(-1)^{f_{1}+\cdots+f_{n}}\right) \mid f_{1} \geq \cdots \geq f_{n} \geq 0\right\}, \\
\Sigma^{2} & =\text { parameters in } \Sigma^{1} \text { with the 'even' condition } \\
& =\left\{\left(f_{1}, \ldots, f_{n}, 0, \ldots, 0 ;(-1)^{f_{1}+\cdots+f_{n}}\right) \in \Sigma^{1} \mid f_{i}-f_{j} \in 2 \boldsymbol{Z}(1 \leq i<j \leq n)\right\}
\end{aligned}
$$

under our assumption $d>2 n$. We also have $\Psi=\Psi_{1}$ and $\Psi_{2}=\Psi_{0}$.

### 8.3. Grassmann manifolds.

We consider the oriented Grassmann manifold $\mathscr{G}_{d, n}^{\circ}$ consisting of $n$ dimensional oriented subspaces in the $d$-dimensional fixed real vector space. We denote by $L^{2}\left(\mathscr{G}_{d, n}\right)$ the space of square integrable functions on the oriented Grassmannian manifold $\mathscr{G}_{d, n}^{\circ}$. The orthogonal group $O(d)$ acts on $L^{2}\left(\mathscr{G}_{d, n}^{\circ}\right)$ by the right regular representation. Let $L^{2}\left(\mathscr{G}_{d, n}^{\circ}\right)_{O(d)}$ be the set of $O(d)$-finite vectors in $L^{2}\left(\mathscr{G}_{d, n}^{\circ}\right)$. Every element in $L^{2}\left(\mathscr{G}_{d, n}^{\circ}\right)_{O(d)}$ is a real analytic function on $\mathscr{G}_{d, n}^{\circ}$, and $L^{2}\left(\mathscr{G}_{d, n}^{\circ}\right)_{O(d)}$ is a dense subspace of $L^{2}\left(\mathscr{G}_{d, n}^{\circ}\right)$. The representation of $O(d)$ on $L^{2}\left(\mathscr{G}_{d, n}^{\circ}\right)\left(\right.$ resp. $\left.L^{2}\left(\mathscr{G}_{d, n}^{\circ}\right)_{O(d)}\right)$ is decomposed into a Hilbert direct sum (resp. an algebraic direct sum) of irreducible representations of $O(d)$ with multiplicity-free, and the set of the irreducible representations of $O(d)$ arising there is $\Sigma^{2}$. See, e.g., in page 546 of [8].

We identify $M_{n, d}$ with the set of $n$ vectors in $\boldsymbol{R}^{d}$, where $\boldsymbol{R}^{d}$ is considered to be the set of row vectors. We denote by $M_{n, d}^{\prime}$ the open dense subset of $M_{n, d}$ consisting of $n$ linearly independent vectors in $\boldsymbol{R}^{d}$, and by $M_{n, d}^{\prime \prime}$ the compact subset of $M_{n, d}^{\prime}$ consisting of $n$ orthonormal vectors in $\boldsymbol{R}^{d}$. The natural inclusion $M_{n, d}^{\prime \prime} \subset$ $M_{n, d}^{\prime} \subset M_{n, d}$ is compatible with the natural action of $O(d)$ from the right. The group $G L(n)$ acts on $M_{n, d}^{\prime}$ from the left, and the subgroup $O(n)$ acts on the subset $M_{n, d}^{\prime \prime}$. The action of $O(d)$ is transitive on $M_{n, d}^{\prime \prime}$ so that $M_{n, d}^{\prime \prime} \cong O(d-n) \backslash O(d)$. Using these actions, we have

$$
\begin{align*}
\mathscr{G}_{d, n}^{\circ} & \cong S O(n) \backslash M_{n, d}^{\prime \prime} \\
& \cong(S O(n) \times O(d-n)) \backslash O(d) \\
& \cong(S O(n) \times S O(d-n)) \backslash S O(d) \\
& \cong G L(n)_{+} \backslash M_{n, d}^{\prime} \tag{22}
\end{align*}
$$

as $O(d)$-homogeneous manifold. Here $G L(n)_{+}=G L(n, \boldsymbol{R})_{+}:=\{g \in G L(n) \mid$ $\operatorname{det}(g)>0\}$ is the identity component of $G L(n)$.

### 8.4. Relation between pluriharmonic polynomials and Grassmann manifolds.

The restriction of a polynomial on $M_{n, d}$ to $M_{n, d}^{\prime \prime}$ induces the map from $\mathscr{H}_{n, d}$ to the space of functions on $M_{n, d}^{\prime \prime}$. Since this map is $O(n) \times O(d)$-equivariant, $\mathscr{H}_{n, d}^{S O(n)}$ is mapped to the $S O(n)$-invariant functions on $M_{n, d}^{\prime \prime}$. By the isomorphism (22), we obtain an $O(d)$-equivariant map

$$
\mathscr{H}_{n, d}^{S O(n)} \rightarrow L^{2}\left(\mathscr{G}_{d, n}^{\circ}\right)_{O(d)} .
$$

Since both sides have the same irreducible decomposition as $O(d)$-modules, we conclude that this is an isomorphism.

### 8.5. Zonal spherical functions on Grassmann manifolds.

First we recall the zonal spherical functions on $\mathscr{G}_{d, n}^{\circ}$. For each irreducible subrepresentation $V$ of $O(d)$ on $L^{2}\left(\mathscr{G}_{d, n}^{\circ}\right)$, we have the unique function $f(g)$ of $g \in O(d)$ up to a constant multiple which is bi- $(S O(n) \times O(d-n))$-invariant. This is also considered to be a function $f(x)$ in $V$ of $x \in \mathscr{G}_{d, n}$ such that $f(x h)=f(x)$ (for all $h \in S O(n) \times O(d-n)$ ). This function is usually called the zonal spherical function.

Now we explain the standard idea of doubling the variables. Let us consider the diagonal action of $O(d)$ on the product $\mathscr{G}_{d, n}^{\circ} \times \mathscr{G}_{d, n}^{\circ}$ by $(x, y) \mapsto(x h, y h)$ for $h \in O(d)$. A natural isomorphism

$$
\begin{aligned}
& \left(\mathscr{G}_{d, n} \times \mathscr{G}_{d, n}\right) / O(d) \\
& \quad \cong(((S O(n) \times O(d-n)) \backslash O(d)) \times((S O(n) \times O(d-n)) \backslash O(d))) / O(d) \\
& \quad \cong(S O(n) \times O(d-n)) \backslash O(d) /(S O(n) \times O(d-n)) \\
& \quad \cong \mathscr{G}_{d, n}^{\circ} /(S O(n) \times O(d-n))
\end{aligned}
$$

induces the isomorphism $L^{2}\left(\mathscr{G}_{d, n}^{\circ} \times \mathscr{G}_{d, n}^{\circ}\right)^{O(d)} \cong L^{2}\left(\mathscr{G}_{d, n}^{\circ}\right)^{S O(n) \times O(d-n)}$. In this man-
ner, a zonal spherical function is considered to be a function in $L^{2}\left(\mathscr{G}_{d, n}^{\circ} \times \mathscr{G}_{d, n}^{\circ}\right)^{O(d)}$. If we take an orthonormal basis $\left\{f_{i} \mid i=1, \ldots, \operatorname{dim} V\right\}$ of an irreducible subrepresentation $(\lambda, V) \in \Sigma^{2}$ of $O(d)$ in $L^{2}\left(\mathscr{G}_{d, n}^{\circ}\right)$, then $f(x, y)=\sum_{i=1}^{\operatorname{dim} V} f_{i}(x) f_{i}(y)$ is the zonal spherical function under this identification.

Now we explain the relation between the polynomial $P^{*}(X, Y)$ in Section 2 and the zonal spherical function $f(x, y)=\sum_{i=1}^{\operatorname{dim} V} f_{i}(x) f_{i}(y)$. Take a lift $P_{i}^{*} \in$ $\mathscr{H}_{n, d}^{S O(n)}$ of $f_{i}$ under the identification $\mathscr{H}_{n, d}^{S O(n)} \cong L^{2}\left(\mathscr{G}_{d, n}^{\circ}\right)$, explained in 8.4. We consider $P^{*}(X, Y):=\sum_{i=1}^{\operatorname{dim} V} P_{i}^{*}(X) P_{i}^{*}(Y)$. Then $P^{*}(X, Y)$ satisfies the following three conditions:
( i ) $)^{\prime}$ The action of $G L(n) \times G L(n)$ on the linear span of $P^{*}(a X, b Y)(a, b \in$ $G L(n))$ is $\rho \otimes \rho$, where $\rho=\tau(\lambda)$ is the irreducible representation of $G L(n)$.
(ii) $P^{*}(X h, Y h)=P^{*}(X, Y)(h \in O(d))$.
(iii) $P^{*}(X, Y)$ is pluriharmonic with respect to each $X$ or $Y$.

Conversely, the restriction of $P^{*}$ with these properties (i) (ii) (iii) to $\mathscr{G}_{d, n} \times$ $\mathscr{G}_{d, n}$ gives a zonal spherical function associated with an irreducible representation $(\lambda, V) \in \Sigma^{2}$. Such a polynomial seems to be essentially a generalized Jacobi polynomial defined in [17].

We now consider the special case that the representation $\rho$ of $G L(n)$ is onedimensional; $\rho(A)=(\operatorname{det} A)^{\nu}$ for some non-negative integer $\nu$. In this case the condition (i)' is rephrased as
( i ) $P^{*}(A X, B Y)=(\operatorname{det} A B)^{\nu} P^{*}(X, Y)$ for all $A, B \in G L(n)$,
which is the same as (i) in Section 2. The corresponding parameter of $\lambda$ such that $\rho=\tau(\lambda)$ is given by $\lambda=(\underbrace{\nu, \cdots, \nu}_{n}, \underbrace{0, \ldots, 0}_{[d / 2]-n} ;(-1)^{n \nu})$.

## 9. Appendix B: Holonomic D-modules.

The purpose of this section is to give a proof of the following theorem:
Theorem 9.1. Let $\boldsymbol{D}_{k}$ be the operators given in Theorem 5.3. For each complex parameters $d$ and $\nu$, the system

$$
\boldsymbol{D}_{k} Q=0 \quad(1 \leq k \leq n)
$$

is holonomic of rank $2^{n}$.
We summarize the general terminology and the fact in D-modules. These are given in the standard textbook, e.g., [12], [18].

Let $X$ be an $n$-dimensional complex manifold. In this paper, we may assume
that $X$ is an open subset of $\boldsymbol{C}^{n}$. We denote by $T^{*} X$ the cotangent bundle of $X$, and by $\left(z_{1}, \ldots, z_{n}, \zeta_{1}, \ldots, \zeta_{n}\right)$ the coordinates on $T^{*} X$.

Let $\mathscr{O}_{X}$ be the sheaf of the ring of holomorphic functions on $X, \mathscr{D}=\mathscr{D}_{X}$ the sheaf of the ring of (linear) differential operators with holomorphic coefficients on $X, \mathscr{O}_{T^{*} X}$ the sheaf of the ring of holomorphic functions on $T^{*} X$. For a differential operator $\boldsymbol{D} \in \mathscr{D}$, we denote by $\sigma(\boldsymbol{D}) \in \mathscr{O}_{T^{*} X}$ the principal symbol of $\boldsymbol{D}$.

Example 9.2 ([12, Example 2.2.6]). Let $\mathscr{I}$ be a left ideal of $\mathscr{D}$. We denote by $\sigma(\mathscr{I})$ the ideal of $\mathscr{O}_{T^{*} X}$ generated by $\{\sigma(\boldsymbol{D}) \mid \boldsymbol{D} \in \mathscr{I}\}$. The characteristic variety of the left D-module $\mathscr{D} / \mathscr{I}$ is equal to the common zeros of the ideal $\sigma(\mathscr{I})$;

$$
\operatorname{Ch}(\mathscr{D} / \mathscr{I})=\left\{(z, \zeta) \in T^{*} X \mid f(z, \zeta)=0, \text { for all } f \in \sigma(\mathscr{I})\right\}
$$

It is known that the dimension of a non-empty characteristic variety is at least $n=$ $\operatorname{dim} X$. A left D-module $\mathscr{D} / \mathscr{I}$ is called holonomic if the dimension of the characteristic variety $\operatorname{Ch}(\mathscr{D} / \mathscr{I})$ is at most $n=\operatorname{dim} X$. For an irreducible component $V$ of the characteristic variety $\operatorname{Ch}(\mathscr{D} / \mathscr{I})$, the multiplicity of $\mathscr{D} / \mathscr{I}$ along $V$ is defined to be the multiplicity of $\mathscr{O}_{T^{*} X} / \sigma(\mathscr{I})$ along $V ; \operatorname{mult}_{V}(\mathscr{D} / \mathscr{I}):=\operatorname{mult}_{V}\left(\mathscr{O}_{T^{*} X} / \sigma(\mathscr{I})\right)$.

The zero section of the tangent bundle $T^{*} X$ is denoted by $T_{X}^{*} X ; T_{X}^{*} X=$ $\{(z, \zeta) \mid \zeta=0\}$.

Lemma 9.3 ([12, Example 2.2.4, Proposition 2.2.5]). The following conditions on $\mathscr{I}$ are equivalent.
(i) The characteristic variety $\operatorname{Ch}(\mathscr{D} / \mathscr{I})=T_{X}^{*} X$, and the multiplicity $r=$ $\operatorname{mult}_{T_{X}^{*} X}(\mathscr{D} / \mathscr{I})$.
(ii) The $\mathscr{O}_{X}$-module $\mathscr{O}_{T^{*} X} / \sigma(\mathscr{I})$ is locally free of rank $r$.
(iii) The left D-module $\mathscr{D} / \mathscr{I}$ is an integrable connection of rank $r$.
(iv) The space $\operatorname{Hom}_{\mathscr{D}}\left(\mathscr{D} / \mathscr{I}, \mathscr{O}_{X}\right)$ of solutions forms a vector bundle of rank $r$ over $X$.

Moreover, such a D-module $\mathscr{D} / \mathscr{I}$ is holonomic on $X$.
Note that as for the condition (iv), the sheaf of holomorphic solutions is given by

$$
\begin{aligned}
\operatorname{Hom}_{\mathscr{D}}\left(\mathscr{D} / \mathscr{I}, \mathscr{O}_{X}\right) & \cong\left\{f \in \mathscr{O}_{X} \mid \boldsymbol{D} f=0 \text { for all } \boldsymbol{D} \in \mathscr{I}\right\} \\
& =\left\{f \in \mathscr{O}_{X} \mid \boldsymbol{D}_{1} f=\cdots=\boldsymbol{D}_{N} f=0\right\}
\end{aligned}
$$

if $\mathscr{I}$ is generated by $\boldsymbol{D}_{1}, \ldots, \boldsymbol{D}_{N}$.
The following fact is a direct consequence from the definition.

Lemma 9.4. Let $\mathscr{I}$ be a left ideal of $\mathscr{D}$ generated by $\boldsymbol{D}_{i}$ with $i=1,2, \ldots, N$.
(1) The ideal generated by $\sigma\left(\boldsymbol{D}_{i}\right)$ with $i=1,2, \ldots, N$ is contained in $\sigma(\mathscr{I})$.
(2) The characteristic variety $\operatorname{Ch}(\mathscr{D} / \mathscr{I})$ is contained in the common zeros of $\sigma\left(\boldsymbol{D}_{1}\right), \ldots, \sigma\left(\boldsymbol{D}_{N}\right)$.
(3) If the dimension of such common zeros is at most $n(=\operatorname{dim} X)$, then the $D$ module $\mathscr{D} / \mathscr{I}$ is holonomic on $X$.

We give an example of Lemma 9.4(3).
Example 9.5. Let $\boldsymbol{D}_{i} \in \mathscr{D}(1 \leq i \leq n)$ be the differential operators with holomorphic coefficients on $X$ such that $\sigma\left(\boldsymbol{D}_{i}\right)=\zeta_{i}^{2}(1 \leq i \leq n)$. Let $\mathscr{I}$ be the ideal of $\mathscr{D}$ generated by $\boldsymbol{D}_{1}, \ldots, \boldsymbol{D}_{n}$. Then the left D-module $\mathscr{D} / \mathscr{I}$ is holonomic.

In general, the inclusion (1) in Lemma 9.4 could be strict. The set $\boldsymbol{D}_{1}, \ldots, \boldsymbol{D}_{N} \in \mathscr{I}$ is called an involutive system of generators if the symbols $\sigma\left(\boldsymbol{D}_{1}\right), \ldots, \sigma\left(\boldsymbol{D}_{N}\right)$ generate $\sigma(\mathscr{I})$ over $\mathscr{O}_{T^{*} X}$. We give a sufficient condition to be an involutive system.

Proposition 9.6 ([18, Proposition 2.12]). Let $\boldsymbol{D}_{1}, \ldots, \boldsymbol{D}_{N} \in \mathscr{D}$ be differential operators of order $m_{1}, \ldots, m_{N}$, respectively. Let $\mathscr{I}=\mathscr{D} \boldsymbol{D}_{1}+\cdots+\mathscr{D} \boldsymbol{D}_{N}$ be the left ideal of $\mathscr{D}$ generated by $\boldsymbol{D}_{1}, \ldots, \boldsymbol{D}_{N}$. Let $Y$ be the common zeros of the symbols $\sigma\left(\boldsymbol{D}_{1}\right), \ldots, \sigma\left(\boldsymbol{D}_{N}\right)$. Assume the following (a) and (b):
(a) The codimension of $Y$ in $T^{*} X$ is $N$.
(b) There exist differential operators $G_{i j k} \in \mathscr{D}$ of order $\leq m_{i}+m_{j}-m_{k}-1$ such that $\left[\boldsymbol{D}_{i}, \boldsymbol{D}_{j}\right]=\sum_{k=1}^{N} G_{i j k} \boldsymbol{D}_{k}$ for all $i, j=1, \ldots, N$.
Then $\boldsymbol{D}_{1}, \ldots, \boldsymbol{D}_{N}$ is an involutive system of generators and $\operatorname{Ch}(\mathscr{D} / \mathscr{I})=Y$.
Now we consider the case when the number $N$ of generators is equal to the dimension $n$ of the manifold $X$.

Proposition 9.7. Suppose $\boldsymbol{D}_{i} \in \mathscr{D}(1 \leq i \leq n)$ be the differential operators with holomorphic coefficients on $X$ which satisfy the condition (b) in Proposition 9.6 and the following condition:
(a') The common zeros of the symbol $\sigma\left(\boldsymbol{D}_{i}\right)(1 \leq i \leq n)$ is the zero section $\left\{(z, \zeta) \in T^{*} X \mid \zeta=0\right\}$.
Then the space of solutions of the system of differential equations

$$
\boldsymbol{D}_{1} f=\cdots=\boldsymbol{D}_{n} f=0
$$

forms a vector bundle over $X$ of rank $r$, where $r$ is given by the multiplicity:
$r=\operatorname{mult}_{T_{X}^{*} X}\left(\mathscr{O}_{T^{*} X} /\left(\sigma\left(\boldsymbol{D}_{1}\right), \ldots, \sigma\left(\boldsymbol{D}_{n}\right)\right)\right)$.
Proof. We apply Proposition 9.6 for $N=n$. The condition (a') implies the condition (a). Then $\boldsymbol{D}_{1}, \ldots, \boldsymbol{D}_{n}$ is an involutive system of generators. Let $\mathscr{I}$ be a left ideal of $\mathscr{D}$ generated by $\boldsymbol{D}_{i}$ with $i=1,2, \ldots, n$. Then $\sigma(\mathscr{I})=\left(\sigma\left(\boldsymbol{D}_{1}\right), \ldots, \sigma\left(\boldsymbol{D}_{n}\right)\right)$ and $\operatorname{Ch}(\mathscr{D} / \mathscr{I})=T_{X}^{*} X$ by the condition (a). Finally, $r=\operatorname{mult}_{T_{X}^{*} X}(\mathscr{D} / \mathscr{I})=\operatorname{mult}_{T_{X}^{*} X}\left(\mathscr{O}_{T^{*} X} / \sigma(\mathscr{I})\right)=\operatorname{mult}_{T_{X}^{*} X}\left(\mathscr{O}_{T^{*} X} /\right.$ $\left.\left(\sigma\left(\boldsymbol{D}_{1}\right), \ldots, \sigma\left(\boldsymbol{D}_{n}\right)\right)\right)$. Hence we see that the condition (i) in Lemma 9.3 is verified, and the conclusion of this Proposition is the condition (iv) in Lemma 9.3.

Note that only the condition ( $\mathrm{a}^{\prime}$ ) is sufficient for the D-module $\mathscr{D} / \mathscr{I}$ to be a vector bundle because of Lemma 9.4(2). In order to obtain an exact formula of its rank $r$, we need an extra condition such as the condition (b).

Remark 9.8. The multiplicity $r$ given in Proposition 9.7 seems to be equal to the product of the orders of $\boldsymbol{D}_{1}, \ldots, \boldsymbol{D}_{n}$, that is, the product of the homogeneous degrees in $\zeta$ of $\sigma\left(\boldsymbol{D}_{1}\right), \ldots, \sigma\left(\boldsymbol{D}_{n}\right)$.

We show the following formula for the commutators.
Lemma 9.9. Let $\boldsymbol{D}_{k}$ be the operators given in Theorem 5.3. Then we have

$$
\left[\boldsymbol{D}_{k}, \boldsymbol{D}_{l}\right]=\frac{2 \lambda_{k}^{2} \lambda_{l}^{2}-\lambda_{k}^{2}-\lambda_{l}^{2}}{\left(\lambda_{k}^{2}-\lambda_{l}^{2}\right)^{2}}\left(\boldsymbol{D}_{k}-\boldsymbol{D}_{l}\right)
$$

Proof. Since the proof is obtained by a straight forward calculation, we omit it here.

Proof of Theorem 9.1. We will apply Proposition 9.7. Let $X$ be the set $\left\{\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \boldsymbol{C}^{n} \mid \lambda_{i} \neq \lambda_{j}(1 \leq i<j \leq n)\right\}$ and $m_{1}=\cdots=m_{n}=2$. Then Lemma 9.9 shows that $\boldsymbol{D}_{1}, \ldots, \boldsymbol{D}_{n}$ satisfies the condition (b) in Proposition 9.7. Since the symbol $\sigma\left(\boldsymbol{D}_{k}\right)=\zeta_{k}^{2}$, then we see that the condition (a') in Proposition 9.7 is also satisfied. We compute the multiplicity as

$$
\begin{aligned}
r & =\operatorname{mult}_{X}\left(\mathscr{O}_{X} \otimes\left(\boldsymbol{C}\left[\zeta_{1}, \ldots, \zeta_{n}\right] /\left(\zeta_{1}^{2}, \ldots, \zeta_{n}^{2}\right)\right)\right) \\
& =\operatorname{dim}_{\boldsymbol{C}}\left(\boldsymbol{C}\left[\zeta_{1}, \ldots, \zeta_{n}\right] /\left(\zeta_{1}^{2}, \ldots, \zeta_{n}^{2}\right)\right)=2^{n} .
\end{aligned}
$$

Then the system is holonomic on $X$ of rank $2^{n}$.
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