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#### Abstract

Let $\sigma$ be an operator mean and $f$ a non-constant operator monotone function on $(0, \infty)$ associated with $\sigma$. If operators $A, B$ satisfy $0 \leq A \leq B$, then it holds that $Y \sigma(t A+X) \leq Y \sigma(t B+X)$ for any non-negative real number $t$ and any positive, invertible operators $X, Y$. We show that the condition $Y \sigma(t A+X) \leq Y \sigma(t B+X)$ for a sufficiently small $t>0$ implies $A \leq B$ if and only if $X$ is a positive scalar multiple of $Y$ or the associated operator monotone function $f$ with $\sigma$ has the form $f(t)=(a t+b) /(c t+d)$, where $a, b, c, d$ are real numbers satisfying $a d-b c>0$.


1. Introduction. We denote the set of all $n \times n$ matrices over $\mathbb{C}$ by $M_{n}$ and set

$$
H_{n}=\left\{A \in M_{n} ; A^{*}=A\right\} \text { and } H_{n}^{+}=\left\{A \in H_{n} ; A \geq 0\right\},
$$

where $A \geq 0$ means that $A$ is non-negative, that is, the value of inner product

$$
(A x, x) \geq 0 \quad \text { for all } x \in \mathbb{C}^{n} .
$$

Let $J$ be an open interval of the set $\mathbb{R}$ of real numbers. We also denote by $H_{n}(J)$ the set of $A \in H_{n}$ with its spectrum $\operatorname{Sp}(A) \subset J$. A real continuous function $f$ defined on $J$ is said to be operator monotone (in short, $f \in \mathbb{P}(J)$ ) if $A \leq B$ implies $f(A) \leq f(B)$ for any $n \in \mathbb{N}$ and $A, B \in H_{n}(J)$. In this paper, we assume that an operator monotone function is not a constant function.

By the definition of $f \in \mathbb{P}(J)$, for $A, B \in H_{n}, A \leq B$ implies $f(a I+t A) \leq f(a I+t B)$ for a sufficiently small $t>0$, where $a \in J$. Kubo-Ando [5] defined an operator mean $\sigma$ which is a binary operation $X \sigma Y$ for $X, Y \in H_{n}(0, \infty)$, and is given by some $f \in \mathbb{P}(0, \infty)$ with $f(1)=1$ and $f(t)>0$ as follows:

$$
X \sigma Y=X^{1 / 2} f\left(X^{-1 / 2} Y X^{-1 / 2}\right) X^{1 / 2}
$$

In this paper, we consider the problem whether, for $X, Y \in H_{n}(0, \infty)$ and an operator mean $\sigma$, the following condition for $A, B \in H_{n}$ :

$$
\begin{equation*}
Y \sigma(t A+X) \leq Y \sigma(t B+X) \quad \text { for a sufficiently small } t>0 \tag{*}
\end{equation*}
$$

(correctly, there exists a positive number $\varepsilon$ satisfying that $Y \sigma(t A+X) \leq Y \sigma(t B+X)$ holds whenever $0 \leq t \leq \varepsilon$ ) implies $A \leq B$ or not. Our results are the following:
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(1) When $X=c Y$ for some $c>0$, the condition (*) implies $A \leq B$ for any operator mean $\sigma$ ([Corollary 4.2]).
(2) When the associated $f \in \mathbb{P}(0, \infty)$ with $\sigma$ has the form $\frac{a t+b}{c t+d}$, the condition $(*)$ implies $A \leq B$ for any $X, Y \in H_{n}(0, \infty)$ ([Corollary 4.4]).
(3) When the associated $f \in \mathbb{P}(0, \infty)$ with $\sigma$ has not the form $\frac{a t+b}{c t+d}$ and $X$ is not a scalar multiple of $Y$, there exists $A, B, X$ and $Y$ satisfying

$$
A \nless B \text { and } Y \sigma(t A+X) \leq Y \sigma(t B+X)
$$

for a sufficiently small $t>0$ ([Theorem 4.6]).
Combining these facts, we get the following:
THEOREM 1.1. Let $X, Y \in H_{n}(0, \infty)$ and $\sigma$ an operator mean. Then the condition $(*)$ implies $A \leq B$ if and only if $X$ is a positive scalar multiple of $Y$ or the associated operator monotone function $f$ with $\sigma$ has the form

$$
f(t)=\frac{a t+b}{c t+d}, \quad a, b, c, d \in \mathbb{R}, a d-b c>0
$$

2. Schur product. For $A \in M_{n}$, we define the linear map $S_{A}$ from $M_{n}$ to $M_{n}$ as follows:

$$
S_{A}(B)=A \circ B \quad\left(B \in M_{n}\right),
$$

where $A \circ B$ means the Schur product of $A$ and $B$, that is,

$$
A \circ B=\left(a_{i j}\right) \circ\left(b_{i j}\right)=\left(a_{i j} b_{i j}\right) .
$$

When $A$ belongs to $H_{n}^{+}$, it is well known that $S_{A}$ is completely positive [2], in particular, $S_{A}\left(H_{n}^{+}\right) \subset H_{n}^{+}$.

We call $A$ of strict rank 1 if there exist $\alpha_{i}, \beta_{i} \in \mathbb{C} \backslash\{0\}(i=1,2, \ldots, n)$ such that

$$
A=\left(\begin{array}{c}
\alpha_{1} \\
\alpha_{2} \\
\vdots \\
\alpha_{n}
\end{array}\right)\left(\begin{array}{llll}
\beta_{1} & \beta_{2} & \cdots & \beta_{n}
\end{array}\right)=\left(\begin{array}{cccc}
\alpha_{1} \beta_{1} & \alpha_{1} \beta_{2} & \cdots & \alpha_{1} \beta_{n} \\
\alpha_{2} \beta_{1} & \alpha_{2} \beta_{2} & \cdots & \alpha_{2} \beta_{n} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_{n} \beta_{1} & \alpha_{n} \beta_{2} & \cdots & \alpha_{n} \beta_{n}
\end{array}\right) .
$$

When $A \in H_{n}^{+}$is of strict rank 1, $A$ is represented as follows:

$$
A=\left(\begin{array}{c}
\overline{\gamma_{1}} \\
\overline{\gamma_{2}} \\
\vdots \\
\overline{\gamma_{n}}
\end{array}\right)\left(\begin{array}{llll}
\gamma_{1} & \gamma_{2} & \cdots & \gamma_{n}
\end{array}\right),
$$

where $\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n} \in \mathbb{C} \backslash\{0\}$. The following statement plays an important role in this paper.
Proposition 2.1. For $A=\left(a_{i j}\right) \in H_{n}^{+}$, the following are equivalent:
(1) For $B \in H_{n}, S_{A}(B) \geq 0 \Rightarrow B \geq 0$.
(2) $A$ is of strict rank 1 .
(3) $S_{A}\left(H_{n}^{+}\right)=H_{n}^{+}$.
(4) $a_{k k}>0$ and $a_{k k} a_{l l}=a_{k l} a_{l k}\left(=\left|a_{k l}\right|^{2}\right)$ for each $k, l$.

Proof. (1) $\Rightarrow$ (4) We assume $a_{k k}=0$. Set $B=\left(b_{i j}\right)$ as follows:

$$
b_{i j}=\left\{\begin{array}{ll}
-1 & \text { if }(i, j)=(k, k) \\
0 & \text { otherwise }
\end{array} .\right.
$$

Since $B \ngtr 0$ and $S_{A}(B)=A \circ B=0 \geq 0$, this contradicts the assumption. So $a_{k k}>0$ for all $k$.

By the positivity of $A$, we have

$$
\left(\begin{array}{cc}
a_{k k} & a_{k l} \\
a_{l k} & a_{l l}
\end{array}\right) \geq 0
$$

in particular, $a_{k k} a_{l l}-a_{k l} a_{l k} \geq 0$. We assume that $a_{k k} a_{l l}-a_{k l} a_{l k}>0$. Then we set $B=\left(b_{i j}\right)$ as follows:

$$
b_{i j}=\left\{\begin{array}{ll}
\frac{\left|a_{k l}\right|}{a_{k k}} & \text { if }(i, j)=(k, k) \\
\frac{\left|a_{k l}\right|}{a_{l l}} & \text { if }(i, j)=(l, l) \\
1 & \text { if }(i, j)=(k, l) \text { or }(l, k) \\
0 & \text { otherwise }
\end{array} .\right.
$$

Since $\left|a_{k l}\right|^{2}=a_{k l} a_{l k}<a_{k k} a_{l l}$, we have $B \nsupseteq 0$. But we have

$$
(A \circ B)_{i j}= \begin{cases}\left|a_{k l}\right| & \text { if }(i, j)=(k, k) \text { or }(l, l) \\ a_{k l} & \text { if }(i, j)=(k, l) \\ a_{l k} & \text { if }(i, j)=(l, k) \\ 0 & \text { otherwise }\end{cases}
$$

and $A \circ B \geq 0$. This contradicts the assumption. So we have $a_{k k} a_{l l}-a_{k l} a_{l k}=0$ for each $k, l$.
(4) $\Rightarrow$ (2) We set $r_{k}=\sqrt{a_{k k}}>0(k=1,2, \ldots, n)$. By the assumption, for each $k$ and $l$, we can choose $\theta(k, l) \in \mathbb{R}$ such that

$$
a_{k l}=r_{k} r_{l} e^{i \theta(k, l)}
$$

Then we also have $e^{i \theta(k, l)}=e^{-i \theta(l, k)}$ and $e^{i \theta(k, k)}=1$. If we show the relation

$$
e^{i \theta(k, l)} e^{i \theta(l, m)}=e^{i \theta(k, m)}
$$

for any $k, l$ and $m$, then we can see that $A$ is of strict rank 1 as follows:

$$
\left(\begin{array}{c}
r_{1} \\
r_{2} e^{-i \theta(1,2)} \\
\vdots \\
r_{n} e^{-i \theta(1, n)}
\end{array}\right)\left(\begin{array}{llll}
r_{1} & r_{2} e^{i \theta(1,2)} & \ldots & r_{n} e^{i \theta(1, n)}
\end{array}\right)
$$

$$
\begin{aligned}
& =\left(\begin{array}{c}
r_{1} \\
r_{2} e^{i \theta(2,1)} \\
\vdots \\
r_{n} e^{i \theta(n, 1)}
\end{array}\right)\left(\begin{array}{llll}
r_{1} & r_{2} e^{i \theta(1,2)} & \cdots & \left.r_{n} e^{i \theta(1, n)}\right)
\end{array}\right. \\
& =\left(\begin{array}{cccc}
r_{1}^{2} & r_{1} r_{2} e^{i \theta(1,2)} & \cdots & r_{1} r_{n} e^{i \theta(1, n)} \\
r_{2} r_{1} e^{i \theta(2,1)} & r_{2}^{2} e^{i \theta(2,1)} e^{i \theta(1,2)} & \cdots & r_{2} r_{n} e^{i \theta(2,1)} e^{i \theta(1, n)} \\
\vdots & \vdots & \ddots & \vdots \\
r_{n} r_{1} e^{i \theta(n, 1)} & r_{n} r_{2} e^{i \theta(n, 1)} e^{i \theta(1,2)} & \cdots & r_{n}^{2} e^{i \theta(n, 1)} e^{i \theta(1, n)}
\end{array}\right) \\
& =\left(\begin{array}{cccc}
r_{1}^{2} & r_{1} r_{2} e^{i \theta(1,2)} & \cdots & r_{1} r_{n} e^{i \theta(1, n)} \\
r_{2} r_{1} e^{i \theta(2,1)} & r_{2}^{2} & \cdots & r_{2} r_{n} e^{i \theta(2, n)} \\
\vdots & \vdots & \ddots & \vdots \\
r_{n} r_{1} e^{i \theta(n, 1)} & r_{n} r_{2} e^{i \theta(n, 2)} & \cdots & r_{n}^{2}
\end{array}\right)=A
\end{aligned}
$$

It suffices to show the relation $e^{i \theta(k, l)} e^{i \theta(l, m)}=e^{i \theta(k, m)}$ in the case of each two of $k, l, m$ are different. By the positivity of $A$, we have

$$
\left(\begin{array}{ccc}
a_{k k} & a_{k l} & a_{k m} \\
a_{l k} & a_{l l} & a_{l m} \\
a_{m k} & a_{m l} & a_{m m}
\end{array}\right) \geq 0
$$

Since

$$
\begin{aligned}
& \left(\begin{array}{ccc}
a_{k k} & a_{k l} & a_{k m} \\
a_{l k} & a_{l l} & a_{l m} \\
a_{m k} & a_{m l} & a_{m m}
\end{array}\right)=\left(\begin{array}{ccc}
r_{k}^{2} & r_{k} r_{l} e^{i \theta(k, l)} & r_{k} r_{m} e^{i \theta(k, m)} \\
r_{l} r_{k} e^{i \theta(l, k)} & r_{l}^{2} & r_{l} r_{m} e^{i \theta(l, m)} \\
r_{m} r_{k} e^{i \theta(m, k)} & r_{m} r_{l} e^{i \theta(m, l)} & r_{m}^{2}
\end{array}\right) \\
= & \left(\begin{array}{ccc}
r_{k} e^{i \theta(k, l)} & & \\
& & r_{l} \\
& & \\
r_{m} e^{i \theta(m, l)}
\end{array}\right)\left(\begin{array}{ccc}
1 & 1 & \alpha \\
1 & 1 & 1 \\
\bar{\alpha} & 1 & 1
\end{array}\right)\left(\begin{array}{lll}
r_{k} e^{i \theta(l, k)} & \\
& r_{l} & \\
& & r_{m} e^{i \theta(l, m)}
\end{array}\right)
\end{aligned}
$$

and

$$
\alpha=e^{-i \theta(k, l)} e^{-i \theta(l, m)} e^{i \theta(k, m)}
$$

we have

$$
\left(\begin{array}{lll}
1 & 1 & \alpha \\
1 & 1 & 1 \\
\bar{\alpha} & 1 & 1
\end{array}\right) \geq 0
$$

Then $|\alpha|=1$ and

$$
0 \leq \operatorname{det}\left(\begin{array}{ccc}
1 & 1 & \alpha \\
1 & 1 & 1 \\
\bar{\alpha} & 1 & 1
\end{array}\right)=\alpha+\bar{\alpha}-2
$$

imply $\alpha=1$. So the desired relation is established.
(2) $\Rightarrow$ (3) When $A$ is of strict rank 1, we construct $A^{\prime} \in H_{n}^{+}$as follows:

$$
A=\left(\begin{array}{c}
\overline{\gamma_{1}} \\
\overline{\gamma_{2}} \\
\vdots \\
\overline{\gamma_{n}}
\end{array}\right)\left(\begin{array}{llll}
\gamma_{1} & \gamma_{2} & \cdots & \gamma_{n}
\end{array}\right), \quad A^{\prime}=\left(\begin{array}{c}
1 / \overline{\gamma_{1}} \\
1 / \overline{\gamma_{2}} \\
\vdots \\
1 / \overline{\gamma_{n}}
\end{array}\right)\left(\begin{array}{llll}
1 / \gamma_{1} & 1 / \gamma_{2} & \cdots & 1 / \gamma_{n}
\end{array}\right) .
$$

Since $S_{A}\left(H_{n}^{+}\right) \subset H_{n}^{+}, S_{A^{\prime}}\left(H_{n}^{+}\right) \subset H_{n}^{+}$and $S_{A} S_{A^{\prime}}=\mathrm{id}=S_{A^{\prime}} S_{A}$, we have that $S_{A}\left(H_{n}^{+}\right)=$ $H_{n}^{+}$.
(3) $\Rightarrow$ (1) When some $(i, j)$-th component of $A$ is equal to 0 , the $(i, j)$-th component of $S_{A}(B)$ is also 0 . So we have all components of $A$ are not equal to 0 . This means that $S_{A}$ is injective. If $S_{A}(B) \geq 0$, then we can choose $C \geq 0$ with $S_{A}(B)=S_{A}(C)$ by the assumption (3). The injectivity of $S_{A}$ implies $B=C \geq 0$.

REMARK 2.2. When $A=A^{*} \in H_{n}, S_{A}\left(H_{n}\right) \subset H_{n}$. Moreover, if $A \in H_{n}$ is of strict rank 1, then $S_{A}\left(H_{n}\right)=H_{n}$ (i.e., $S_{A}$ becomes a bijection of $H_{n}$ ). But there is $A \in H_{n}$ which is not of strict rank 1 and satisfies $S_{A}\left(H_{n}\right)=H_{n}$, for example, $A=\left(\begin{array}{ll}1 & 1 \\ 1 & 2\end{array}\right) \in H_{2}$. In the case of $A \geq 0, S_{A}\left(H_{n}^{+}\right) \subset H_{n}^{+}$and the fact $S_{A}\left(H_{n}^{+}\right)=H_{n}^{+}$is equivalent that $A$ is of strict rank 1 .
3. Fréchet derivatives of operator monotone functions. Let $f$ be an operator monotone function on the open interval $J$ and $A \in H_{n}(J)=\left\{A \in H_{n} ; \operatorname{Sp}(A) \subset J\right\}$. We can choose a positive real number $\varepsilon$ such that $\operatorname{Sp}(A+H) \subset J$ whenever $H \in H_{n}$ and $\|H\|<\varepsilon$. So $f$ is a map from an open neighborhood of $A$ to the real vector space $H_{n}$ and there exists a linear map $T$ from $H_{n}$ to $H_{n}$ satisfying

$$
\lim _{\|H\| \rightarrow 0} \frac{\|f(A+H)-f(A)-T(H)\|}{\|H\|}=0 .
$$

We call this $T$ the (Fréchet) derivative of $f$ at $A$ and denote it by $D f(A)$. For every $B \in H_{n}$, we denote by $D f(A)(B)$ the directional derivative of $f$ at $A$ in the direction $B$, i.e.,

$$
D f(A)(B)=\left.\frac{d}{d t}\right|_{t=0} f(A+t B) .
$$

For a diagonal matrix $\Lambda \in H_{n}(J)$, we can compute as follows (see [1], [2], [4]):

$$
D f(\Lambda)(B)=f^{[1]}(\Lambda) \circ B,
$$

where

$$
\Lambda=\left(\begin{array}{ccc}
\lambda_{1} & & \\
& \ddots & \\
& & \lambda_{n}
\end{array}\right), \quad f^{[1]}(\Lambda)=\left(\begin{array}{ccc}
f^{[1]}\left(\lambda_{1}, \lambda_{1}\right) & \cdots & f^{[1]}\left(\lambda_{1}, \lambda_{n}\right) \\
\vdots & \ddots & \vdots \\
f^{[1]}\left(\lambda_{n}, \lambda_{1}\right) & \cdots & f^{[1]}\left(\lambda_{n}, \lambda_{n}\right)
\end{array}\right)
$$

and

$$
f^{[1]}(\lambda, \mu)= \begin{cases}\frac{f(\lambda)-f(\mu)}{\lambda-\mu} & \text { if } \lambda \neq \mu \\ f^{\prime}(\lambda) & \text { if } \lambda=\mu\end{cases}
$$

The Loewner matrix $f^{[1]}(\Lambda)$ is non-negative since $f$ is operator monotone on $J$. For a general $A \in H_{n}(J)$, we choose a unitary $U \in M_{n}$ and a diagonal matrix $\Lambda \in H_{n}^{+}$satisfying $A=$ $U \Lambda U^{*}$. Then the directional derivatives of $f$ can be represented as follows:

$$
D f(A)(B)=U\left(f^{[1]}(\Lambda) \circ\left(U^{*} B U\right)\right) U^{*} .
$$

If $C \in H_{n}(J), A, B \in H_{n}$ and $C+A, C+B \in H_{n}(J)$, then we have

$$
A \leq B \Rightarrow f(C+A) \leq f(C+B) .
$$

We also have

$$
f(C+t A) \leq f(C+t B) \quad \text { for all } t \in[0,1]
$$

Since

$$
\frac{f(C+t A)-f(C)}{t} \leq \frac{f(C I+t B)-f(C)}{t} \quad(0<t<1)
$$

it holds $D f(C)(A) \leq D f(C)(B)$ by tending $t$ to 0 . So we have implications as follows:

$$
\begin{aligned}
A \leq B & \Rightarrow f(C+t A) \leq f(C+t B) \quad(0 \leq t \leq 1) \\
& \Rightarrow D f(C)(A) \leq D f(C)(B) .
\end{aligned}
$$

We will consider the problem when the reverse implication holds.
Theorem 3.1. Let $f$ be an operator monotone function on $J$ and $C \in H_{n}(J)$. Then the following are equivalent:
(1) For $A, B \in H_{n}, D f(C)(A) \leq D f(C)(B)$ implies $A \leq B$.
(2) $f^{[1]}(\Lambda)$ is of strict rank 1 , where $\Lambda$ is a diagonal matrix represented by $U^{*} C U$ for some unitary $U$.
(3) $D f(C)\left(H_{n}^{+}\right)=H_{n}^{+}$.

Proof. First we assume that $C$ is diagonal (i.e., $C=\Lambda$ ). Then we have

$$
D f(C)(A)=D f(\Lambda)(A)=S_{L}(A),
$$

where $L=f^{[1]}(\Lambda)$. In this case, we have (1) $\Leftrightarrow(2) \Leftrightarrow(3)$ by Proposition 2.1.
When $C$ has the form $U \Lambda U^{*}$ ( $\Lambda$ is diagonal and $U$ is unitary), we remark that

$$
D f(C)(A)=U\left(f^{[1]}(\Lambda) \circ\left(U^{*} A U\right)\right) U^{*}=U\left(S_{L}\left(U^{*} A U\right)\right) U^{*}
$$

Since $U$ is unitary, we have the implication (1) $\Leftrightarrow(2) \Leftrightarrow(3)$.
When $C$ is a scalar operator, we can get the following equivalent conditions and the equivalence of (1) and (2) has been proved in [6]: Theorem 2.2.

THEOREM 3.2. Let $f$ be operator monotone on the open interval $J, A, B \in H_{n}$ and $c \in J$. Then the following are equivalent:
(1) $A \leq B$.
(2) There exists a sequence $\left\{t_{n}\right\}_{n=1}^{\infty}$ satisfying that

$$
t_{n}>0, \lim _{n \rightarrow \infty} t_{n}=0, f\left(c I+t_{n} A\right) \leq f\left(c I+t_{n} B\right)
$$

(3) $D f(c I)(A) \leq D f(c I)(B)$.

Proof. We have already shown $(1) \Rightarrow(2) \Rightarrow(3)$, considering $c I$ as $C$.
(3) $\Rightarrow$ (1) Since $f \in \mathbb{P}(J), f^{\prime}(c)>0$ for $c \in J$. Then we have

$$
f^{[1]}(c I)=\left(\begin{array}{ccc}
f^{\prime}(c) & \cdots & f^{\prime}(c) \\
\vdots & \ddots & \vdots \\
f^{\prime}(c) & \cdots & f^{\prime}(c)
\end{array}\right)=\left(\begin{array}{c}
\sqrt{f^{\prime}(c)} \\
\vdots \\
\sqrt{f^{\prime}(c)}
\end{array}\right)\left(\begin{array}{lll}
\sqrt{f^{\prime}(c)} & \cdots & \left.\sqrt{f^{\prime}(c)}\right)
\end{array},\right.
$$

that is, $f^{[1]}(c I)$ is of strict rank 1. By Theorem 3.1, (3) implies (1).
4. Operator means and main results. In this section, we only consider the interval $J$ as $(0, \infty)$. Let $f$ be an operator monotone function on $J$ with $f(1)=1$ and $f(t)>0$ and $\sigma_{f}$ the operator mean associted with $f$. When $X, Y \in H_{n}(J)$ and $A, B \in H_{n}^{+}$with $A \leq B$, we have

$$
Y \sigma_{f}(t A+X) \leq Y \sigma_{f}(t B+X) \quad \text { for all } t \geq 0 .
$$

Our problem is to decide when the condition

$$
\begin{equation*}
Y \sigma_{f}(t A+X) \leq Y \sigma_{f}(t B+X) \quad \text { for a sufficiently small } t>0 \tag{*}
\end{equation*}
$$

implies $A \leq B$.
Proposition 4.1. Let $X, Y \in H_{n}(J)$ and $A, B \in H_{n}^{+}$. If $D f\left(Y^{-1 / 2} X Y^{-1 / 2}\right)\left(H_{n}^{+}\right)=$ $H_{n}^{+}$, then the condition (*) implies $A \leq B$.

Proof. By the definition of the mean $\sigma_{f}$, we have the following:

$$
\begin{aligned}
& Y \sigma_{f}(t A+X) \leq Y \sigma_{f}(t B+X) \\
\Rightarrow & f\left(Y^{-1 / 2}(t A+X) Y^{-1 / 2}\right) \leq f\left(Y^{-1 / 2}(t B+X) Y^{-1 / 2}\right) \\
\Rightarrow & \lim _{t \rightarrow 0+} \frac{f\left(Y^{-1 / 2}(t A+X) Y^{-1 / 2}\right)-f\left(Y^{-1 / 2} X Y^{-1 / 2}\right)}{t} \\
& \leq \lim _{t \rightarrow 0+} \frac{f\left(Y^{-1 / 2}(t B+X) Y^{-1 / 2}\right)-f\left(Y^{-1 / 2} X Y^{-1 / 2}\right)}{t} \\
\Rightarrow & D f\left(Y^{-1 / 2} X Y^{-1 / 2}\right)\left(Y^{-1 / 2} A Y^{-1 / 2}\right) \leq D f\left(Y^{-1 / 2} X Y^{-1 / 2}\right)\left(Y^{-1 / 2} B Y^{-1 / 2}\right) .
\end{aligned}
$$

Since $D f\left(Y^{-1 / 2} X Y^{-1 / 2}\right)\left(H_{n}^{+}\right)=H_{n}^{+}$, we have $Y^{-1 / 2} A Y^{-1 / 2} \leq Y^{-1 / 2} B Y^{-1 / 2}$ by Theorem 3.1. This implies $A \leq B$.

In the proof of Theorem 3.2, we have already shown that $D f(c I)\left(H^{+}\right)=H^{+}$for any $c>0$. Noticing the fact $D f(c I)=D f\left(c X^{-1 / 2} X X^{-1 / 2}\right)$, we have the following:

Corollary 4.2. Let $X \in H_{n}(J)$ and $A, B \in H_{n}^{+}$. For any operator mean $\sigma_{f}$ and $c>0$, the condition ( $*$ ) implies $A \leq B$.

It is well known that the function

$$
f(t)=\frac{a t+b}{c t+d}
$$

is operator monotone on $(-\infty,-d / c)$ and on $(-d / c, \infty)$ if $a d-b c>0$. So $f$ is operator monotone on $J=(0, \infty)$ whenever $a d-b c>0$ and $c d \geq 0$.

Lemma 4.3. Let $f(t)=\frac{a t+b}{c t+d}$ with $a d-b c>0$ and $c d \geq 0$. Then we have $D f(X)\left(H_{n}^{+}\right)=H_{n}^{+}$for any $X \in H_{n}(J)$.

Proof. Since $f$ is operator monotone on $J$, we may show that $f^{[1]}(\Lambda)$ is of strict rank 1 for any diagonal matrix $\Lambda \in H_{n}(J)$. By the argument of Proposition 2.1 (1) $\Rightarrow$ (2), it is sufficient to show that, for any $\lambda, \mu \in J(\lambda \neq \mu)$,

$$
\left(\begin{array}{cc}
f^{\prime}(\lambda) & f^{[1]}(\lambda, \mu) \\
f^{[1]}(\mu, \lambda) & f^{\prime}(\mu)
\end{array}\right)
$$

is of strict rank 1, that is,

$$
f^{\prime}(\lambda)>0, \quad f^{\prime}(\mu)>0, \quad f^{\prime}(\lambda) f^{\prime}(\mu)=f^{[1]}(\lambda, \mu)^{2} .
$$

By the calculation

$$
f^{\prime}(\lambda)=\frac{a d-b c}{(c \lambda+d)^{2}}, \quad f^{\prime}(\mu)=\frac{a d-b c}{(c \mu+d)^{2}}
$$

and

$$
\begin{aligned}
f^{[1]}(\lambda, \mu) & =\frac{f(\lambda)-f(\mu)}{\lambda-\mu} \\
& =\frac{a d-b c}{(c \lambda+d)(c \mu+d)}=\left(f^{\prime}(\lambda) f^{\prime}(\mu)\right)^{1 / 2},
\end{aligned}
$$

we get $f^{\prime}(\lambda) f^{\prime}(\mu)=f^{[1]}(\lambda, \mu)^{2}$. So we have done.
Combining Proposition 4.1 and Lemma 4.3, we can show the following:
Corollary 4.4. Let $f(t)=\frac{a t+b}{c t+d}$ with $a d-b c>0, c d \geq 0$ and $f(1)=1$, $X, Y \in H_{n}(J)$ and $A, B \in H_{n}^{+}$. Then the condition (*) implies $A \leq B$.

In the above statements, we have already used the fact $D f(X)\left(H_{n}^{+}\right)=H_{n}^{+}$as a key tool to get the relation $A \leq B$. But, in many cases, we can not expect that $D f(X)\left(H_{n}^{+}\right)=H_{n}^{+}$ holds.

PROPOSITION 4.5. Let $f$ be operator monotone on $J$ and $X \in H_{n}(J)$ not a scalar matrix. If $D f(X)\left(H_{n}^{+}\right)=H_{n}^{+}$, then the function $f$ is of the form $\frac{a t+b}{c t+d}$.

Proof. Since $f$ is operator monotone on $J, f$ can be represented as follows:

$$
f(\zeta)=\alpha+\beta \zeta+\int_{-\infty}^{0} g(s, \zeta) d \nu(s), \quad(\operatorname{Im} \zeta>0)
$$

where $\alpha \in \mathbb{R}, \beta \geq 0, g(s, \zeta)=\frac{1+s \zeta}{s-\zeta}$ and $v$ is a positive finite measure on $J^{c}=(-\infty, 0]([1]$, [3], [4]). When $\operatorname{Re} \zeta>0$, the function $g(\cdot, \zeta) \in L^{\infty}\left(J^{c}, \nu\right)$ and

$$
|g(s, \zeta)| \leq|\zeta|+\left|\frac{\zeta^{2}+1}{s-\zeta}\right| \leq|\zeta|+\frac{|\zeta|^{2}+1}{|\zeta|}
$$

Using the dominated convergence theorem, for $0<\lambda<\mu$, we can get the following:

$$
f^{\prime}(\lambda)=\beta+\int_{-\infty}^{0} g_{t}(s, \lambda) d \nu(s)=\beta+\int_{-\infty}^{0} \frac{s^{2}+1}{(s-\lambda)^{2}} d \nu(s),
$$

$$
f^{[1]}(\lambda, \mu)=\frac{f(\lambda)-f(\mu)}{\lambda-\mu}=\beta+\int_{-\infty}^{0} \frac{s^{2}+1}{(s-\lambda)(s-\mu)} d \nu(s) .
$$

When $X \in H_{n}(J)$ is not a scalar operator and

$$
D f(X)\left(H_{n}^{+}\right)=H_{n}^{+},
$$

we show that $f$ has the form $\frac{a t+b}{c t+d}$. We may assume that $\lambda, \mu \in \operatorname{Sp}(X), \lambda \neq \mu$ and

$$
\left(\begin{array}{cc}
f^{\prime}(\lambda) & f^{[1]}(\lambda, \mu) \\
f^{[1]}(\mu, \lambda) & f^{\prime}(\mu)
\end{array}\right)
$$

is of strict rank 1 . The rank of this matrix is 1 implies that $f$ is rational and of degree 1 by Theorem III ([3], page 38).

For convenience of the reader, we prove this statement in [3], here. By above calculation

$$
\begin{aligned}
& f^{\prime}(\lambda) f^{\prime}(\mu)-\left(f^{[1]}(\lambda, \mu)\right)^{2}=\left(\beta+\int_{-\infty}^{0} \frac{s^{2}+1}{(s-\lambda)^{2}} d \nu(s)\right)\left(\beta+\int_{-\infty}^{0} \frac{s^{2}+1}{(s-\mu)^{2}} d \nu(s)\right) \\
&-\left(\beta+\int_{-\infty}^{0} \frac{s^{2}+1}{(s-\lambda)(s-\mu)} d \nu(s)\right)^{2} \\
&=\beta \int_{-\infty}^{0}\left(\frac{\sqrt{s^{2}+1}}{s-\lambda}-\frac{\sqrt{s^{2}+1}}{s-\mu}\right)^{2} d \nu(s)+\left(\int_{-\infty}^{0} \frac{s^{2}+1}{(s-\lambda)^{2}} d \nu(s)\right)\left(\int_{-\infty}^{0} \frac{s^{2}+1}{(s-\mu)^{2}} d \nu(s)\right) \\
&-\left(\int_{-\infty}^{0} \frac{s^{2}+1}{(s-\lambda)(s-\mu)} d \nu(s)\right)^{2}
\end{aligned}
$$

$=0$.
Applying the Cauchy-Schwarz inequality

$$
\left(\int_{-\infty}^{0} \frac{s^{2}+1}{(s-\lambda)^{2}} d \nu(s)\right)\left(\int_{-\infty}^{0} \frac{s^{2}+1}{(s-\mu)^{2}} d \nu(s)\right) \geq\left(\int_{-\infty}^{0} \frac{s^{2}+1}{(s-\lambda)(s-\mu)} d \nu(s)\right)^{2}
$$

to above identity, we have

$$
\beta \int_{-\infty}^{0}\left(\frac{\sqrt{s^{2}+1}}{s-\lambda}-\frac{\sqrt{s^{2}+1}}{s-\mu}\right)^{2} d v(s)=0
$$

and

$$
\left(\int_{-\infty}^{0} \frac{s^{2}+1}{(s-\lambda)^{2}} d \nu(s)\right)\left(\int_{-\infty}^{0} \frac{s^{2}+1}{(s-\mu)^{2}} d \nu(s)\right)=\left(\int_{-\infty}^{0} \frac{s^{2}+1}{(s-\lambda)(s-\mu)} d v(s)\right)^{2}
$$

Since the equality holds for the inequality, the functions

$$
s \rightarrow \frac{\sqrt{s^{2}+1}}{s-\lambda}, \quad s \rightarrow \frac{\sqrt{s^{2}+1}}{s-\mu}
$$

are linearly dependent in $L^{2}\left(J^{c}, \nu\right)$ (i.e., the measure $\nu$ is concentrated on one point $\lambda_{0}$ ) and $\beta=0$. So we have

$$
f(t)=\alpha+v\left(\left\{\lambda_{0}\right\}\right) \frac{1+\lambda_{0} t}{\lambda_{0}-t},
$$

that is, $f$ has the desired form.
THEOREM 4.6. Let $f$ be operator monotone on $J$ with $f(1)=1$ and not of the form $\frac{a t+b}{c t+d}$. If $X, Y \in H_{n}(J)$ and $X$ is not a scalar multiple of $Y$, then there exist $A, B \geq 0$ such that $A \nless B$ and

$$
Y \sigma_{f}(t A+X) \leq Y \sigma_{f}(t B+X)
$$

for a sufficiently small $t>0$.
Proof. Since $X$ is not a scalar multiple of $Y$, we may choose a unitary $U$ and a diagonal matrix $\Lambda$ such that

$$
Y^{-1 / 2} X Y^{-1 / 2}=U \Lambda U^{*},
$$

and $\Lambda$ has the form

$$
\left(\begin{array}{lll}
\lambda & & \\
& \mu & \\
& & \ddots .
\end{array}\right), \quad \lambda, \mu>0 \quad \text { and } \quad \lambda \neq \mu
$$

By the assumption for $f$ and Proposition 2.1 and Proposition 4.5, $f^{[1]}\left(\left({ }^{\lambda}{ }_{\mu}\right)\right)$ is not of (strict) rank 1, i.e., $f^{\prime}(\lambda) f^{\prime}(\mu)>f^{[1]}(\lambda, \mu)^{2}$. So we choose $H \in H_{n}$ such that

$$
H=\left(\begin{array}{ccccc}
h_{11} & h_{12} & 0 & \cdots & 0 \\
h_{21} & h_{22} & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0
\end{array}\right) \ngtr 0, \quad D f(\Lambda)(H) \geq 0 .
$$

To restrict the argument to the part of $M_{2}$, we set

$$
H^{\prime}=\left(\begin{array}{ll}
h_{11} & h_{12} \\
h_{21} & h_{22}
\end{array}\right) \ngtr 0, \quad \Lambda^{\prime}=\left(\begin{array}{ll}
\lambda & \\
& \mu
\end{array}\right)>0 .
$$

Since $f^{\prime}(\lambda), f^{\prime}(\mu), f^{[1]}(\lambda, \mu)>0$ and

$$
D f\left(\Lambda^{\prime}\right)\left(H^{\prime}\right)=\left(\begin{array}{cc}
f^{\prime}(\lambda) h_{11} & f^{[1]}(\lambda, \mu) h_{12} \\
f^{[1]}(\mu, \lambda) h_{21} & f^{\prime}(\mu) h_{22}
\end{array}\right) \geq 0
$$

we have $h_{11}, h_{22}>0$ and may assume that

$$
h_{11} h_{22}<\left|h_{12}\right|^{2}<\frac{f^{\prime}(\lambda) f^{\prime}(\mu)}{f^{[1]}(\lambda, \mu)^{2}} h_{11} h_{22},
$$

in particular, $D f\left(\Lambda^{\prime}\right)\left(H^{\prime}\right)>0$. Put $A^{\prime}, B^{\prime} \geq 0$ as follows:

$$
A^{\prime}=\left(\begin{array}{cc}
0 & 0 \\
0 & \left|h_{12}\right|^{2} / h_{11}-h_{22}
\end{array}\right), \quad B^{\prime}=H^{\prime}+A^{\prime}=\left(\begin{array}{cc}
h_{11} & h_{12} \\
h_{21} & \left|h_{12}\right|^{2} / h_{11}
\end{array}\right) .
$$

Since

$$
\begin{aligned}
0 & <D f\left(\Lambda^{\prime}\right)\left(H^{\prime}\right)=D f\left(\Lambda^{\prime}\right)\left(B^{\prime}\right)-D f\left(\Lambda^{\prime}\right)\left(A^{\prime}\right) \\
& =\lim _{t \rightarrow 0}\left(\frac{f\left(t B^{\prime}+\Lambda^{\prime}\right)-f\left(\Lambda^{\prime}\right)}{t}-\frac{f\left(t A^{\prime}+\Lambda^{\prime}\right)-f\left(\Lambda^{\prime}\right)}{t}\right) \\
& =\lim _{t \rightarrow 0} \frac{f\left(t B^{\prime}+\Lambda^{\prime}\right)-f\left(t A^{\prime}+\Lambda^{\prime}\right)}{t},
\end{aligned}
$$

we have

$$
f\left(t B^{\prime}+\Lambda^{\prime}\right)-f\left(t A^{\prime}+\Lambda^{\prime}\right) \geq 0
$$

for a sufficiently small $t>0$.
Put

$$
\tilde{A}=\left(\begin{array}{cc}
A^{\prime} & 0 \\
0 & 0
\end{array}\right) \in M_{n}, \quad \tilde{B}=\left(\begin{array}{cc}
B^{\prime} & 0 \\
0 & 0
\end{array}\right) \in M_{n}
$$

and

$$
A=Y^{1 / 2} U \tilde{A} U^{*} Y^{1 / 2}, \quad B=Y^{1 / 2} U \tilde{B} U^{*} Y^{1 / 2}
$$

Then $A \nless B$ because $A^{\prime} \nless B^{\prime}$. Since

$$
\begin{aligned}
U^{*} Y^{-1 / 2} & \left(Y \sigma_{f}(t B+X)-Y \sigma_{f}(t A+X)\right) Y^{-1 / 2} U \\
& =U^{*} f\left(Y^{-1 / 2}(t B+X) Y^{-1 / 2}\right) U-U^{*} f\left(Y^{-1 / 2}(t A+X) Y^{-1 / 2}\right) U \\
& =U^{*} f\left(t U \tilde{B} U^{*}+Y^{-1 / 2} X Y^{-1 / 2}\right) U-U^{*} f\left(t U \tilde{A} U^{*}+Y^{-1 / 2} X Y^{-1 / 2}\right) U \\
& =U^{*} f\left(U(t \tilde{B}+\Lambda) U^{*}\right) U-U^{*} f\left(U(t \tilde{A}+\Lambda) U^{*}\right) U \\
& =f(t \tilde{B}+\Lambda)-f(t \tilde{A}+\Lambda) \\
& =\left(\begin{array}{cc}
f\left(t B^{\prime}+\Lambda^{\prime}\right)-f\left(t A^{\prime}+\Lambda^{\prime}\right) & 0 \\
0 & 0
\end{array}\right) \geq 0,
\end{aligned}
$$

we have

$$
Y \sigma_{f}(t A+X) \leq Y \sigma_{f}(t B+X)
$$

for a sufficiently small $t>0$.
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