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1. Fundamental theorem I. Put

(1.1) F(s) = 2 <*n exp (—λ»s) (s = σ + it, 0 ^ λi<λ2< < \w> + oo).

Let (1.1) be simply convergent for σ > 0. In this present Note, by the
systematic method based upon A. Ostrowski's criterion of singularities, we
shall study the relation between singularities of (1.1) and coefficients {an}.
We begin with some definitions.

DEFINITION I. Let {aa} be real. We say that the sign-change occurs be-
tween {ΛΛA._I, anky, provided that

( i ) ank 4= 0, ank-j =*= 0 and ank.ank-ι < 0,

or

(ϋ) ΛΛft =f= 0, ank-\ = ank—z = aίtk-3 = • = a-nk-v+ι. = 0

and ank ank-v < 0.
DEFINITION II. We call that the sequence of coefficients {an} has the

normal sign-change, provided that the sign-change occurs between {ank-ι,
a*k} (& = 1, 2, ) with lim (\nk — λ»Λ-i) > 0.

DEFINITION III. We say that the sequence of coefficients {an} has the
normal sign-change in the sequence of intervals {/fc} (li Ij = 0, fΦ j),
provided that the subsequence {ant} (i = 1, 2, • • ), whose exponent λ^ belongs
to {/fc} (& = 1, 2, ), has the normal sign-change in the sense of Definition 2.

Our fundamental theorem states as follows.

FUNDAMENTAL THEOREM I. Let (1.1) be simply convergent for σ > 0. Then
s = 0 is the singular point for (1.1), provided that there exist two sequences

&} ίθ < ΛTfc φ oo), {γfc} (γfc : r£tf/) Such that

e x p ( — %γfc( a ) lim 1/Λ5t log

( ^ ) lim <rfc/[>fc] = 0, where σk. the number of sign-changes of ςJΐ (an exp(—iyh))9

λw € / f c [ ώ (1 - ω), CΛΓJ (1 -f ω)] (0 < ω < 1),
( c ) /^β sequence 9ΐ («w exp ( — iyk)) (Xn € {/&}) has the normal sign-change

2. Lemmas. For its proof, we need some lemmas.

C Ό is the greatest integer contained in .τ:
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LEMMA 1. Under the assumptions (b) and (c), we have

( i ) lim (rv+ι - rv) > 0, lim \rv - \»\ > 0,

( i i ) lim ujrv = 0,

provided that {rv} is the sequence arranged in the order of magnitude of
{1/2 (λ» + λn-i)}, where between M {an exp ( — ίyk)) and S3t (an-τ exp ( — iyk))
Ow, λ n - i € /fc; & = 1, 2, ) ίfo? sign-change occurs.

PROOF. On account of (c), ( i ) is evident. Taking suitable subsequence,
if necessary, we can suppose that

[X t + 1] < 2 Ex,] . (1 + ω)/(l - ω), (* = 1, 2, •••-)•
Accordingly,

l/2.fe+j>fe]
V ; [ΛWi] (1 - ω) > M (1 + ω), so that h . /; = 0, f * .

By virtue of (b), for any given £ ( > 0), there exists &(£) such that

(2. 2) σ w < .6/4 [jcft+J for r > 0.

Hence by (2. 2) and (2.1),

(2. 3) 2 σ * - < «/4 Σ ^ - - : < ί/4 CΛ»+J2 Ϊ/ 2 ' < £ / 2 * C%-+rD.

For sufficiently large r ̂  r(£), we have evidently
fc-l

(2.4) 2 o-i < £/2 CΛ*+Γ1 r δ r(£).

By (2.3) and (2.4).

so that

(2.5)

if rve i

for ^ > k(8)

lim

2 + σj.-! + σ ;., σ'u ̂  crfc. Therefore,

0 < vjrv

so that

(1 - ω) 2 σ-i "> 0 as ẑ  -> oo,

lim vjrv = 0. q. e. d.

LEMMA 2. Put ψ{z) = H (1 — z2/rl). For any given £( > 0),

(ii)

|^(2)l < exp{£|2|) for \z\
exp ( - SXn) < \<P{Xn)\ < exp (£Xn) for λ»
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By Lemma 1 and Carlson-Landau's theorem (Γl]; [2] p. 271)a), we have
easily Lemma 2.

LEMMA 3. Put

(2.6) an<P{\n) exp ( - \ns\

Then, G(s) is also simply convergent for σ > 0.
O. Szasz ([3] p. 102) proved this lemma under the condition lim log n/\n~ 0,

•n->oo

but S. Izumi ([4] p. 513) showed that this condition is not necessary. Here
for the completeness, we shall give its new proof.

PROOF. By T. Kojima's theorem ([5] p. 3), the simple convergence-
abscisses σF, σa of (1.1) and (2.6) are given by

(2.7)
= lim 1/x log j 2 «» I = 0,

= lim 1/x log

By (2.7), for any given β ( > 0), we have

(2.8) 2 ^ < for >

By AbeΓs transformation,

- 2
n = n1

( 2 βί)*

so that by (2. 8) and Lemma 2,

(2.9)

Since

(2.10)

< exp I Γ

2 f

+ exp (at) j for [^ > Max {R*

has the same order and type as <P(z), for any given <S( >.0),

I Ψ'{z) I < exp (£ 121) f or | z \ >

Hence, by (2.9) and (2.10)

2 an

so that by (2.7) σG S
(2.11)

< 2 exp (€(txl + Λ:)) < 2 exp (2 £*),

Letting β -» 0,
^ < 0 .

2) Vide references placed at the end.
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By (2.7), for any given 6 ( > 0), we obtain

(2.12) 2

By Abel's transformation,

exp (ίσQ + £) DO) for M

+ IMA*.) ( 2 «

so that by (2.12), (2.10) and Lemma 2,

exp ((σβ + θ) M ) j exp (2 6ΛΓ) / | φ\t) \ dt + exp (βx)

2 exp ((σ ff + £ ) M

( a )

Hence,

Letting £ -» 0,
(2.13) 0^σG.
By (2.11) and (2.13), σ# = σ\p = 0. q. e. d.

L E M M A 4 (A. Ost rowsk i , [ 6 ] , [ 2 ] p p . 12-16). For s = 0 to be singular
point for (1.1), zϊ is necessary and sufficient that we have

where

Om(<τ, ω; F) = ^*β (\no-e/m)m exp ( —

(σ > 0, 0 < ω < 1)

LEMMA 5. // s = 0 /s ίAβ regular point of (1.1), Zfoew (2. 6) is regular at
s = 0.

From Lemma 2 and Cramer-Ostrowski's theorem ([2U pp. 49-52, L7], L8U),
immediately follows Lemma 5.

3. Proof of fundamental theorem I. Since $ {an exp ( - iyk)) φ (x»),
λ» € /fc (̂  = 1, 2, •• ••) has the same sign by Lemma 1 and Lemma 2, we
have easily

\OCrJl, ω G) I = I exp ( - iΎk) O^ (1, ω G)|

(3.1)
2 « (On exp ( - fry*

2 s^ (fln exp ( - ίγfc

F * 3 eXP( - λn)
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2 9* (<*n exp ( — iη

On the other hand, by Lemma 2,

2 »(«»

so that

(3.2)

By (3.1) and (3.2),

10(^(1, « G)| ^ exp ( — 1 —

Hence, by the assumption (β),

2 »(«»exp( - ί^)

(«» e χ P < ~ *

lim
fc->oo

• lim exp ( - (1 + 6xte)/Lxi3) = 1 exp( - 6).

Letting 8 -> 0, lim| 0 ^ ( 1 , ω G)|1/Cx*3 > 1. Therefore,

ίim i 0 4 1 , ω; G)\llm > lϊϊn I OC%"D (1, ω G)1'^ > 1.

Thus, by Lemma 4, s = 0 is singular for (2. 6), so that by Lemma 5, s = 0
is also singular for (1.1). q. e. d.

4. Fundamental theorem II. The next theorem is more suitable for
the application than the Fundamental Theorem 1.

FUNDAMENTAL THEOREM II. Let (1.1) be simply convergent for σ > 0. Then
s = 0 is the singular point for (1.1), provided that there exist two sequences
{λrafc}, . {7«}, (7fc : real) such that

e x p ( - ί"7fc)| = 0,( a ) lim
λ:->oo

( b) lim

log |S

j = 0, σ-fc: ί^g number of sign-changes of fit (an exp {~iji,)) >

- ω), [λ%j (1 + «)H (0 < ω < 1).
(c ) f&e sequence 91 (αM exp ( — f7fc)) (λ» € Λ) <̂2̂  ίA^ normal sign-change in {h}
(k = l, 2, . . .-) .

PROOF. Taking account of the Fundamental Thorem 1, it suffices to
prove the existence of a sequence {#fc} such that
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( * = 1 , 2,

(4.1)

Let us put

(4.2)

( i i ) l im 1/Xj,. log

Δ = lim 1/x log

Then, by T. Kojima's theorem ([5]), we have

Δ <Ξ lim 1/x log on exp ( - iyb) = lim 1/Λ; -log = 0,

so that

(4.3) ΔSO.

On account of (4.2), for any given £( > 0), there exists N(β) such that

(4.4)

Now, if Cλnftl ^

31 («WA; exp ( -

xp ( - f 7fc)) < exp ((Δ + a) Cλ«J) for CλnJ >

-l < λ,?aA: w e have

i)= 2 * (°»eχp c ~ ί#fyfc)) — 2 ^ ( ^ e χ p ^ —z*'

, we get

'nk exp ( — iyic)) = 2 9*(*» exp ( — f

In any case, by (4.4)

I 9Ϊ(ΛMA; exp ( - ίyfc))l < 2 exp ((Δ + S) [λ^J) for [λ»J >

Hence by the assumption (a),

0 = ϊϊrn l/\nfc log | 3ΐ(α^exp( — iyk))\ g Δ + 6.
ft->oo

Letting 6->0,

(4. 5) 0 S Δ

By (4. 3) and (4. 5)

Δ = 0 ,

from which (4.1) immediately follows. q. e. d.

(to be continued)
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