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Let #(¢) be an even periodic function which is integrable in the Lebesgue
sense and let

(L) ~ 2 a, cosnt.

n=1
‘Then the author [2] has generalized Young’'s convergence criterion as follows:

THEOREM. The Fourier series of g(t) converges at the point t =0 to the

value zero, provided that there is a A =1 such that
7

1) f P(u)dn = o(t*), as t >0,
[
and

2 f ld{w>P(u)}] = Ot), 0=t =2.

‘G.H.Hardy and J.E.Littlewood [1] have generalized the condition (1)
for the case A =1 in the form:

(3) Dalt) = o(t8), as t >0
for any 3 >0, where d,(¢) is the 3-th integral of #(f). Corresponding to
this result, we prove the following theorem which generalizes the above
theorem in the Hardy-Littlewood type.

THEOREM. The Fourier series of %(t) converges at the point t = 0 to the
value zero, provided that there is a A =1 such that

@ Da(t) = o(t7), y2= B
and
6) f [d(w P} = O(), 0= 1=,
0
where
A=vy/Bz21.

For the proof of this theorem, we need following lemmas.

LemMMA 1. If 0< a =1 and C is a positive constant, for C=v >u =0,

v

f cos nt(l — u)*~'di = O(n=*),
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f sin ni(t — u)*-1dt = O(n~*%).

w

PrOOF. We have

v V=
n“f cosnt (t — u)>~1dt = n“‘f cosn (u + t)t*-dt

u 0
V- U

= f 1%-1 cosnw cosnt dt -— n® f 1%-1 sinnu sinnt dt =1 — ],

0
say. We have

V-
I = n® cosnu [ t*-1cosnt dt
0
N(V—~u) ICE))

= cosnuf t®-lcost dt = cosnu{j + f }t‘”'l cos t dt

=K+L say. Then .
]

T

z 1/=x
K <f 121 gy = — ~_)
1Kl = d a<2 )

0

{4
T -1 T a=1
2) f,_COSt dt'gZ(E)
Thus we have

1l = %(é’—)“ + 2(%)“'1 <@z + 4.

Since analogous estimations hold for J, we have

and

[Z]

I

n“f cosnt (t — u)*~'| < 2w + 4)/ 7.

w

LeEMMA 2. For the Fourier series

(L) ~ 2 a, cos #nt,
if .
6) Dp(t) = o(t?),y = B
and
@) an = O™ ),

then the Fourier series converges to zero at t = 0.

This lemma is a special case of Wang’s convergence criterion [4].
Proor oF THEOREM. From Hardy-Littlewood’s theorem, we should prove
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the case A >1. In view of Lemma 2, it is sufficient to prove
1 7 .
a,=0n"3), A= %— >1.
Since the convergence of Fourier series is the local property, we may suppose

that (5) is true for 0<{< =.

Spliting up the integral at a = #-¥2, we have
o

an = f P(t) cosnt dt + f P(t)cosntdt = I + ],
0 [

say. Let us put
13
60 = taptty, O = [ lag],
0
then
|(t) = Ot), &)= 0).

Our concerning integral becomes

J= f @(t)cosnt dt = f o) <% ”t at

- - f BtydA),

where

A = f cosm SOSE g = — j cosntdt = On-1t-2).
t

Then
_J= f Bt)a AL = [6(0) Az + f At) doe)
= ] 1 + ]zr

say. Since a = n-r we have
= O(n-1/»),
and

(WA RS fﬂ [AD)|1d 6@)] = 0{ ""fﬂ t‘AldG(t)l}

= O(n 1[t20@)];) + O{n"f e) t‘(A"'l)dt}

7T

= 0(n™!) + O(n~la-2+1) + O(n‘lf- t-4dt)

@

= O(n=1 a-5+1) = O(n~ ).
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If B is integral, then the estimation of I is easy, so we suppose that B is
fractional. If 0< 8 < 1, then
D(?) = o(t*1-F) = of2)

and

I= f @(t) cos nt dt

0
3

= [®(t) cos nt]} + nf d(t) sin nt dt
0

= II + 12:
say, (where
L = O@) = O(n-7)
and

@ 4
I,_:nf sinnt{f (Dﬁ(u)(z‘—u)'ﬁdu}dt
0

0
(3

= nf Dp(2t) duf sinnt (t — u)~Bdt.
0

u

Applying Lemma 1,

(7

L= 0( ng () -1 du )

0

= 0<n3f uY du)
0

= O w*1];) = On? n=59+)

= 0m-£) = on-7).

Thus we get the desired formula, in the case 0 < B3 < 1,
a, = O(n‘% ).
If 1< B<2 then

o
I=[®(t)cosntly +n [ d(t) sinnt dt
b

= [P(t) cos nt]% + n [D() sinnt]y — n? [ ®,(t) cos nt dt
0
= ] 1+ IZ - 137
say. From (5), we have @(t) = O ~4+!).
Applying a generalized convexity theorem of M.Riesz (see Sunouchi [3])
to



242 G.SUNOUCHI

@(t) = O(t-2+1) and Dg(t) = oft?),

we get
+Y=B
D) = o' ) = o), Dut) = o(t*1P).
Therefore
1
I = o(a) = O(n~ %)
and

y
I, = o(n a*+¥-F) = o(a~F +**71-#)

1
= ofa+-8 A-39) = o(@) = o(n” ),
for 1< 8< 2, and v > 3. Concerning to I;, we have

o

a t
= n”f d,(t) cosnt dt = nzf cos nt dtf Da(ee)(t — u)*B-1du
0 0 0

o

o
nzf Dg(u) du[ cos nt (t — w)*—P-1dt
0

uw

|

= 0(11“ f uY - ns—2 a.’u> = O(n®[uv+1]%)
J _

= O(n"%) = O(n‘%").
Thus proceeding, the proof of the casen< < n+1(n=0,1,2,3,....) is now
in hand. Since the proof for integral B is easy, we have completed the
proof of the Theorem.
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