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1. In the present note {ti(ω)}f j = 1,2, ..'.., will denote a sequence of
independent random variables defined on a probability space (ί2, B, P) and
each ti{ω) have the uniform distribution on the interval [0,1], that is, for

P[tt(ω) <X]=X. »

For each ω let titn(ω) be the i-th value of {tj(ω)} (1 t^j^- n) arranged in the
increasing order and let, for all n,

£o,n(ω)Ξ=O and fn+i,n(ω) = l.

Further let f(t), 0 <i t <k 1, denote a Borel-measurable and integrable function.
It is an interesting problem, proposed by K. Ito, whether the following

Riemann-sums

(1.1) Sn(ω) = Σ

converge to / f(t)dt or not, in any sense. In [2] we proved that under
o

certain local conditions, we have

(1. 2) pΓlim Sn{ω) = / f(t) dt\ = 1.

In this note we prove the following

THEOREM 1. Iff(t) € LP(0,1) p > 1, then (1. 2) holds.

For /(ί) € Z(0,1) we can not prove whether (1. 2) holds or not.

2. Let us put, for l<zi<,n and n = 1, 2, ,

(2.1) *,n(ω) = *J+I,H(G>) ~ tt(ω), if ίj(ω) = ^,n(ω) (J = 1, 2, . . . . ,«)

and

(2.1') d;|Λ(β>) = ft(ω) - ^-i,n(ω), if ff(ω) = tjrfω) (j = 1, 2, .. .,, Λ).

Then we can write
n

(2. 2) S»(«) = *Σd(,n(ω)f(ti(ω))
ί = l

and

1) For the notations and definitions in the theory of probability see [1].
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/

I n /Anίω) -«I,W(ω)

flt)dt= ^\f(ti(a>) + u)du+ J
o < = 1 o o

LEMMA 1. We have, for O g ^ ^ l ,
P[dt,n< h] = 1 - (1 - hT*>.

PROOF. By (2.1), we have
P[di,n < ft] = P[(A,» < h)f](ti S 1 - *)] + W >

= J P[A,n < h\ti =
0

where P(£ | F) denotes the conditional probability of E under the hypothesis
F.

From the independency of {ti}} it is seen that

yn < h\ti = '*] = P\\J(tj €[x,x+ h])\tt = x\

=! 1 - (1 - ft)7*"1.
Thus we obtain

l - f c

F[dt,n < ft] = Γ {1 - (1 - h)n'ι}dx + ft

From this lemma, it follows that

= n ίl - 3 1 o g / 2 V = O(l/wa) (Λ -> + oo).

On the other hand, for any £ (0 < 8 < 1), we have

(2.4)

2) We write simply dhn for dunM and so on.
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Hence we have

and this implies

(2.40 p["lim2*.»=ll = 1-

LEMMA 2. Z^ί x and y be any two numbers.

1° //* 0 <Ξ # < 1 — jyrSΞl, fλέft M/̂  /kz&^

-P[(Λ,» < y) Π (ft < ^)] = x{l - (1 - J T " 1 } .

2° I/O <^y < x<, i} then we have

P[(dltn < y)f](ti > x)] = (1 - *){1 — (1 -^ f- 1 } .

PROOF. By the independency of {tt}, we have

= \ P[di,

0

= f

=z]dz

In the same way, we can prove 2°.

LEMMA 3. Let xh yh x2 and y2 be non-negative numbers and satisfy either
the condition

(2.5) χ.λ >yι + yt and x* + Xι< 1,

or the condition

(2. 5') y* > Xι + x-2 and y2 + j t < 1.

β, /or i =t /,

PROOF. We prove the lemma under (2.5), for under (2.5') the proof is
analogous.

It is seen that
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(2. 6) P[(di,n < 'Xι)ΐ\(dj,n < yi)\U = *a, tj = J>2]
= P[diyn< xλ\tt = % tj = jy

- P[(A,n < Xι) U Wi.n
By (2. 5), we have

(2.7)

= P\ \J(h € fa, *2 + xι))\ti = ΛΓ3, ί, = j ; 2

and

(2.70

And in the same way, it follows that

(2.8) P[(di,n<xι){J(djtn<yι)\ti = Xt,

Γ n

= P\ \J

n Ί

[X* Xz + * ) ) U 1 / ί^«€[>fcΛ + Λ))l*ι = *, ^ = Λ
m = l J

wiΦi.J

n -,

[x»xz + Λrx)) u \J (tm € [yΛΛ + Λ ) )
m - l -J

\x*,xi+ xλ) or (h € Os,

and

By (2.6) (2.7) (2. 70 and (2.8), we can prove the lemma.

3. Let us put

(3.1) ί l n = Γω Max A,n < ^ ° ? ^ 1
L l^i&n fl J.

LEMMA 4. If fit) satisfy the following conditions

(3.2) f f(t)dt = 0
o

and

(3.20 f Λt)dt<+oo,
0

;^ Λarc e, for n ^ 6,
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«n 0

where A is a constant independent of fit) and n.

PROOF. We divide the proof in several steps.
1°. We have, by (3.1),

(3.3)

n*
0

We have, for * Φ j ,

>t+

From the definitions of d^n and dj,n, it is seen that

[ω tJS tιStj + dJtn] = [ω f« = tj +

and

[ω ίc < ^ S tt + <£,n] ̂  [ω tj = fί +

Thus we have

it,«dj,«f(ti)Λtj)dP
an

/ /
Ω n Ω n Ω n Ω n

i<-«i+^,n i p ^ + ^ , n i<>ii+«i.n ii-i<+^Mi

By (3.1) and the independency of {ti}, we have

^3 i o g

3) If Pl(E-E(]F)[j(F~FnE) }=0, then we write
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n

3 log n

Thus we obtain

(3.4) d,,*clj,nAtt)/(tj)dP

ί
Ωnn>tj+dj,n

2°. We have, by (3.1) and the independency of {tt},

J \Att )\dP+

Let us put

^ = [ « . . (ί, > rf,,, + /,) n (ί, + <*,. < i) n (A,. <

and

[ d J > n < l) n ( A , . <

r\(dhn<

— ) n (d,,n <

then we have, by (3.1),

I
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\ n 3 log n

From the definition of dkl,h we have for A * ί and k * j ,

ί \f(tt)f{t})\dP< f \fit()f{tj)\dP
" ^ 3 loir n

fc) > ?i5^L] Γ \f(ti)f(t})\dP

Γ
0 0

where ϋΓ is a constant independent of # and /(£). Hence we have

and

Et

- f
EjC\an

By (3.4) and the reasons in 2°, we have, for i * /,

(3.5)

K'(^Y' f/\t)dt

where ΛΓ' is a constant independent oί f(t) and w.

3°. We define four dimensional sets whose points are (xh yh x>2>

follows:
as

and

Then any two of Du D[ and Dt are disjoint and
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D = A U D[{JD2.

On the other hand by Lemma 3, we have

( \ + I \ditndj,nAttV(tj)dP=:( / / I / +

\J J J \J J J J
Ei Ej Dι

J

r
 J /

By Fubini's theorem, we have

3 loεr Λ 3logw

Since 3 1 ° ^ ^ 1 for n ^ 6, we have, by (3.2),

( n - 2 ) ( M " " 3 ) Λ Γ I : V I ( 1 " " * x -

3logn 3logn

7
3 lo? n

We divide D a in two disjoint subsets such that

and

^ + X* 1 - Λ > Λi +

Then we have, for w ̂  6,

3 loεr Λ 3logw

= I Γ ̂  ^ i f (Λ - 2) (Λ - 3)^(1 - *i - ^ i ) n " 4 ^ J Λ*a>&2 J /(^a

° °

ogn 3 o g n ^

* i Γ (Λ - 2) (72 - 3)ΛΓ2(1 - ΛΓi - ^ y - έfci f /(* i ) ̂ a Γ

3 j o s ^ ,

J (» - 2)(» - 3)^(1 - *, -Λ)"-4JΛ;, (J /(*) *
0 ^ 0
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3 log n

4>Ί J (« -2) (n - 3)^(1 - ^ -

3Ίogn

\yι dyγ f (n-2)(n-
0 0

3 log n 3 los: w

( f Λ4Vi f (Λ» +

1-2/1-3-1

Γ- xι -

« - 2) (« -

J-r. i-n

""4 dx,. I fa) dx^j fty*) dy
1 -

* -Λr-«Λfi) J

and

- S)*ίΛ(i - ^ -

3logw 3logn
n Λ~n

Γ Λ ί̂Vi Γ (Λ - 2) (Λ - 3)^(1 - * ! - >Ί)n-4 Λti //(**) ̂ 2 Γ /(>

0

3log

(J Λ

0 0

3log» 3 log n

- 2K» -

f f\t#.

ψ±)t''f Δt)dt.
Hence we have, for n i> 6,

(3.6)

By (3. 3), (3.5) and (2.2), we can prove the lemma.

4. For the proof of Theorem 1 stated in § 1, it is sufficient to prove the

following Theorem Γ. Because if / f(t)dt Φ 0, then by (2.4'), instead
o

we may take the function f(t) such that

= /(*)- f f{t)dt.
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THEOREM Γ. Let f(f) be a function such that

(4.1) j fit)dt=Q
0

and for some p, 1 < p g 2,

(4.Γ) j \f(t)\pdt<+™.
o

Then we have

P[lim Sn= 0] = 1.

PROOF. Let us define the functions fk(t), k = 1, 2, , as follows:
a»> i f

(4.2)

where

(4.20 ak= f f(t)dt.
1/(01 <*1/4

Then we have, by (4.1) (4.10 and the definition of fk(t\

(4.3) f Mt)dt~0,
o

(4.3') J flit) dt = f f(t) dt - a
0 |/(t)| <*!/«

and

(4.3")

By (2. 2), we have

By the definition of fk(t) and (4. 3"), it follows that
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fc

<

By Lemma 4 and (4. 3), we have

Since 0 < /> - 1 <Ξ£/2 for 1< /> g 2, we have

Therefore if we take an integer a such that a(p — l)/4 > 1, then

On the other hand, by (3.1) and (2. 3), we have

(4. 4') 2

By (4. 4) and (4. 5), we can prove that

(4.5) P[limSfc« = 0J = 1.

Next let us put

then we have

(4.6) • j w - f l J s i 2 O(l/n*) = 0(1).
fc = l fc = i n=ΊcΛ

It is seen that

(4.7) Max I&-Sb-|
fcα^W<(fc+l)α

()

s 2 ιs.-s Γii
n=fcα+l

On the other hand by (2.2), we have
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Q ___ ςy __ ίdn nf(tn)f if tn = ti,n,

" ""' ~ UAfit) -Atn - <„)}, if ft. 4= flfli.

By the definition of £1|n, we can see that

[ω tn Φ tln] ~ [ω d'n n < ftj,

Therefore we have, by Lemma 2,

\1/P{J

By (3.1), we have

Hence we obtain that

(4. 8)

By (4.7) and (4.8), we have

(/{Max |S.-

Thus we obtain that

(4.9) 2 Γ( Max \Sn-S^\)dP< +«>.

By (4.6) and (4.9), we can prove that

(4.10) -^L i ί ^ + 1 * I Sn — S*:α I -K)l = 1.

By (4.5) and (4.10), we can prove theorem.

5. In this paragraph we prove the following.

THEOREM 2. Iff(t) € Z(0,1), then we have, for any S > 0,
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lim P
- /

Sn - At)dt >6 = 0.

PROOF. It is sufficient to prove that

(5.1)

By (2. 2) and (2.20, we have

- f f(t)dt dP = (71 -> + oo).

/ n ^ 2 j { / Wi)-Atι-u)\du\dP+ J\Jf{u)du
i ' 1 Ω 0 Ω 0

(5.1) can be shown easily, by the first two Lemmas in §2 and the fact
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