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Abstract

In this paper the concepts of lacunary vector valued double sequences and ∆11-lacunary statis-
tical convergent vector valued double difference sequences have been introduced. Further, the
purpose of this work is to extend the known sequence space in the literature for ordinary single
sequences to the double sequence space ∆11Nθr,s(E) of lacunary strongly convergent vector
valued double sequences. Some inclusion relations among them are also established. Lastly,
this paper deals with some results which establish the relationship between various lacunary
methods.
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1 Introduction & Motivation

The idea of statistical convergence was given by Zygmund [5] in the fitst edition of his monograph
in 1935. The concept of statistical convergence for single sequence of real or complex numbers has
been first introduced by H. Fast [14], Buck [22] and Schoenberg [15] independently. From the point
of view of sequence spaces, this concept has been generalized & developed by Fridy [19], Maddox
[17], Salat [23], Connor [18], Rath & Tripathy [6] and many others.

The basic concept of statistical convergence is based on the notion of natural density or asymp-
totic density [16] of a set.

The scalar sequence x=(xk) is said to be statistically convergent to the number `, if for each
ε > 0, the natural density

δ
({
k ≤ n : |xk − `| ≥ ε

})
= 0

and it is denoted as xk −→ `(st1), while Fridy [19] defined a sequence x = (xk) to be statistically
Cauchy, if for every ε > 0, there exists a number N=N(ε) such that

δ
({
k ≤ n : |xk − xN | ≥ ε

})
= 0.

The space of lacunary strong convergence has been defined as follows:
A sequence of positive integers θ = (kr) is called ”lacunary” if k0 = 0, 0 < kr < kr+1 and

hr = kr − kr−1 →∞, as r →∞. The intervals determined by θ are denoted by Ir = (kr−1, kr ] and
the ratio kr

kr−1
will be denoted by qr. The space of lacunary strongly convergent sequences Nθ is

defined by Freedman et. al. [4] as follows:

Nθ =
{
x = (xi) : lim

r→∞
h−1
r

∑
i∈Ir

| xi − s |= 0, for some s
}
.
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Fridy and Orhan ([10], [11]) combined the concepts of statistical convergence and lacunary con-
vergence and introduced a new convergence method, known as lacunary statistical convergence or
Sθ-convergence for single scalar sequences as follows:
A sequence x=(xk) is said to be Sθ-convergent to L if for each ε > 0,

lim
r→∞

1

hr
C
({
k ∈ Ir : |xk − L| ≥ ε

})
= 0

where θ = (kr) is a lacunary sequence and hr = kr−kr−1 and C(A) denotes the number of elements
in the enclosed set A. In this case, we write xk −→ `(Sθ).

Recently Bilgin [24], Jinlu Li [20], Karakaya et al. [12], Çakalli [8], Basu et al. ([1], [2]), Savas et
al. [7] and many others have extended the concept of lacunary statistical convergence and continued
this study by introducing new sequence spaces using modulus functions, Orlicz functions, infinite
matrices etc.

Mursaleen et al. [13] first introduced and extended the concept of statistical convergence for
double sequences of real or complex numbers after defining the analogue concept of natural density
for double sequences as follows:

Let K ⊆ N× N be a two dimensional set of positive integers and let

K(n,m) = C
({

(i, j) : i ≤ n and j ≤ m
})
.

where C(A) denotes the cardinality of the set A.

If the sequence
(
K(n,m)
nm

)
has a limit in Pringsheim’s sense [3], then we say that K has double

natural density δ2(K) and is written as

δ2(K) = P − lim
n,m

K(n,m)

nm

Mursaleen et al. [13] defined analogously the statistical convergence and statistical Cauchy conver-
gence for double sequences x=(xnk) as follows:

Definition 1.1. A real double sequence x = (xij) is said to be statistically convergent to the number
`, if for each ε > 0, the set {

(i, j) : i ≤ n and j ≤ m : |xij − `| ≥ ε
}

has double natural density zero in the Pringsheim’s sense, i.e.,

P − lim
m,n

1

mn
C
({

(i, j) : i ≤ n & j ≤ m, |xij − `| ≥ ε
})

= 0

and this is denoted as st2− limi,j xij = `. We denote the set of all statistically convergent sequences
(in Pringsheim’s sense) by st2.

Definition 1.2. A real double sequence x = (xij) is said to be statistically Cauchy, if for each
ε > 0 there exist A = A(ε) and B = B(ε) such that for all i, p ≥ A, j, q ≥ B, the set{

(i, j) : i ≤ r and j ≤ s : |xij − xpq| ≥ ε
}

has double natural density zero in Pringsheim’s sense.
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2 Concepts of ∆11-lacunary statistically convergent & Cauchy double
sequences

We first introduce the concept of lacunary double sequences as follows:

Definition 2.1. By a lacunary double sequence we mean an increasing sequence of positive integers
θr,s = (krs)

k00 k01 · · · · · · · · · · · · · · · · · ·
k10 k11 k12 · · · · · · · · · · · · · · ·
k20 k21 k22 k23 · · · · · · · · · · · ·
k30 k31 k32 k33 k34 · · · · · · · · ·
k40 k41 k42 k43 k44 k45 · · · · · ·
k50 k51 k52 k53 k54 k55 k56 · · ·
· · · · · · · · · · · · · · · · · · · · · · · ·
...

...
...

...
...

...
...

such that k00 = 0, k−1 0 = 0, k0 −1 = 0, kr0 = 0, k0s = 0 for r ≥ 1, s ≥ 1,

0 < kmj < knj if m < n

0 < kim < kin if m < n,

0 < kij < ki+1 1, for i = 1, 2, . . . and j = 1, 2, . . .

and ∆01h(r, s) = (krs− kr s−1)→∞ as s→∞, ∆10h(r, s) = (krs− kr−1, s)→∞ as r →∞. The
corresponding intervals are denoted by ∆01I(r, s) and ∆10I(r, s) where ∆01I(r, s) = (kr s−1, krs]
and ∆10I(r, s) = (kr−1, s, krs].
We define

∆hrs ≡ ∆10h(r, s)×∆01h(r, s) = (kr s − kr−1 s)︸ ︷︷ ︸
∆10h(r,s)

× (kr s − kr s−1)︸ ︷︷ ︸
∆01h(r,s)

.

So ∆hrs →∞ as r, s→∞.
The intervals determined by θr,s are denoted by ∆Irs where

∆Irs ≡ ∆10I(r, s)×∆01I(r, s) = (kr−1 s, kr s]︸ ︷︷ ︸
∆10I(r,s)

× (kr s−1, kr s]︸ ︷︷ ︸
∆01I(r,s)

and the ratios krs
kr−1, s

, krs
kr s−1

are denoted by ∆10qrs and ∆01qrs respectively.

We will denote the set of all double lacunary sequences by Nθr,s .

Recently Edely et al. [21] defined the backward differences of the double sequences x=(xnk) as
follows:

∆11xnk = xnk − xn−1 k − xn k−1 + xn−1 k−1, (2.1)

∆10xnk = xnk − xn−1 k

∆01xnk = xnk − xn k−1.

We now define ∆11-statistical convergence, ∆11-lacunary statistical convergence, ∆11-lacunary sta-
tistically Cauchy sequence for double sequences in the following manner:
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Definition 2.2. A double sequence x = (xij), where xij ∈ E, is said to be ∆11-statistical conver-
gent to ` ∈ E if, for each ε > 0, the set{

(i, j), i ≤ n and j ≤ m : ‖∆11xij − `‖E ≥ ε
}

has double natural density zero, where, the convergence is in Pringsheim’s sense. i.e.,

P − lim
m,n

1

mn
C
({

(i, j) : i ≤ n & j ≤ m, ‖∆11xij − `‖ ≥ ε
})

= 0.

Definition 2.3. Let θr,s be a double lacunary sequence. A double sequence x = (xij), where
xij ∈ E, a Banach space, is said to be ∆11-lacunary statistical convergent to ` ∈ E or ∆11 − Sθr,s
convergent to ` ∈ E, if for each ε > 0,

P − lim
r,s

1

∆hrs
C
({

(i, j) ∈ ∆Irs : ‖∆11xij − `‖E ≥ ε
})

= 0.

We denote it as xnk
P−→ `(∆11 − Sθr,s).

Definition 2.4. Let θr,s be a double lacunary sequence. A double sequence x = (xij), xij ∈ E,
a Banach space, is said to be ∆11-lacunary statistically Cauchy sequence or ∆11 − Sθr,s Cauchy if
there is a subsequence {xi′(r) j′(s)} of x such that (i′(r), j′(s)) ∈ ∆Irs for each r and s and

lim
r,s→∞

xi′(r) j′(s)
P
= `

for some ` ∈ E and for every ε > 0,

P − lim
r,s

1

∆hrs
C
({

(n, k) ∈ ∆Irs : ‖∆11xij −∆11xi′r j′(s)‖E ≥ ε
})

= 0.

3 New sequence space ∆11Nθr,s(E)

We define the new class of lacunary strongly vector valued convergent double sequences as follows:
Let θr,s = (krs) be a lacunary double sequence. Let (E, ‖.‖E) be a Banach space over the field

of complex number C. The class ∆11Nθr,s(E) of lacunary strongly convergent vector valued double
sequences is defined as

∆11Nθr,s(E) =
{
x = (xnk)∞n,k=0 : xnk ∈ E and there exist ` ∈ E such that

P − lim
r,s

1

∆hrs

∑
(n,k)∈∆Irs

‖∆11xnk − `‖E = 0
}

where ∆11xnk is defined in (2.1).
The space of all lacunary convergent null double sequences is denoted by ∆11N

0
θr,s

(E).

Note 3.1. If x = (xnk) ∈ ∆11Nθr,s(E) we denote this as xnk −→ `(Nθr,s).

Now we have
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Theorem 3.1. ∆11N
0
θr,s

(E) is a Banach space with respect to the norm

‖xnk‖EE(θr,s) = ‖x00‖E + ‖x01‖E + sup
r,s

1

∆hrs

[ ∑
(n,k)∈∆Irs

‖xnk − xn−1 k‖E

+
∑

(n,k)∈∆Irs

‖xn k−1 − xn−1 k−1‖E
]

Proof. The proof is easy, so we omit it. q.e.d.

4 Some Results

Theorem 4.1. The sequence x=(xnk), xnk ∈ E is ∆11-lacunary statistically convergent if and only
if x=(xnk) is ∆11-lacunary statistically Cauchy sequence. Equivalently, the sequence x = (xnk) is
∆11 − Sθr,s-convergent if and only if x = (xnk) is ∆11 − Sθr,s-Cauchy sequence.

Proof. Let us assume that x=(xnk) is ∆11-lacunary statistically Cauchy sequence. Then there
is a subsequence {xn′(r) k′(s)} of x such that (n′(r), k′(s)) ∈ ∆Irs, for each r and s, and P −
limr, s→∞ xn′(r) k′(s) = ` for some ` ∈ E and for every ε > 0,

P − lim
r,s→∞

1

∆hrs
C
({

(n, k) ∈ ∆Irs : ‖∆11xnk −∆11xn′(r) k′(s)‖E ≥ ε
})

= 0.

So for every ε > 0,

C
({

(n, k) ∈ ∆Irs : ‖∆11xnk − `‖E ≥ ε
})

≤ C
({

(n, k) ∈ ∆Irs : ‖∆11xnk −∆11xn′(r) k′(s)‖E ≥
ε

2

})
+ C

({
(n, k) ∈ ∆Irs : ‖∆11xn′(r) k′(s) − `‖E ≥

ε

2

})
.

Now dividing both sides by ∆hrs and taking P-limit we get

P − lim
r,s

1

∆hrs
C
({

(n, k) ∈ ∆Irs : ‖∆11xnk − `‖E ≥ ε
})

= 0.

Hence it follows that x=(xnk) is ∆11-lacunary statistically convergent to `.
Conversely, assume that x=(xnk) is ∆11-lacunary statistically convergent to `.

Then by definition, for each natural number α,

P − lim
r,s→∞

1

∆hrs
C
({

(n, k) ∈ ∆Irs : ‖∆11xnk − `‖E <
1

α

})
= 1.

Let us choose m(1), p(1) such that for r ≥ m(1) and s ≥ p(1) imply

1

∆hrs
C
({

(n, k) ∈ ∆Irs : ‖∆11xnk − `‖E < 1
})

> 0

i. e., {
(n, k) ∈ ∆Irs : ‖∆11xnk − `‖E < 1

}
6= ϕ
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Next we choose m(2) > m(1) and p(2) > p(1) such that r ≥ m(2) and s ≥ p(2) imply

1

∆hrs
C
({

(n, k) ∈ ∆Irs : ‖∆11xnk − `‖E <
1

2

})
> 0.

Then for each r and s satisfying m(1) ≤ r < m(2) and p(1) ≤ s < p(2) respectively choose
(n′(r) k′(s)) ∈ ∆Irs such that

‖∆11xn′(r) k′(s) − `‖E < 1.

Generalizing this we get, if we choose m(ν+ 1) > m(ν) and p(ν+ 1) > p(ν) such that r ≥ m(ν+ 1)
and s ≥ p(ν + 1) imply{

(n′(r), k′(s)) ∈ ∆Irs : ‖∆11xn′(r) k′(s) − `‖E <
1

ν + 1

}
6= ϕ.

Hence for all r and s satisfying m(ν) ≤ r < m(ν + 1) and p(ν) ≤ s < p(ν + 1) we choose
(n′(r), k′(s)) ∈ ∆Irs such that

‖∆11xn′(r) k′(s) − `‖E <
1

ν
. (4.1)

Hence we get (n′(r), k′(s)) ∈ ∆Irs for every r and s and (4.1) implies that

P − lim
r, s→∞

xn′(r) k′(s) = `.

Consequently for every ε > 0,

1

∆hrs
C
({

(n, k) ∈ ∆Irs : ‖∆11xnk −∆11xn′(r) k′(s)‖E ≥ ε
})

≤ 1

∆hrs
C
({

(n, k) ∈ ∆Irs : ‖∆11xnk − `‖E ≥
ε

2

})
+

1

∆hrs
C
({

(n, k) ∈ ∆Irs : ‖∆11xn′(r) k′(s) − `‖E ≥
ε

2

})
.

Since x=(xnk) is ∆11-lacunary statistically convergent to ` and limr, s→∞ xn′(r) k′(s) = `, it follows
that x=(xnk) is ∆11-lacunary statistically Cauchy sequence. q.e.d.

Theorem 4.2. Let θ = {krs} be a lacunary sequence, then

(a) xnk
P−→ `(∆11 −Nθr,s) implies xnk

P−→ `(∆11 − Sθr,s)). But the converse is not true.

(b) x ∈ `∞(∆11) and xnk
P−→ `(∆11 − Sθr,s) imply xnk

P−→ (∆11 −Nθr,s), where

`∞(∆11) =
{
x = (xnk) : xnk ∈ E, ∃ ` ∈ E such that ‖∆11xnk − `‖E ≤M for all n, k

}
Proof. (a) If ε > 0 and xnk

P−→ `(∆11 −Nθr,s), we can write∑
(n,k)∈∆Irs

‖∆11xnk − `‖E ≥
∑

(n, k) ∈ ∆Irs
‖∆11xnk − `‖E ≥ ε

‖∆11xnk − `‖E

≥ ε C
({

(n, k) ∈ ∆Irs : ‖∆11xnk − `‖E ≥ ε
})
,
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Dividing by ∆hrs and taking the P-limit as r, s →∞ we get the first part of (a) as

P − lim
r,s

1

∆hrs

∑
(n,k)∈∆Irs

‖∆11xnk − `‖E = 0.

To prove the other part we assume that θr,s = (krs) is a lacunary sequence and θ̄ is the null element
of the Banach space E.

Let us define a double sequence x = (xnk) such that

∆11xnk 1 2 · · · · · · [
√

∆01hrs] · · ·
1 1 2 · · · · · ·

√
∆01hrs · · ·

2 2 · · · · · · · · · · · · · · ·
...

...
...

...
...

... · · ·
...

...
...

...
...

... · · ·
[
√

∆10hrs] [
√

∆10hrs] · · · · · · · · · · · · · · ·
...

...
...

... · · ·
... · · ·

...
...

...
... · · ·

... · · ·

Then for any ε > 0,

P − 1

∆hrs
C
({

(n, k) ∈ ∆Irs : ‖∆11xnk − θ̄‖E ≥ ε
})

< P − [
√

∆01hrs][
√

∆10hrs]

∆01hrs∆10hrs
−→ 0 as r, s→∞

i.e., xnk
P−→ θ̄(∆11 − Sθr,s).

But,

P − 1

∆hrs

∑
(n,k)∈∆Irs

‖∆11xnk − θ̄‖E

< P − 1

∆hrs

[
√

∆01hrs]([
√

∆01hrs] + 1)

2
× [
√

∆10hrs]([
√

∆10hrs] + 1)

2

−→ 1

4
6= 0 as r, s→∞

Hence xnk
P

6−→ θ̄(∆11 −Nθr,s).
This shows that the converse is not true in general.

(b) Suppose xnk
P−→ `(∆11 − Sθr,s) and x = (xnk) ∈ `∞(∆11), say,

‖∆11xnk − `‖E ≤M for all n, k.
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Then for any given ε > 0 and large r & s we obtain the following

1

∆hrs

∑
(n,k)∈∆Irs

‖∆11xnk − `‖E

<
1

∆hrs

∑
(n, k) ∈ ∆Irs

‖∆11xnk − `‖E ≥ ε

‖∆11xnk − `‖E

+
1

∆hrs

∑
(n, k) ∈ ∆Irs

‖∆11xnk − `‖E < ε

‖∆11xnk − `‖E

≤ M

∆hrs
C
({

(n, k) ∈ ∆Irs : ‖∆11xnk − `‖E ≥ ε
})

+ ε

Therefore xnk
P−→ `(∆11 − Sθr,s). q.e.d.

5 Lacunary refinement

Definition 5.1. Let θr,s = (krs) be a lacunary sequence. A lacunary double sequence θ′r,s = (k′rs)

is said to be lacunary refinement of θ = (krs) if (krs) ⊆ (ḱrs).

In the following theorem we will discuss the inclusion properties of different lacunary methods
for double sequence and find out the general description of the inclusion between two arbitrary
lacunary methods for double sequences.

Theorem 5.1. If ´θr,s is a lacunary refinement of θr,s and xnk
P−→ `(∆11 − Sθ′r,s), then xnk

P−→
`(∆11 − Sθr,s).

Proof. Suppose each ∆Irs of θr,s contains the points
{
k′r(i), s(j)

}ν(r) µ(s)

i=1, j=1
such that each ∆10Irs of

θr,s(fixed) contains the points
(
k′r(i), s(fixed)

)ν(r)

i=1
of θ′r,s so that

kr−1, s < k′r(1), s < k′r(2), s < . . . < k′r(ν(r)), s = kr,s

where
∆I ′r(i), s(fixed) =

(
k′r(i−1), s, k

′
r(i), s

]
, i = 2, . . . , ν(r)

while each ∆01Irs of θr(fixed),s contains the points
(
k′r(fixed), s(j)

)µ(s)

j=1
of θ′r,s so that

kr, s−1 < k′r, s(1) < k′r, s(2) < . . . < k′r, s(µ(s) = kr,s

where
∆I ′r(fixed), s(j) =

(
k′r, s(j−1), k

′
r, s(j)

]
, j = 2, . . . , µ(s).

Clearly for all r and s, ν(r) ≥ 1, µ(s) ≥ 1, because {krs} ⊆ {k′rs}.
So,

∆I ′r(i), s(j) = ∆I ′r(i), s(fixed) × I
′
r(fixed), s(j).
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Let {∆I∗p,q}p,q=1,2,... be the sequence of abutting intervals {∆I ′r(i), s(j)} ordered by increasing right

end points k′r(i), s(fixed) of ∆10I
′
r(i), s and right end points k′r(fixed), s(j) of ∆01I

′
r, s(j).

Since xnk
P−→ `(∆11 − Sθ′r,s) we get for each ε > 0,

P − lim
p,q

∑
∆I∗p,q⊆∆Ir,s

1

∆h∗rs
C
({

(n, k) ∈ ∆I∗p,q : ‖∆11xnk − `‖E ≥ ε
})

= 0. (5.2)

As before we write,

∆hrs = ∆10hr, s ×∆01hr, s

= (kr,s − kr−1,s)× (kr,s − kr,s−1)

∆h′rs = ∆10h
′
r(i), s ×∆01h

′
r, s(j)

= (k′r(i),s − kr(i−1),s)× (kr,s(j) − kr,s(j−1))

and
∆10h

′
r(i), s = k′r(i),s − kr(i−1),s

and
∆01h

′
r, s(j) = kr,s(j) − kr,s(j−1)

For each ε > 0, we have

1

∆hrs
C
({

(n, k) ∈ ∆Irs : ‖∆11xnk − `‖E ≥ ε
})

(5.3)

=
1

∆hrs

∑
I?pq⊆∆Irs

∆h?pq
1

∆h?pq
C
({

(n, k) ∈ ∆I?pq : ‖∆11xnk − `‖E ≥ ε
})

=
1

∆hrs

∑
∆I?pq⊆∆Irs

∆h?pq

(
Cθ́χK×K

)
p, q

where χK×K is the characteristic function of the set

K ×K =
{

(n, k) ∈ N ×N : ‖∆11xnk − `‖E ≥ ε
}

and Cθ́χK×K is defined by

(
Cθ́χK×K

)
p, q

=
C
(

(K ×K) ∩∆I?pq

)
∆h?pq

By (5.2), Cθ́χK×K is a null sequence and (5.3) is a regular weighted mean transform of Cθ́χK×K.

Hence the transform (5.3) also tends to zero as r, s →∞. i.e.,xnk
P−→ `(∆11 − Sθr,s). q.e.d.

Next theorem gives the converse.
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Theorem 5.2. Let ´θr,s = (ḱrs) be a lacunary refinement of lacunary sequence θr,s = (krs). Let

∆Irs and ∆I ′rs, r, s=1, 2, . . . be the corresponding intervals of θr,s and ´θr,s respectively and ∆hrs
and ∆h′rs are ∆10hr, s × ∆01hr, s and ∆10h

′
r, s × ∆01h

′
r, s respectively. If there exist δ > 0 such

that
∆h́rs
∆hij

≥ δ, for every ∆I ′rs ⊆ ∆Iij ,

then xnk
P−→ `(∆11 − Sθr,s) implies xnk

P−→ `(∆11 − Sθ′r,s).

Proof. Let ε > 0 be given.
Then for every ∆I ′rs, we can find ∆Iij such that ∆I ′rs ⊆ ∆Iij .
Then we have

1

∆h́rs
C
({

(n, k) ∈ ∆I ′rs : ‖∆11xnk − `‖E ≥ ε
})

=
(∆hij

∆h́rs

)( 1

∆hij

)
C
({

(n, k) ∈ ∆I ′rs : ‖∆11xnk − `‖E ≥ ε
})

≤
(∆hij

∆h́rs

)( 1

∆hij

)
C
({

(n, k) ∈ ∆Iij : ‖∆11xnk − `‖E ≥ ε
})

(since ∆I ′rs ⊆ ∆Iij)

≤
(1

δ

)( 1

∆hij

)
C
({

(n, k) ∈ ∆Iij : ‖∆11xnk − `‖E ≥ ε
})
.

q.e.d.

Remark. This theorem establishes inclusion between two lacunary methods only when one
sequence is a refinement of the other.
Next theorem gives the converse in general.

Theorem 5.3. Suppose ´θr,s = (ḱrs) be a lacunary refinement of lacunary sequence θr,s = (krs).

Let ∆Irs and ∆I ′rs, r, s=1, 2, . . . be the corresponding intervals of θ and θ́ respectively and ∆Prsij =
∆I ′rs ∩∆Iij, r, s, i, j = 1, 2, . . .. If there exist a δ > 0 such that

∆hrsij
∆hij

≥ δ, for every r, s, i, j = 1, 2, . . . , provided ∆Prsij 6= ϕ

Then xnk
P−→ `(∆11 − Sθr,s) implies xnk

P−→ `(∆11 − Sθ′r,s).

Proof. Let αr,s = θr,s ∪ ´θr,s. Then α is a refinement of the lacunary sequence θr,s and ´θr,s. The
interval determined by αr,s is denoted by ∆Prsij = ∆I ′rs ∩∆Iij , ∆Prsij 6= ϕ.
Now,

1

∆hrsij
C
({

(n, k) ∈ ∆Prsij : ‖∆11xnk − `‖E ≥ ε
})

=
( ∆hij

∆hrsij

)( 1

∆hij

)
C
({

(n, k) ∈ ∆Prsij : ‖∆11xnk − `‖E ≥ ε
})

≤
( ∆hij

∆hrsij

)( 1

∆hij

)
C
({

(n, k) ∈ ∆Iij : ‖∆11xnk − `‖E ≥ ε
})

≤
(1

δ

)( 1

∆hij

)
C
({

(n, k) ∈ ∆Iij : ‖∆11xnk − `‖E ≥ ε
})
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Hence xnk
P−→ `(∆11 − Sθr,s) implies xnk

P−→ `(∆11 − Sαr,s).

By Theorem 5.1 it follows that xnk
P−→ `(∆11 − Sαr,s

) implies xnk
P−→ `(∆11 − Sθ′r,s), since αr,s is

a lacunary refinement of ´θr,s. q.e.d.

Similarly if we change the given condition into
∆hrsij

∆hrs
≥ δ, for every r, s, i, j = 1, 2, . . ., provided

∆Prsij 6= ϕ, then we get xnk
P−→ `(∆11 − Sθ′r,s) implies xnk

P−→ `(∆11 − Sθr,s).
Combining this condition and Theorem 5.3, we get the following Theorem 5.4, which gives the

sufficient conditions to have the relationship between two arbitrary lacunary methods.

Theorem 5.4. Suppose θr,s = (krs) and ´θr,s = (ḱrs) be two lacunary double sequences. Let ∆Irs
and ∆I ′rs be the corresponding intervals of θr,s and ´θr,s respectively and ∆Prsij = ∆I ′rs ∩ ∆Iij,
r, s, i, j = 1, 2, . . .. If there exist a δ > 0 such that

∆hrsij
(∆hij + ∆hrs)

≥ δ, for every i, j, r, s = 1, 2, . . . , provided ∆Prsij 6= ϕ

Then xnk
P−→ `(∆11 − Sθr,s) implies and is implied by xnk

P−→ `(∆11 − Sθ′r,s).

6 Summary and Conclusion
In this paper, we have extended the notion of lacunary convergence from single sequence of scalars
to double sequence of scalars. Further, the space Nθ of Freedman et al. [4] has been extended to
∆11Nθr,s(E), the space of lacunary strongly convergent vector valued double sequences. Moreover,
∆11-statistical convergence, ∆11-lacunary statistical convergence and the concept of ∆11-statistical
Cauchy sequence are introduced in these new classes of vector valued double sequence spaces. Some
inclusion relations for lacunary refinements are derived. The corresponding results of Jinlu Li [20]
can be derived from our results.
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