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 1. Introduction

 By a local system we mean a family S = (S(x); x e R} such that

 S(x) is a nonempty collection of subsets of the real line, with

 the following properties:

 (i) {x} * S(x) ,

 (ii) if S e s(x), then x e s,

 (iii) if S e s(x) and S' o s, then S' e S(x),

 ( iv ) if S e s ( x ) and 6 > 0 , then S n (x-ó,x+ć)es(x).

 Let S be a local system. We say that a function f is

 (S) -continuous at the point xQ if, for each e > 0, the set

 {x ; |f(x) - f(xQ)| < e} belongs to the family S(xQ).
 The notion of a local system is the basis for considerations

 in B. Thomson's book [T2]. This notion makes it possible to unify

 the way of formulating and demonstrating many properties related

 to generalized limits, continuity and derivatives.

 The proofs of the majority of theorems in [T2] are based

 on the observation that the local system considered satisfies

 some "intersection condition" or some "porosity condition". In

 this paper we shall study "intersection conditions" for several
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 local systems related to the approximate system S (see [T2],
 ap

 p. 22) and to its category analogue which was introduced by W.

 Wilczyński. We start with the following definition

 DEFINITION 1. We say that a local system S satisfies an

 intersection condition of the form "S n S * 0" ("S n S n
 x y x y

 (x,y) ^ 0", etc.) if, for each choice of sets {Sx; x e R}

 with Sx e S(x), there is a positive function 6 on R such
 that S n S # 0 (S n S n (x,y) #0, etc.) whenever 0 <

 x y x y

 y - x < min { ó (x) , <5 (y) } .

 The intersection conditions considered most frequently in

 Thomson's book and other papers are those of the form "S ns *0",
 x y

 "S n S n (x,y) # 0", "S n S n [x,y] ^ 0" and of the form
 x y x y

 "S n S n [x - X(y - x),x] # 0 or/arxi S D S n [y, y + X(y - x)] # Ģ" ,
 x y x y

 where X 2 1 is a parameter. The reader who is interested in

 the applications of the intersection conditions can find them in

 [T2]. We cite here only one example of such an application.

 THEOREM A ( [T2] , Theorem 33.1). If a local system S sat-

 isfies an intersection condition of the form "S n S # 0", then
 x y

 every (S) -continuous function is in the first class of Baire.

 DEFINITION 2. We say that a local system S satisfies

 a strong intersection condition of the form "S n S # 0"
 x y

 ("S ft S fi (x,y) # 0", etc.) if, for any x e R and S e S(x)
 x y

 there is a positive number <5(x,S) such that S n S # 0
 x y

 (S n S n (x,y) ï 0, etc.) whenever S e S(x), S e S(y) and
 x y x y

 0 < y - x < min { 6 (x,S ) , 6 (y, S) } .
 x y

 The strong intersection condition is related to the "es-

 sential radius condition ( [ Z ] , p. 321) and "O'Malley's condition"
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 ([Tl], p. 292). Evidently, if S satisfies a strong intersection

 condition of any form, then it satisfies an intersection condi-

 tion of the same form.

 The theorem whose proof (in the implicit form) can be found

 in the paper by E. Lazarów and W. Wilczyński may serve as an

 example of an application of a strong intersection condition.

 THEOREM B ( [ŁW] , Theorem 2). If a local system S sat-

 isfies a strong intersection condition of the form "S n S n
 X y

 (x,y) ^ 0" and f is a finite (S) -derivative, then f is a

 selective derivative.

 2. Density systems

 If E is a measurable subset of the real line, then |E|

 denotes the Lebesgue measure of *E. By a right upper (lower)

 density of E at a point x we mean

 d+( E,x) = lim sup lE " t*'? * h)l
 h-0+ n

 ( d ( E , x ) = liminf lE n (x * + h) I ) .
 + h-*0 n

 In the same way we define the left densities.

 In this paragraph we shall study intersection conditions

 for local systems S*,S+ and S which we define in the follow-

 ing way:

 A e s+(x) <=> x e A and there is a measurable set E c a such
 O

 that d+(E,x) = 1 and d+(E,x) > 0,
 A e S+(x) <=> x e A and there is a measurable set E c a such

 that, for each measurable F s s*(x), we
 O

 have E fi F e S* ( x ) ,
 O

 s(x) = s+(x) n s~(x) .
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 The definitions of S and S+ were introduced by D.N.

 Sarkhel and A.K. De ([SD]). In their terminology, A e S(x)

 (A e S+(x)) if and only if R ' A is sparse at x (sparse at

 X on the right). The properties of sparse sets are also examined

 in [Fl].

 Evidently, S+(x) c s*(x). Example 3 from [Fl] implies that
 this inclusion is strict. It is also obvious that if x is a

 right density point of a set A, then A e s+(x). Example 3.1
 from [SD] shows that there is a measurable set A e S (x) such

 that x is not a right density point of A.

 In M. Sinharoy's paper [S] there is a proof of the theorem

 below. We repeat it here because the original theorem of Sinha-

 roy is formulated differently and includes some additional con-

 siderations which obscure the essence of the relationships we

 are interested in.

 THEOREM 1 ( [S] , Theorem 2). The local system S* satis-

 fies a strong intersection condition of the form "S n S # 0".
 x y

 Proof. Let x e R and S e s"!"(x). We must define
 o

 6(x,S). We may assume that S is measurable. There are two real

 numbers rx s (0,y) and tx e (x,x + -|) such that

 |S n (x,t) I
 (1)

 I (x,t) I x

 |S n (x,t ) I .
 (2)

 |(x,tx)| x

 Put 6(x,S) = rx(tx - x).

 Let S s S(x), S s S(y) and 0 < y - x < min {<5(x,S ),
 x y x

 6(y,S )}. We must show that S n S # 0. We consider two
 y x y

 cases :
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 (a) r £ r . From (2) it follows that
 X y

 lsx n (x,tx)|

 |(x,tx)| x x

 Moreover, tx - y = (tx - x) - (y - x) > (tx - x) - <5(x,Sx) =

 (tx - x) (1 - rx) > j(tx - x) . Hence tx - x < 2(tx - y) and (1)
 guarantees

 |SV n tx,tx) i > |sy n (Y/tx) I
 |(x,tx)| " > 2|(y,tx)| > V

 |S n s n (x,t ) I
 From the above inequalities we obtain

 |(x,tx)|
 (l-r)+r-lžO and, consequently, S n S # 0.
 x y x y

 b) r ž r . From (1) it follows that
 x y

 lsx n (X'V I
 -

 I (x,ty) I

 As ty - x = (ty - y) + (y - x) < (ty - y) + <5(y,Sy)

 (ty - y ) ( 1 + ry) , therefore

 |sy n (x,ty)| i |sy n (y,ty) |

 |(x,ty)| 1 + iļ l'(y.ty) I
 i-rñ

 >

 1 + ry

 Thus, from the above inequalities we conclude that

 |S n s n (x,t ) I
 -

 |(x,ty)i y x
 and, consequently, S n S # 0.

 x y

 174



 COROLLARY. The local system S+ satisfies a strong in-
 tersection condition of the form "S fi S / 0".

 X y

 From Theorem 1 it follows that the local system S sat-

 isfies an intersection condition of the form "S D S / 0". We
 X y

 shall show that this system satisfies none of the remaining in-

 tersection conditions mentioned in the introduction. To do this,

 we present an example which will also be used in the sequel.

 EXAMPLE 1. Let X,x be real numbers and X 2 0. Put

 '"{x} U U (X + x(n+1) ,x + xn +1) U U (x - xn +1,x-x(n+1) ) ;
 n=l n=l

 sx = ' x e (0, 4(11+ x) ) /

 I (X - 1 , X + 1); X * (0, 4(11+ x) ) ♦

 We show that, for the family isx/ x e R}, there is no
 positive function <5 such that

 (*) s ns fl [x- X(y-x),x+X(y-x)] ^ 0 whenever
 x y

 0 < y - x < min {ó(x),ó(y)}.

 Suppose the contrary, i.e. there is a positive function 6

 for which condition (*) holds. We can assume that 6(x) < ^ ^ ^ ^

 for every x. Put n (x; ^ < 6(x) ¿ * Then
 œ oo

 (0, TrTTTT) + c u • Hence there are two integers n 411 + M n=l i=0 ni

 and i such that | En^ n ( 0 , ^ ^ ) ļ * > 0 . ( | • | * denotes the

 outer Lebesgue measure). Let x < be a point of outer den-

 sity 1 of Eni, belonging to ERi n ( 0 , Ą ( Ł ' x)) .
 Thus there exists z e (x,itì) which fulfils

 n
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 I (X'Y) n E J* 7
 (1)  I (x,y) I ā 8

 k2
 Let k £ 2 be an integer such that x + x ú z. From

 7 X*2 J'2
 (1) it follows that there is y e (x +

 8 1+ X , 1

 Thus we have

 k2 k2 2
 (2) y+X(y-x) <x + x + Xj^ x = x + xk ,

 .y k2 .2 .2
 (3) x - X(y - x) > x - ļ + x = x + 1X+ x - x > y - yk .

 Moreover ,

 1,2+1 1,2 j,2+, 1 xK k^+l xK k2-l k2+l 1 y < ( x + x )K 1 = xK i(l + xK i)K 1

 < xk2+1d + a^V2"1) = xk2+1(l ♦ 4I2X)112-1 I

 s xk2+l(1 + -L, = 3xk2+l
 2¿ ¿

 and, consequently,

 (4) (4) v y - y*2+1 y > x + 1 * - ¿xk2+1 = x + xfc2(
 (4) (4) y v - y > x + 8 1 + X - 2 = x +

 ¡. x + xk2(

 8(1 + X) 8(1 + X)

 Since

 k2+l k2
 sx n [x + x ,x + x ] = 0,

 i,2 k2+l
 Sy n [y - Y ,y - y ] = 0,

 therefore (2), (3) and (4) guarantee that. SxnSyfl[x - X(y-x),
 2 2 2 2

 y + X(y - x) ] c sv x n s„ n ( (y - yk ,y - yk +1) U (x + xk +1,x + xk )) = 0. x y

 i ne.



 On the other hand, from x,y e En^ it follows that 0 < y - x <

 ^ < min {ó(x),6(y)}. Hence by (*), we get a contradiction.

 An immediate consequence of Example 1 is

 THEOREM 2. There is no X £ 0 for which the local system

 S satisfies the parametric intersection condition:

 "sv x n s n [x - X(y - x),y + X(y - x)] # 0". x y

 Proof. Let the sets Sx be defined as in Example 1.
 D.N. Sarkhel and A.K. De proved that, for each c > 1, the set

 00 2 " 2
 E = R ' U (c~n 2 " ,c~n 2 ) belongs to S+(0) (see [SDļ , Ex-
 c n=l

 ample 3.1 and Theorem 3.1). Hence Sx e S(x) for every x. Thus
 the conclusion of the theorem follows from Example 1.

 We end our considerations with the following theorem which

 was proved in [ F2 ] .

 THEOREM 3. For each a e (0,1), the local system S+ sat-
 isfies a strong intersection condition of the form

 "s n s n (y,y + (y - x)a) * 0".
 a y

 3. I -density systems

 In the sequel, the letter I will denote the family of

 meager sets on the real line.

 DEFINITION 3. We say that x is an I-density point of a

 set E having the Baire property if, for each sequence { tn } of
 real numbers tending to infinity, there exists a subsequence

 <V such that xtnk(E - X) n [-1,1] ^ *[-1,1] '-a-6-11-6-
 the set of point for which the convergence does not hold is of

 the first category) .

 If, in the preceding definition, one replaces the interval

 [-1,1] by [0,1] ([-1,0]), then one obtains the definition

 of a right (left) I-density point of E.
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 DEFINITION 4. Let E be a set having the Baire property.

 (a) We say that x is a right upper I-density point of E

 if there exists a sequence real numbers tending to in-

 finity with xtn<E . x) n t0/1] - > x[0>1] I-a.e. We denote
 this point by d*(E,x) = 1. Otherwise we write dj(E,x) < 1.

 (b) We say that x is a right lower I-dispersion point

 of E if there exists a sequence °f real numbers tending

 to infinity with xt (E _ x) n [0,1] TT^> 0 I-a-e- We denote
 this point by d . (E,x) = 0. Otherwise we write d ,(E,x) > 0.
 I I

 Evidently, d*(E,x) = 1 if and only if d.(R'E,x)= 0.
 I

 In the same way as in Definition 4 one can define the left - hand

 analogues of these notions.

 The definition of an I-density point is due to W. Wilczyń-

 ski (see [PWW] ) . The remaining definitions and notations come

 from [Fl] .

 In the sequel, we shall often use the following equival-

 ences.

 REMARK 1. Let iEn) be a sequence of sets.

 (a) Xt. z
 E_ n -► °° n
 n

 set.

 (b) Xr> 7 E n 00 n
 n

 category.

 Now, we define the local systems Sj, Sj, Sjf Sj, SQl . We
 shall study the intersection conditions for these systems.

 A e Sjíx) <=> x e A and there is a set E c A having the Baire
 property such that x is an I-density

 point of E.
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 A e Sj(x) <=> X 6 a and there is a set E c a having the Baire
 property such that x is a right I -density-

 point of E.

 A e <=> x e a and there is a set E c A having the Baire

 property such that d*(E,x) = 1 and
 d ,(E,x) > 0.

 I

 A e s*(x) <=> x e A and there is a set E c a having the Baire

 property such that, for each set FeS^lx)
 having the Baire property, we have E il F e

 Sol (x) *

 Sj (x) = s*(x) n s~(x) .

 In [FI] the sets which are complements of these from S^(x)

 (Sj(x)) are called I-sparse at x (I-sparse at x on the rig.it),
 while, for E e s^(x), x is said to be a *I-density point of E.

 Obviously, S*(x) c s^j(x). Proposition 2 from [Fl] guar-
 antees that S*(x) c s*(x). Examples 2 and 3 from [FI] show that
 both the inclusions are strict.

 E. Lazarów and W. Wilczyński proved the following

 THEOREM 4 ( [ŁW] , Theorem 2). The local system sat-

 isfies a strong intersection condition of the form

 "s n s n (x,y) * 0".
 x y

 Using the notion of an I-density point, W. Wilczyński de-

 fined the so-called I-density topology (see [PWW] ) . The neigh-

 bourhoods of x in this topology are the sets from Sj(x). In
 [Z] L. Zajiček generalized the notion of the I-density topology

 for an arbitrary metric space. He showed that the system which

 consists of all neighbourhoods of any point of the space satis-

 fies a strong intersection condition of the form "S n S # 0"
 x y

 ( [Z] , Theorem 3 ) .

 We shall prove a result which is stronger than Theorem 4.

 We need Theorem 1 from [Ł] which we shall reformulate in our no-
 tation.
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 LEMMA 1. If X is a right (left) I-density point of a set

 E having the Baire property, then, for each natural number n,

 there exist a natural number k = k(n,x) and a positive number

 Tļ = T](n,x) such that, for any h e ( 0 , ri ) and i e {l,...,n},

 there is j e {l,...,k} such that E is residual in

 '* + (iF- + x + ł ¡¿k)h) Ires*- in <* -
 * - <¥ + í¿r)hl)-

 An easy consequence of Lemma 1 is Lemma 2. A direct proof of

 this lemma can be found in [PWW, Lemma 1].

 LEMMA 2. If X is an I-density point of a set E having

 the Baire property, then, for each natural number k, there

 exists a positive number ti such that, for any h e { 0 , ri ) and

 i e { -k+1, . . . ,k} , E n (x + x + is of the second

 category.

 THEOREM 5. If 0 < < '2 S 1, then the local system Sj
 satisfies a strong intersection condition of the form

 "Sx n Sy n (x + Xl(y " x)' x + X2(y " x)) * 0"*

 Proof. Let x e R and S e (x) . We can assume that

 S has the Baire property. Let n be a natural number such that

 n(À2 - X^) ì. 2. Lemma 1 implies that there exist a natural num-
 ber k(n,x) and a positive number n(n,x) such that

 (1) for any h e (0,n(n,x)) and i e { -n+1 , . . . ,n} , there is

 j e {l,...,k(n,x)} such that S is residual in

 (x + (iñ^ + nk ( ñ , x ) )h' x + (iñ^ + nk(n,x) )h) *
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 From Lemma 2 it follows that, for kx = 2nk(n,x), there
 exists a positive number ru such that

 Kx

 (2) for any h e (0,riv ) and i e {-2nk(n,x)+l, - ,2nk(n,x)},
 Kx

 the set

 S n (x + 2nk(n/x)h' x + 2nk(n,x)h)

 is of the second category.

 Put 6 (x,S) = min {n(n,x),r)v }•
 Kx

 Let Sx e Sjfx), Sy e Sj ( y ) and 0 < y - x < min { 6 ( x , Sx ) ,
 My,S ) } . We show that S n s n (x + X- (y - x) , x + X_(y - x))=/ 0 .
 y x y j. ¿

 By the definition of n, there is i e {l,...,n} with

 i _ ~ 1 i
 (x + (y - x), x + (y - x))

 c (x + X^y - x), x + X2(y - x) ) .

 Put h = y - x and assume that k(n,x) š k(n,y) (if k(n,x) £

 k(n,y), then the proof is similar).

 As h = y-x<ri(n,x), condition (1) guarantees that there

 exists jQ e {l,...,k(n,x)} such that Sx is residual in

 ^-1 jo-1 jo
 IjQ (X + ( n + nk ( n , x ) ) h ' x + ( n + nk(n,x))h)*

 By condition (2) and h < ru / w© have that, for each
 y

 t e {-2nk(n,y)+l, . . . ,2nk(n,y) } , the set

 S n Jt = s n (y + 2nk(n^y) h' y + 2ïïkïïî7yîh)

 is of the second category.
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 I • h h 1 .
 Since I 1 J. t1' • = 1 t1' 2nk(n,y) 2nk(n,x) •=■ 2" I jQl . and "a y y
 i - 1 i

 X + - - - h < x + - h ž y, there is tQ e {-nk(n,x) + 1,...,0}

 with J ci..
 o 3 o

 i -1 i

 As Ij c (X + - - h, X + - h) c (x + X^ (y - x) , x + X2(y - x) ) ,

 we conclude that sx n sy n (x + X^y-x), x + X2(y-x)) # 0.

 We shall now examine intersection condition for Š*.

 THEOREM 6. If 0 ¿ X^ < X2 < ®, then the local system
 satisfies a strong intersection condition of the form

 "Sx n Sy n (y + X^y - x), y + X2(y - x) ) * 0".

 Proof. Let x e R and S e Š*(x) . Without loss •

 of generality we may assume that S has the Baire property,

 iQ-l iQ
 X^ = - £ - and ^2 = "k" ^or an^ natural numbers i and k.

 Put n = k + iQ. By Lemma 1, there exist a natural number k(n,x)
 and a positive number ri(n,x) such that

 (1) for any h e (0,rç(n,x)) and i e {l,...,n}, there is je

 {l,...,k(n,x)} such that S is residual in

 <* + (iir + 5iäilh' x + + Eirrfcõlh)-

 From Lemma 2 it follows chat, for kx = 2nk(n,x), there exists

 a positive number riv such that
 *x

 (2) for any he (0,r|. ) and i e { 1 , . . . , 2nk( n,x) } , the set
 Kx

 S n (x + 2nk(n,x)h' x + 2nk(n,x)h)

 is of the second category.
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 Put ó (x,S) = ^ n min {ri(n,x),r|v }• n Kx

 Let Sx e Šj(x), Sy e Š*(y) and 0 < y - x < min {ó(x,Sx),
 6(y,s ) } . We show that Sx n sy n (y+X1(y-x),y+X2(y-x))¿0.

 Put h = j^(y - x). We consider two cases.

 (a) k(n,x) á k(n,y) .

 Since h = j^(y - x) < nô(x,Sx) ¿ ri(n,x), condition (1) implies
 that there is jQ e { 1 , . . . ,k( n,x) } such that Sx is residual
 in

 Ij = (x + (ílñi + nk°n,x) )h' x + (Gni + nk(n,x) )h) *
 O

 On the other hand, we have h < nó(y,S ) á ri> • Thus, from
 y *y

 (2) it follows that, for each t e { 1 , . . . , 2nk(n,y) } , the set

 Sy n Jt ■ Sy n <y + ikîïï77Th' y + 2nk?n,ylh>

 is of the second category.

 As I Jt I = 2nk(n,y) " 2nkín,x) = and Y ¿ X + <

 x + h<y + h, there is t e {1, . . . ,2nk(n,y) } with J. c I. .
 o ■'o

 Moreover, since

 1 j c (x + ^h, x + h) =
 o

 k+i -1

 = ( x + - £

 = (Y + X1 ( y - x), y + X2(y - x)),

 we conclude that sx n Sy n + 'y + *2^ ~ x' ' ^ 0*
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 (b) k(n,x) 2 k(n,y) .

 Since h < Tļ(n,y), condition (1) guarantees that there exists

 jQ e {l,...,k(n,y)} such that Sy is residual in

 IjQ *y + *~~ñ + ñk*(ñ7yT)h' y + *~~ñ + nk(n,y) *

 By condition (2) and h < rit » we have that, for each t e
 X

 {1, . . . ,2nk(n,x} , the set

 Sx n Jt = Sx n (x + 2nk(n,x)h' x + 2nk(n,x)h)

 is of the second category.

 i i i -1

 As x + h = y + -t- (y - x) = y + -h > y + - - - h > x and K n n

 I Jtl = 2nK(n,x) s 2nk(n,y) = • there is Ło s (1

 2nk(n,x)} with J ci.. Moreover, since
 o ^o

 c ly + V"h- y + Th)
 O

 = (y + Xx(y - x), y + X2(y - x)),

 we conclude that Sx (1 (1 (y + X^(y - x), y + X2(y - x)) # 0.

 COROLLARY 1. (a) The local system S* satisfies a strong
 intersection condition of the form

 "sv x n Sv n (y, y + (y - x) ) ^ 0". x y

 (b) The local system satisfies a strong intersection

 condition of the form
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 "SX n Sy n ix - <y - x>'x> * *

 and

 sv X n s„ n (y, y + (y - x) ) ?* 0". X y

 We say that a function f is I -approximately continuous on

 the right if it is (S*) -continuous (see [PWW]).

 COROLLARY 2. If f is I -approximately continuous on the

 right, then it is in the first class of Baire.

 In order to investigate the local systems S^. and S+j , we
 start with proving the analogues of Lemmas 1 and 2 for these sys-

 tems.

 LEMMA 3. If G is open and I-sparse at 0 on the right

 (i.e. R ' G e Sj(0)), then there exist a natural number kQ and

 a real number riQ > 0 such that, for each h e (0,ti ), there is

 i e {l,...,kQ} with (ļf^h, ļ^h) n G = 0.
 o o

 Proof. Suppose that G is an open set which does not

 possess the property of the lemma. We show that G is not I-sparse

 at 0 on the right. From our assumption it follows that there

 is a decreasing sequence such that, for every k, we have

 (1) hk < ^7hk-l'

 (2) (^hk, |hk) n G # 0 for i e {l,...,k}.

 Put bk = ¿T hk-l' *k = (hk'bk)# Bk = Xk n ^
 oo

 2ih. ) and B = U B. . As in [Fl, Example 3] it is easy to check
 k=2 K
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 that d +(B,0) = 0 by examining Xt B n [0,1] for =

 To prove that G is not I-sparse at 0 on the right it is

 sufficient to show that d ,(B U G,0) > 0 (see [Fl], Theorem 2),
 I

 i.e. that, for each sequence {tn} tending to infinity,

 xt (B U G) fi [0 1] does not conver9e to 0 I-a.e.

 Let { tn> be a sequence tending to infinity. Obviously, it
 is enough to show that condition ( 3 ) is true for some subsequence

 of Let xn = anc* ^et a subsequence of
 n n

 {hn> for which 4hjc ¿ xn < 4hJc Replacing the sequences
 n n

 {t n } and {hv } by subsequences (if it is necessary), we can n n

 make one of the following conditions hold:
 X

 (a) there is M Ź 4 such that j- - ¿ M for every n,
 n

 X X

 (b) t- ^ - - - > <*> and there is M > 0 such that r-2- ¿ M for t- h. n- b.
 n n

 every n,

 xn
 (c) - > «.

 J y n-*»

 n

 We consider each case separately.

 (a) For each natural number n, we have

 (0,1) n tnB d (0,1) n tnBk
 n

 hk hk
 = <o.i) n tn(h k ,2hk ) = (-a, 2-fi).

 n n n n

 This means that (0,1) n tnB contains an interval of length
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 Put ai = for i = 0,1,..., 2M. Since each set tRB
 contains at least one of intervals there is i-Q e

 { 0 , . . . , 2M-1 } such that (a^ ,a^ +1) is contained in infinitely
 O o

 many sets tnB. This proves condition (3).

 (b) For each natural number n, we have

 (0'S> n V 3 <°'B) n *n'
 - 2IÍ-DV 2ihk„

 = "'•m1 n .u. i=l ' xn n - -r-*'- n i=l n n

 Thus, from - -
 X n-*-°°
 n

 dense in (0,¿) for each natural r. Hence lim sup t B is M n

 residual in so (3) holds.

 (c) Let p be a natural number. If n is a sufficiently
 X

 large natural number, then j- - > 2p and, consequently,
 j- '

 i-1 i xn 2hk "i
 I (~p~ xn' p xn} I = "p" > 2bk = k -1 *

 n n

 From (2) it follows that, for a sufficiently large n and each
 00

 i 6 {i,...,p}, g n (^^*n/ ^ $ ' Thus ^0'1) n u tnG is
 a dense open subset of (0,1) for every natural r and, there-

 fore, lim sup tnG is residual in (0,1). This proves (3).
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 An easy consequence of Lemma 3 is

 LEMMA 4. If E e Sj(x) has the Baire property, then there
 exists a natural number k such that, for each he (0,1), there

 is ie{i,...,k} for which E is residual in (x +ij^h,x+

 Proof. We assume that x = 0. As E has the Baire

 property, R ' E = G A P where G is open and I-sparse at 0

 on the right, and P is of the first category. Let kQ and nQ
 be the numbers guaranteed by Lemma 3 and let n > be a natural

 number. Put k = 2kQn and let h ^ e (0,1). Putting h =

 we obtain h < n0; so, by Lemma 3, there is i e {l,...,k }

 such that ļf-*1) H G = 0. Since , there
 O O o o

 exists j e {l,...,k} with ^ hi ) c j^-*1). Hence
 O o

 E is residual in h]_' k hl ^ *

 REMARK 2. There is an open set G such that d^(G,0) < 1,
 d (G,0) = 0 and G does not satisfy the conclusion of Lemma

 I

 3. It is sufficient to put G = Int A where A is defined in

 Example 3 in [Fl].

 LEMMA 5. If E has the Baire property and d^(E,x) = 1,
 then for each natural number k and each positive real number n ,

 there is he ( 0 , r> ) such that, for each ie{l,...,k}, E n

 (x + x + j^h) is of the second category.

 Proof. We assume that x = 0. Since d*(E,0) = 1,

 there is a sequence tending to infinity with
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 xtnE fi [0,1] x[0,l] I_a-e* SuPP°se to the contrary
 that there exist a natural number kQ and a real number riQ > 0

 such that, for each h s ( 0 , riQ ) , there is is {l,...,kQ} for

 which E n first category. Putting h = ^-,
 o o n

 we find a sequence (in) of numbers from the set {l,...,kQ},
 i -1 i

 such that tnE il (- ^ - , £-) is of the first category. Let {^n}
 O o

 be an increasing sequence of natural numbers such that {iv } is
 n

 i -i i

 constant, i.e. i^ = i for every n. Then t^ E n (- ^ - , ^-)
 n n o o

 is of the first category for every n. This contradicts the as-

 sumption that „ [0>1] J^r> X[0>1] !-»•••

 THEOREM 7. The local system satisfies a strong inter-

 section condition of the form "S n S 4 0".
 X y

 Proof. Let X e R and S e s*(x). We may assume that

 S has the Baire property. By Lemma 4, there is a natural number

 kx such that

 (1) for each h e (0,1), there is i e {l,...,k } such that

 S is residual in (x + T^h, x + ^-h).
 X X

 By Lemma 5, for k = 2kx and n = 1, there is h s (0,1)
 such that

 (2) Sx n (x + x + lie hx* of the second category for

 each i s {l, . . . , 2kx> .

 hx
 Put ó(x,S) = - - .

 2kx
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 Let Sx e Sj(x), Sy e S*(y) and 0 <y-x < min {ó(x,Sx),
 6(y,S )}. We must show that S fi S 4 0. We need consider two
 y ' * y

 cases:

 (a) k S k . Put h = h in (1). There exists i e
 x y y o

 i-i

 {l,...,k X } such that S X is residual in I. = (x + - ç - h , X X Iq *X y

 x + ^v-
 From (2) we obtain that Sy n J. = Sy il (y + |ļ^hy, y + hy)

 is of the second category for each i e {l,...,2k }.

 As I Ji I = 2k^ " !k^ = I^Ìq' and V - x < 2kĻ " ï^ij'
 J. c I. for some i .. e {l,...,2k„}. Thus S is residual in
 il iQ 1 Y x

 J. , and consequently, S n S = S n S n J. /0.
 J.1 x y x y iļ

 (b) kx ž ky. Put h = hx in (1). There exists jQ e
 V1

 {l,...,k y } such that S y is residual in I. = (y + -ļr - h , y y Jq y

 y + ^V-
 j_1 i

 From (2) it follows that sx n Jj = sx n ^x+ 2k~~ hx'x + 2k hx* X X

 is of the second category for each j e {l,...,2k }.

 AS Uji .¿L S and <y + V - (x + hx) =
 hx 1

 y - x < TļA- = 4|I. ¿ I, J. ci. for some j. 1 e {l,...,2k x }. 2Kx ¿ Jo J1 Jo 1 x

 Hence S il S = S fl S fl J. 0.
 x y x y j ļ

 We say that a function f is I-proximally continuous on

 the right if it is (S^) -continuous (see [Fl]).
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 COROLLARY. If f is I-proximally continuous on the

 right, then it is in the first class of Baire.

 It is unsolved if the local system satisfies any

 intersection condition ( see Remark 2 ) .

 We end the paper with an analogue of Theorem 2 for the local

 system Sj .

 THEOREM 8. There is no X à 0 for which the local system

 satisfies the parametric intersection condition:

 "sv X n sv n tx " My - *)» x + MY - X)] # 0". X y

 Proof. Let the sets Sx be defined as in Example 1.
 In [Fl, Example 2] it was proved that, for each c > 1, the set

 OD 2 2

 E c = R ' U (c~n " ,c~n ) belongs to st(0). i Hence S x e ST(x) x c n=l i x x

 for every x. Thus the conclusion of the theorem follows from

 Example 1.
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