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## 0. Introduction.

Let $H$ be a Hopf algebra with bijective antipode $S$ over a commutative ring $k$, and $M$ a right $H$-module. Then End ( $M$ ) is a right $H$-module algebra over $k$ with $H$-action $(\varphi \leftarrow h)(m)=\sum_{(h)} \varphi\left(m \leftarrow \bar{S}\left(h_{(2)}\right)\right) \leftarrow\left(h_{(1)}\right)$. ( $\bar{S}$ is the composition inverse of $S$.) This $H$-action on $\operatorname{End}(M)$ is strongly inner so that $H \# \operatorname{End}(M) \cong H \otimes \operatorname{End}(M)$. (Here the smash product is the right smash product of [6] or [12].) Similarly, if $M$ is a finitely generated projective $k$-module and a left $H$-comodule, then $\operatorname{End}(M)$ is a left $H$-comodule algebra, the left $H$ coaction is strongly inner, and End $(M) \# H \cong \operatorname{End}(M) \otimes H$.

In this paper, we exploit the above observation to examine some well-known duality results, along with some new examples, from the point of view that the duality involves an endomorphism ring and a strongly inner action or coaction.

## 1. Bialgebra actions, coactions and smash products.

Throughout, we work over a commutative ring $k$. Unless otherwise stated, all maps are $k$-linear, $\otimes$ means $\otimes_{k}$, Hom means $\mathrm{Hom}_{k}$, algebra means a $k$-algebra with 1 , etc. The word ring will mean a $k$-algebra, not necessarily with 1. For $A$ an algebra, $\mathcal{U}(A)$ will denote the group of multiplicative units of $A$.
$H$ will denote a bialgebra over $k$ with comultiplication $\Delta$, and counit $\varepsilon$. If $H$ is a Hopf algebra, $S$ will denote the antipode; if the antipode $S$ is bijective, $\bar{S}$ will denote the composition inverse of $S$. We use Sweedler's sigma notation, i.e. we write $\Delta(h)=\Sigma h_{(1)} \otimes h_{(2)}, \Delta \otimes 1 \cdot \Delta(h)=1 \otimes \Delta \cdot \Delta(h)=\sum h_{(1)} \otimes h_{(2)} \otimes h_{(3)}$, and so on. (We will usually omit the summation index ( $h$ ).) Our rings may have left and/or right $H$-actions; we will denote these by arrows on the left or

[^0]right.

Definition 1.1. (i) We call a ring $A$ a left (right) $H$-module ring if $A$ is a left (right) $H$-module such that $h \rightarrow(a b)=\Sigma\left(h_{(1)} \rightarrow a\right)\left(h_{(2)} \rightarrow b\right) \quad((a b) \leftarrow h=$ $\left.\Sigma\left(a \leftarrow h_{(1)}\right)\left(b \leftarrow h_{(2)}\right)\right)$. If $A$ is a $k$-algebra, we also require that $h$ acting on 1 be $\varepsilon(h)$ for all $h \in H$, and then $A$ is called an $H$-module algebra, (i.e., $A$ is an $H$-module and $H$ measures $A$ to $A[23$, p. 138].) We call an $H$ - $H$-bimodule $A$ an $H-H$-bimodule ring (algebra) if $A$ is a left and right $H$-module ring (algebra).
(ii) We call a ring $A$ a left (right) $H$-comodule ring if $A$ is a left (right) $H$-comodule such that the $H$-comodule structure map preserves multiplication. Again we use Sweedler's sigma notation and write $a \rightarrow \sum a_{(-1)} \otimes a_{(0)} \in H \otimes A$ for a left $H$-comodule map and $a \rightarrow \Sigma a_{(0)} \otimes a_{(1)} \in A \otimes H$ for a right $H$-comodule structure map on $A$. If $A$ is a $k$-algebra then the comodule structure map must map 1 to $1 \otimes 1$, and $A$ is called an $H$-comodule algebra. We call an $H-H$ bicomodule $A$ an $H-H$-bicomodule ring (algebra) if $A$ is a left and right $H$ comodule ring (algebra).

Example 1.2. (i) The dual $H^{*}=\operatorname{Hom}(H, k)$ of $H$ is an $H$ - $H$-bimodule algebra. The left action of $H$ on $H^{*}$ is given by $\left(h \rightarrow f^{*}\right)(g)=f^{*}(g h)$ and the right action by $\left(f^{*} \leftarrow h\right)(g)=f^{*}(h g)$. If $H$ is commutative, then clearly these left and right actions coincide.
(ii) $H$ is itself an $H-H$-bicomodule algebra with comultiplication giving both $H$-comodule structure maps.

Remark 1.3. (i) If $A$ is a left $H$-module ring (right $H$-module ring, $H-H$ bimodule ring) without 1 , then $A$ can be embedded in a left $H$-module (right $H$-module, $H-H$-bimodule) algebra, denoted $A^{1}$, and $A$ is a left (right, etc) $H$ module subring and ideal of $A^{1}$. This is done as follows.

Let $A^{1}=A \times k$. As usual, addition in $A^{1}$ is componentwise addition, and multiplication is defined by $(a, \alpha)(b, \beta)=(a b+\alpha b+\beta a, \alpha \beta), a, b \in A, \alpha, \beta \in k$; then $(0,1)$ is the multiplicative identity for $A^{1}$. The left $H$-action on $A$ may be extended to a left $H$-module action on $A^{1}$ by $h \rightarrow(a, \alpha)=(h \rightarrow a, \varepsilon(h) \alpha)$. Then $h \rightarrow(0,1)=(0, \varepsilon(h))=\varepsilon(h)(0,1)$, and, it is easily checked that

$$
\begin{aligned}
\Sigma\left(h_{(1)} \rightarrow(a, \alpha)\right)\left(h_{(2)} \rightarrow(b, \beta)\right) & =(h \rightarrow(a b)+\beta(h \rightarrow a)+\alpha(h \rightarrow b), \varepsilon(h) \alpha \beta) \\
& =h \rightarrow((a, \alpha)(b, \beta)),
\end{aligned}
$$

so $A^{1}$ is a left $H$-module algebra.
(ii) For $A, A^{1}$ as above, if $A$ is a right (left, etc.) $H$-comodule ring without 1 , then the $H$-coaction may be extended to $A^{1}$ so that $A$ is a $H$-comodule subring. Define a right $H$-coaction on $A^{1}$ by $\gamma(a, \alpha)=\Sigma\left(a_{(0)}, 0\right) \otimes a_{(1)}+(0, \alpha) \otimes 1$. Clearly $(\gamma \otimes 1) \circ \gamma=(1 \otimes \Delta) \circ \gamma, \gamma(0,1)=(0,1) \otimes 1$, and, for $a, b \in A, \alpha, \beta \in k$,

$$
\begin{aligned}
\gamma(a, \alpha) \gamma(b, \beta)= & \sum\left(a_{(0)} b_{(0)}, 0\right) \otimes a_{(1)} b_{(1)}+\sum\left(\beta a_{(0)}, 0\right) \otimes a_{(1)} \\
& +\sum\left(\alpha b_{(0)}, 0\right) \otimes b_{(1)}+(0, \alpha \beta) \otimes 1 \\
= & \gamma(a b+\alpha b+\beta a, \alpha \beta)=\gamma((a, \alpha)(b, \beta)),
\end{aligned}
$$

so that $\gamma$ preserves multiplication, as required.
Recall the definitions of left and right smash products.
Definition 1.4.(i). [6], [24, p. 471] Let $A$ be a left $H$-module ring and $B$ a left $H$-comodule ring. The left smash product $A \not{ }_{H}^{f} B$ is defined to be the $k$ module $A \otimes B$ with multiplication defined by $\left(a \#_{H}^{f} b\right)\left(c \#{ }_{H}^{f} d\right)=\sum a\left(b_{(-1)} \rightarrow c\right) \#_{H}^{f} b_{(0)} d$. If $B=H$, then $A \# \frac{\Gamma}{H} H$ is the usual smash product $A \# H$ [23, p. 155].
(ii) [6], $[12,1.3]$ Let $B$ be a right $H$-module ring and $A$ a right $H$ comodule ring. The right smash product $A \# \#_{H}^{Q} B$ is defined to be the $k$-module $A \otimes B$ with multiplication defined by $\left(a \#_{H}^{\mathbb{R}} b\right)\left(c \#{ }_{H}^{R} d\right)=\Sigma a c_{(0)} \#_{H}^{\mathcal{R}}\left(b \leftarrow c_{(1)}\right) d$.

Remark 1.5. Note that the smash products in Definition 1.4 make sense for $H$ a coalgebra with an associative multiplication and a coassociative multi-plication-preserving comultiplication. For example, $H$ could be the semigroup ring $k S$ where $S$ is a semigroup without identity; see Examples 1.6(ii), 2.10 and 3.8.

For $A$ a right $H$-comodule algebra, a smash product structure denoted $\#(H, A)$ on the homomorphism ring $\operatorname{Hom}(H, A)$, is defined in [13, p. 1166] and a modified form is used to prove the duality results in [14].

If the meaning is clear from the context, we write $a \# b$ for $a \#_{H}^{\mathcal{S}} b$ or $a \#_{H}^{T} b$. Next we give some examples of right smash products.

Example 1.6. (i) Let $G$ be a group and $H=k G$, the group ring. Let $A$ be a right $k G$-comodule ring (i.e. $A$ is $G$-graded) and let $P$ be the subring of $\operatorname{Hom}(k G, k)$ generated by the projection maps $p_{g}, g \in G$, i.e. $p_{g}(h)=\boldsymbol{\delta}_{\boldsymbol{g}, h}$. If $G$ is finite, then $\Sigma_{g \in G} p_{g}$ is a multiplicative identity for $P$, and $P$ is a subalgebra of $H^{*}$; otherwise $P$ is a subring of $H^{*}$ without a 1 . The group $G$ acts as automorphisms of $P$ on the left and right by $g \rightarrow p_{h}=p_{h g-1}$ and $p_{h} \leftarrow g=p_{g-1 h}$
respectively, making $P$ an $H-H$-bimodule subring of $H^{*}$ (with the $H-H$ bimodule structure of Example 1.2(i)). For $A$ a $k$-algebra, the right smash product $A \not{ }_{k G}^{q} P$ is the "generalized smash product" $A \# G^{*}$ of [3]; the right smash product $A \#{ }_{{ }_{k}^{G} G} P^{1}$ is the smash product $\tilde{A} \# G$ of [22].
(ii) The construction of the right smash product in (i) can be extended to rings graded by a semigroup $S$. First let's take $S$ to be cancellative and let $P \cong \operatorname{Hom}(k S, k)$ be the subring generated by the projections as before. Then for $s, t \in S, p_{s} \leftarrow t$ is 0 if there is no $w \in S$ with $t w=s$ or the projection $p_{w}$ if such a (unique) $w$ exists. Thus $P$ is a right $k S$-module ring and if $A$ is $S$ graded, we may form $A \#{ }_{k, ~}^{T} P$.

If $S$ is not cancellative, then $p_{s} \leftarrow t$ may not be in $P$. Let $\tilde{P}$ be the smallest right $k S$-module subring of $\operatorname{Hom}(k S, k)$ containing $P$. Then for $A$ graded by $S, A \#{ }_{k S}^{R} \tilde{P}$ is defined; the elements of $A \#_{k S}^{q} \tilde{P}$ of the form $\sum a_{i} \# p_{s_{i}}$ form a subring of $A \#{ }_{k S} \tilde{P}$.

Abrams' smash product for a ring graded by a category [1, Definition 2.1] is a subring of the subring above.
(iii) Suppose $T$ is a right $G$-set, and $A$ is a $G$-graded ring. Let $P_{T}$ be the ring generated by orthogonal idempotents $p_{t}, t \in T$. Then $P_{T}$ is a right $k G$-module ring via $p_{t} \leftarrow g=p_{t-g}$, and, for $A$ a $G$-graded ring, we may form the smash product $A \#{ }_{k G}^{Q_{G}} P_{T}$. If $A$ has a 1 , and $T$ is finite, this is [20, 2.11]; if $T$ is infinite, then $A \#{ }_{k G}^{\mathbb{R}} P_{T}^{1}$ is the smash product $A \# T$ of [21]. Later on, we will use this construction for $H$ a subgroup of $G$ and $G / H$ the set of left cosets of $H$ in $G$. Then if ( $g_{i}: i \in I$ ) is a set of coset representatives, $P_{G / H}$ is generated by the idempotents $p_{\left[g_{i}\right]}$ and $p_{\left[\varepsilon_{i}\right]} \leftarrow h=p_{\left[h-\mathcal{I}_{i}\right]}$.
(iv) Let $H$ be a Hopf algebra and $U$ a Hopf subalgebra of $H^{0}$, the finite dual of $H$. Suppose $A$ is a left $H$-module algebra which is $U$-locally finite, so that $A$ is a right $U$-comodule algebra and $h \rightarrow a=\Sigma a_{(0)} a_{(1)}(h)$ for all $h \in H[9$, p. 157]. Let $B$ be a left $H$-comodule algebra; thus $B$ is a right $U$-module algebra by $b \leftarrow m=\Sigma m\left(b_{(-1)}\right) b_{(0)}$. Then by [6, Lemma 1.9], $A \# \frac{f}{H} B=A \#{ }_{U}^{\mathscr{R}} B$.

The proofs of the next two lemmas are straightforward, and therefore omitted.

Lemma 1.7. (cf. [6, Lemmas 1.5, 1.7]) Suppose $A$ is an $H$-H-bimodule ring and $B$ is a left (right) H-comodule ring. Then $A \#_{H}^{r} B\left(B \#{ }_{H}^{R} A\right)$ is a right (left) $H$-module ring with $H$-action induced by the $H$-action on $A$, i.e. $\left(a \# \frac{f}{H} b\right) \leftarrow h=a \leftarrow$ $h \#_{H}^{\mathcal{S}} b\left(h \rightarrow\left(b \#_{H}^{\mathcal{R}} a\right)=b \#_{H}^{\mathbb{R}} h \rightarrow a\right)$.

Similarly, if $A$ is a left (right) $H$-module ring, $B$ an $H$ - $H$-bicomodule ring, then $A{ }_{H}^{f} B\left(B \#{ }_{H}^{R} A\right)$ is a right (left) $H$-comodule ring with the $H$-comodule structure induced by that on $B$.

Lemma 1.8. (cf. [6, Lemma 1.8]). Suppose $A$ is a right $H$-comodule ring, $B$ is an $H-H$-bimodule ring, and $C$ is a left $H$-comodule ring. Then the map taking $(a \# b) \# c$ to $a \#(b \# c)$ is a natural isomorphism from $\left(A \#_{H}^{\mathcal{R}} B\right) \#_{H}^{f} C$ to $A \#_{H}^{R}\left(B \#{ }_{H}^{f} C\right)$ where the smash products $\left(A \#_{H}^{R} B\right)$ and $\left(B \#_{H}^{f} C\right)$ have the left and right $H$-module structure described in Lemma 1.7.

Similarly, if $A$ is a left $H$-module ring, $B$ a $H-H$-bicomodule ring, and $C$ a right $H$-module ring, then $\left(A \# \frac{\Gamma}{H} B\right) \#_{H}^{\frac{Q}{H}} C$ is naturally isomorphic to $A \# \frac{f}{H}\left(B \#{ }_{H}^{\mathbb{R}} C\right)$.

## 2. Inner actions and duality for right smash products.

Let $A$ be a right $H$-comodule ring and $L$ an $H-H$-bimodule ring; we want
 $\left.A \#{ }_{H}^{\ell( }\right)\left(L \# \frac{f}{H} H\right)$ is ring isomorphic to $A \otimes\left(L \# \frac{\Gamma}{H} H\right)$.

Definition 2.1. [11, p. 52] Let $R$ be an $H$-module ring which is a subring of an algebra $T$. The $H$-action on $R$ is called $T$-inner (or just inner if $T=R$ ) if there exists a convolution invertible $u$ in $\operatorname{Hom}(H, T)$ with convolution inverse $v$ such that for all $r \in R, h \in H, h \rightarrow r$ or $r \leftarrow h$ is $\sum u\left(h_{(1)} r v\left(h_{(2)}\right)\right.$. If the action is a left action and $v \in \operatorname{Alg}(H, T)$, we call the action left strongly $T$ inner; if the action is a right action and $v \in \operatorname{Alg}(H, T)$, the action is called right strongly $T$-inner.

Examples 2.2. (i) Let $H$ be a Hopf algebra, and $A$ an $H$-module $k$ Azumaya algebra. If $k$ is a field, then the $H$-action on $A$ is inner [18, 3.1]. If $k$ is a semilocal ring or a von Neumann regular ring, and $H$ is finitely generated projective over $k$, then the $H$-action on $A$ is inner [7, Corollary 2.5].
(ii) If $M$ is a right $H$-module, and $\operatorname{End}(M)$ has the $H$-action induced by $M$ mentioned in the introduction, then it is easily checked that the $H$-action on End $(M)$ is strongly inner.
(iiii) Note that various examples of inner and strongly inner actions are given in [8, Section 1].

The next theorem is a slight generalization of [8, Proposition 1.19] or [6,

Lemma 1.11] which provides some insight into the role of strongly inner actions in some duality theorems for right smash products. Our applications will involve right strongly inner actions, but of course parallel results hold for left actions.

Theorem 2.3. Let $A$ be a right $H$-comodule ring and $B$ a right $H$-module ring which is a subring of an algebra $C$ such that the action of $H$ on $B$ is right strongly $C$-inner, implemented by $u \in \operatorname{Hom}(H, C)$ with convolution inverse $v$. Then $A \#{ }_{H}^{Q} B$ is isomorphic to a subring of $A \otimes C$, and if $u(h) b$ and $v(h) b$ are in $B$ for all $h \in H, b \in B$, (for example if $B$ is a left ideal of $C$ ), then $A \# \#_{H}^{\mathscr{Q}} B \cong$ $A \otimes B$. If $B$ has a 1 , then this last condition says that $u, v \in \operatorname{Hom}(H, B)$.

Proof. Map $A \#{ }_{H}^{\mathscr{R}} B$ to $A \otimes C$ by $\phi(a \# b)=\sum a_{(0)} \otimes v\left(a_{(1)}\right) b$. Then $A \# \#_{H}^{\mathcal{R}} B$ is isomorphic to $\phi\left(A \#_{H}^{\mathscr{R}} B\right) \subseteq A \otimes C$; the inverse map from $\phi\left(A \#_{H}^{\mathscr{R}} B\right)$ to $A \#_{H}^{\mathbb{R}} B$ is given by $a \otimes b \rightarrow \sum a_{(0)} \# u\left(a_{(1)}\right) b$. Clearly if $A$ and $B$ are algebras, $1 \# 1$ maps to $1 \otimes 1$.

Before stating a useful corollary to Theorem 2.3, we give an immediate application of the theorem.

Example 2.4. Let $H$ be a commutative Hopf algebra, let $L$ be an $H$ module ring and define an $H-H$-bimodule ring structure on $L$ by $h \rightarrow m=m \leftarrow h$ for all $h \in H, m \in L$. Let $A$ be a right $H$-comodule ring and consider $\left(A \# \frac{\mathbb{Q}}{H} L\right) \# \frac{\Gamma}{H} H$ $\cong A \#_{H}^{R}\left(L \#{ }_{H}^{f} H\right)$.

If $L$ does not have a 1 , identify $L$ with the $H-H$-bimodule subring $L \times\{0\}$ in $L^{1}$, and $L \# \frac{f}{H} H$ with the subring $(L \times\{0\}) \#_{H}^{f} H \cong L \# \frac{f}{H} H$ of $L^{1} \#_{H}^{f} H$.

Now the right $H$-action on $L \# \frac{\Gamma}{H} H$ is right strongly $L^{1} \#_{H}^{\Gamma} H$-inner (cf. [8, Example 1.9]). For, let $u: H \rightarrow L^{1} \# \frac{f}{H} H$ be defined by $u(h)=1 \# h$, where we write 1 for the multiplicative identity $(0,1)$ in $L^{1}$. Then $v$, the convolution inverse of $u$, is given by $v(h)=1 \# S(h)$. Since $H$ is commutative, $u$ and $v$ are both algebra maps, and, for $h, g \in H, m \in L$,

$$
\Sigma\left(1 \# h_{(1)}\right)(m \# g)\left(1 \# S\left(h_{(2)}\right)\right)=\Sigma h_{(1)} \rightarrow m \# h_{(2)} g S\left(h_{(3)}\right)=m \leftarrow h \# g .
$$

Thus, by Theorem 2.3, if $A$ is a right $H$-comodule algebra, $\left(A \#_{H}^{Q} L\right) \#_{H}^{f} H \cong$ $A \otimes\left(L \#_{H}^{\Upsilon} H\right)$, and $\left(A \#_{H}^{\mathscr{L}} L^{1}\right) \#_{H}^{f} H \cong A \otimes\left(L^{1} \#_{H}^{f} H\right)$.

For example, $L$ could be any $H$ - $H$-bimodule subring of $H^{*}$ with the $H$ action described in Example 1.2 (i). In particular, if $H=k G, G$ an abelian group, $L$ might be $P$ or $P^{1}$ of Example 1.6(i). Or, suppose $U$ is a cocommutative pointed Hopf algebra over a field $k$ such that $G=G(U)$, the group of
grouplikes, is abelian, and suppose $A$ is a $G$-graded $k$-algebra. If $L=U^{1}$ is the irreducible component of $U$ containing 1 [23, 8.1], then ( $A \# \frac{R}{k G} L$ ) \#f $\frac{f}{k G} k G \cong$ $A \#{ }_{k G}^{R}\left(L \#{ }_{k G}^{f} k G\right) \cong A \bigotimes_{k G}^{R} U$ where the $G$-action on $U$ is given by $g \rightarrow h=h \leftarrow g=$ $g h g^{-1}$.

Corollary 2.5. Let $H$ be a Hopf algebra with bijective antipode $S$, let $A$ be a right $H$-comodule ring and $L$ an $H-H$-bimodule ring. Let $\lambda$ be the natural ring homomorphism from $L \not \#_{H}^{f} H$ to $\operatorname{End}(L)$ defined by $\lambda(m \# h)(t)=m(h \rightarrow t)$, and suppose $\lambda$ is an embedding. Let $\rho$ be the map from $H$ to End $(L)$ induced by the right $H$-action on $L$, i.e. $\rho(h)(t)=t \leftarrow h$, and suppose that for all $h \in H$,


Proof. Identify $L \#_{\frac{\Gamma}{H}} H$ with its image under $\lambda$ and give $\lambda\left(L \#_{H}^{\Gamma} H\right)$ a right $H$-module structure via $\lambda$. Note that $\rho(h g)=\rho(g) \rho(h)$, so that $\rho \circ \bar{S}$ is an algebra map. Now the right $H$-action on $\lambda\left(L \# \frac{r}{H} H\right)$ is right strongly End $(L)$-inner since $\lambda(m \# h) \leftarrow g=\lambda(m \leftarrow g \# h)=\Sigma \rho\left(g_{(1)}\right) \lambda(m \# h) \rho\left(\bar{S}\left(g_{(2)}\right)\right)$ ([6] or [8, Proposition 5.13]). The statement then follows from Theorem 2.3.

Example 2.6. Note that the duality theorem of Blattner and Montgomery [9, Theorem 2.1] or [19, Theorem 5], and its generalization to Hopf algebras over Dedekind rings [10, Theorem 5] can be viewed as cases of Corollary 2.5. For here $\lambda$ is an embedding [9, Proposition 2.2] or [19, Lemma 5], [10, Proposition 6], and the $R L$-condition guarantees the rest. (See also [6] for details of this point of view.)

Example 2.7. Let $G$ be a group, let $H$ be the group ring $k G$, and let $P \subseteq H^{*}$ be the ring of projections described in Example 1.6(i). For $A$ a right $k G$-comodule algebra, it is shown in [4] using the Morita theory of [2], or by direct computation in [5] for $A$ a right $k G$-comodule ring, that $\left(A \# \frac{9}{k G} P\right) \#_{k G}^{f} k G$ $\cong M_{G}^{\mathrm{fin}}(A)$, the ring of matrices over $A$ with rows and columns indexed by $G$ and with finitely many nonzero entries. Actually this duality result follows easily from Corollary 2.5 .

Identify $\operatorname{End}(P)$ with $M_{G}^{\text {col }}(k)$, the ring of column finite matrices over $k$ with rows and columns indexed by $G$; elements of $P$ are viewed as column matrices. Then $\lambda\left(p_{g} \# h\right)=E_{g, g h}$, the matrix with 1 in the $(g, g h)$-th position and zeroes elsewhere, and it is easy to verify that $\lambda$ is a ring isomorphism from $P \#{ }_{\frac{f}{k G}} k G$ onto $M_{G}^{\mathrm{fn}}(k)$. Since $\lambda\left(P \# \frac{\Gamma}{{ }_{k G}} k G\right)=M_{G}^{\mathrm{fn}}(k)$ is a left ideal of $M_{G}^{\mathrm{col}}(k)$, Corollary 2.5 applies, and $A \#_{H}^{\mathcal{Q}}\left(P \#_{H}^{f} H\right) \cong A \otimes\left(P \#_{H}^{\int_{H}} H\right) \cong A \otimes M_{G}^{\mathrm{fn}}(k) \cong M_{G}^{\mathrm{fn}}(A)$.

Note that the isomorphism in [5] from ( $A \#_{k G}^{\mathscr{K}} P$ ) $\#_{k G}^{f} k G$ to $M_{G}^{f \mathrm{f}}(A)$, namely $\left(a \# p_{g}\right) \# h \rightarrow \sum_{t \in G} a_{t_{g-1}-1} E_{t, g h}$ is precisely the map taking $a \#\left(p_{g} \# h\right)$ to $\Sigma a_{(0)} \otimes$ $\rho\left(S\left(a_{(1)}\right)\right) \lambda\left(p_{g} \# h\right)$.

Example 2.8. For $P$ and $G$ as in Example 2.7, let $N$ be a normal subgroup of $G$, and let $A$ be an $N$-graded ring. Consider $\left(A \# \frac{\mathscr{G}}{k G} P\right) \not \#_{k G}^{f} k N=\left(A \#{ }_{k N}^{G} P\right) \# \frac{f}{k_{N}} k N$ $\cong A \#_{k_{N}}^{\mathscr{R}}\left(P \#_{k N}^{f} k N\right)$. Then $\lambda\left(P \#_{k N}^{f} k N\right) \cong \operatorname{End}(P)$ is the subring $T$ of $M_{G}^{\mathrm{fn}}(k)$ with nonzero entries only in the $(g, g n)$-slots, $g \in G, n \in N$. For $m \in N, \rho\left(m^{-1}\right) \in$ $\operatorname{End}(P)$ is the matrix $\left(E_{m t, t}\right)_{t \in G}$ (we use this notation to mean the matrix with a 1 in the $m t$-row and $t$-column for all $t \in G$, zeroes elsewhere). $T$ is not a left ideal of $M_{G}^{\mathrm{col}(k)}$ but for any $m \in N,\left(E_{m t, t}\right)_{t \in G} E_{g, g n}=E_{m g, g n} \in T$ since $(m g)^{-1} g n=g^{-1} m^{-1} g n \in N$. Therefore $A \#_{k N}^{\mathcal{R}}\left(P_{\#_{k N}}^{f} k N\right) \cong A \otimes T$.

The next example discusses duality for the $G$-set $G / H$ where $H$ is a (not necessarily normal) subgroup of $G$ and $G / H$ is the set of cosets $g_{i} H, i \in I$, of $H$ in $G$. As in Example 1.6(iii), $P_{G / H}$ is the ring generated by idempotents $p_{\left[g_{i}\right]}, i \in I$. For $G$ finite, this example yields [20, Corollary 2.18]. Note that [20,2.18] is also a corollary of the smash data approach of [15]. (See Remark 3.10.)

Example 2.9. Let $G$ be a group with subgroup $H$, and let $P$ and $P_{H}$ denote the rings generated by the projections in $\operatorname{Hom}(k G, k)$ and $\operatorname{Hom}(k H, k)$ respectively. Let $A$ be a $G$-graded ring; we will show that ( $A \#{ }_{k G}^{\mu} P$ ) \# $\frac{f}{k H} k H \cong$ $M_{H}^{\operatorname{fin}}\left(A \#{ }_{k G}^{q} P_{G / H}\right)$.

Recall from Example 1.6(iii) that $k G$ acts on $P_{G / H}$ on the right by $p_{\left[g_{i}\right]} \leftarrow g$ $=p_{\left[g-g_{i}\right]}$ and consider $A \#_{k G}^{Q} P_{G / H}$. Now $A \#_{k G}^{\mathscr{Q}} P_{G / H}$ is a right $k H$-comodule ring under the map $\gamma$ defined by

$$
\gamma\left(a \# p_{\left[\boldsymbol{g}_{\boldsymbol{i}}\right]}\right)=\sum_{k \in I, m \in H} a_{\boldsymbol{g}_{k} m_{\boldsymbol{g}_{i}}-1} \# p_{\left[\boldsymbol{g}_{i}\right]} \otimes m
$$

It is easily checked that $\gamma$ gives a right comodule structure; we show that $\gamma$ preserves multiplication. For $a \# p_{\left[g_{i}\right]}, b \# p_{\left[g_{j}\right]} \in A \#{ }_{k G}^{\mathscr{Q}} P_{G / H}$, we obtain,

$$
\left(a \# p_{\left[\boldsymbol{g}_{i}\right]}\right)\left(b \# p_{\left[\boldsymbol{g}_{j}\right]}\right)=\sum_{t \in G} a b_{t} \# p_{\left[t-\boldsymbol{1}_{\boldsymbol{i}}\right]} p_{\left[\boldsymbol{g}_{j}\right]}=\sum_{n \in H} a b_{\boldsymbol{\varepsilon}_{\boldsymbol{i}} n_{\boldsymbol{j} j^{-1}}} \# p_{\left[\boldsymbol{g}_{j}\right]},
$$

since $p_{\left[t-1 \mathcal{E}_{i}\right]} p_{\left[g_{j}\right]}$ is nonzero if and only if $g_{j}=t^{-1} g_{i} n$ for some $n \in H$. Then

$$
\begin{aligned}
& \gamma\left(\sum_{n \in H} a b_{\boldsymbol{\varepsilon}_{i^{n} \boldsymbol{g}_{j}-1}} \# p_{\left[\boldsymbol{g}_{j}\right]}\right)=\sum_{k \in I, m, n \in \boldsymbol{H}}\left(a b_{\boldsymbol{g}_{\boldsymbol{i}^{n} \boldsymbol{g}^{-1}}}\right)_{\boldsymbol{g}_{\boldsymbol{k}} \boldsymbol{m}_{\boldsymbol{g}^{-1}}} \# p_{[\boldsymbol{g} j]} \otimes m \\
& =\sum_{k \in I, m, n \in H} a_{g_{k} m n^{-1 g_{i}-1}} b_{\boldsymbol{g}_{i} \boldsymbol{B g}_{j}-1} \# p_{\left[g_{j}\right]} \otimes m .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
& \gamma\left(a \# p_{\left[g_{i}\right]}\right) \gamma\left(b \# p_{\left[g_{j}\right]}\right) \\
& =\left(\sum_{k \in I, s \in H} a_{g_{k^{s} g_{i}-1}} \# p_{\left[g_{i}\right]} \otimes s\right)\left(\sum_{l \in I, h \in H} b_{g_{l^{h}} g_{j}{ }^{-1}} \# p_{\left[g_{j}\right]} \otimes h\right) \\
& =\sum_{k, l \in I, h, s \in H} a_{\boldsymbol{g}_{k^{s} g_{i}-1} b_{g_{l} h g_{j}-1} \# p_{\left[g_{j} h-\boldsymbol{g}_{l^{-1}} g_{i}\right]} p_{\left[g j_{j}\right.} \otimes s h} \\
& =\sum_{k \in I, h, s \in H} a_{g_{k} s_{i^{-1}}} b_{g_{i}} h_{g_{j^{-1}}} \# p_{\left[g_{i}\right]} \otimes s h \\
& \left.=\sum_{k \in I, h, m \in H} a_{g_{k} m h-1} g_{j} b_{g_{i} h_{g_{j}}-1} \# p_{[g}{ }_{g}\right] m,
\end{aligned}
$$

so that $A \not{ }_{k G}^{{ }_{k}} P_{G / H}$ is a right $k H$-comodule ring.
Thus, since $P_{H}$ is a $k H-k H$-bimodule ring, by Lemma 1.7 it makes sense to form the left $k H$-module ring $\left(A \#_{k G}^{R} P_{G / H}\right) \#_{k H}^{R} P_{H}$, and we show that the left $k H$-module rings $\left(A \#_{k G}^{q} P_{G / H}\right) \#_{k H}^{q} P_{H}$ and $A \#_{k G}^{q} P$ are isomorphic. Let $\Omega$ map $A \#_{k G}^{\frac{R}{G}} P$ to $\left(A \# \#_{k G}^{\mathbb{R}} P_{G / H}\right) \#_{k H}^{R} P_{H}$ by $\Omega\left(a \# p_{g_{i} n}\right)=\left(a \# p_{\left[g_{i}\right]}\right) \# p_{n}$ for $i \in I$. This map is clearly a bijection; it remains to prove that $\Omega$ preserves multiplication and the left $k H$-module structure.

Now,

$$
\begin{aligned}
& \Omega\left(a \# p_{\boldsymbol{g}_{i}}\right) \boldsymbol{\Omega}\left(b \# p_{\boldsymbol{g}_{j} m}\right)=\left(\left(a \# p_{\left[\boldsymbol{\varepsilon}_{i}\right]}\right) \# p_{n}\right)\left(\left(b \# p_{\left[\boldsymbol{g}_{j}\right]}\right) \# p_{m}\right) \\
& =\Sigma_{k \in I, h \in H}\left(a \# p_{\left[g_{i}\right]}\right)\left(b_{\boldsymbol{g}_{k^{n g}}{ }^{-1}} \# p_{\left[g_{j}\right]}\right) \# p_{n-1 n} p_{m} \\
& =\sum_{k \in I}\left(a \# p_{\left[\boldsymbol{g}_{i}\right]}\right)\left(b_{\boldsymbol{g}_{k} n m-\boldsymbol{1 g}_{j^{-1}}} \# p_{\left[\mathbb{E}_{j}\right]}\right) \# p_{m} \\
& =\sum_{k \in I}\left(a b_{g_{k} n-\boldsymbol{g}_{j^{-1}}} \# p_{\left[g_{j} m n-1 g_{k}{ }^{-1} g_{i}\right]} p_{\left[g_{j}\right]}\right) \# p_{m} \\
& =\left(a b_{g_{i} n m-1} g_{j^{-1}} \# p_{\left[g_{j}\right]}\right) \# p_{m} \\
& =\Omega\left(\left(a \# p_{\varepsilon_{i} n}\right)\left(b \# p_{g_{j} m}\right)\right) .
\end{aligned}
$$

Also $\Omega$ is a left $k H$-module map since

$$
\Omega\left(m \rightarrow\left(a \# p_{\boldsymbol{g}^{i} n}\right)\right)=\Omega\left(a \# p_{g_{i} n m-1}\right)=\left(a \# p_{\left[g_{i}\right]}\right) \# p_{n m-1}=\left(a \# p_{\left[g_{i}\right]}\right) \# m \rightarrow p_{n}
$$

Now we have that

$$
\begin{aligned}
& \cong\left(A \#_{k G}^{R} P_{G / H}\right) \#_{k H}^{T}\left(P_{H} \#_{k H}^{f} k H\right) \quad \text { by Lemma } 1.8 \\
& \cong M_{H}^{\text {fin }}\left(A_{{ }_{k G}}^{T} P_{G / H}\right) \quad \text { by Example 2.7. }
\end{aligned}
$$

If $A$ is graded by $H$ rather than $G$, and $H$ is normal then we are back in the situation of Example 2.8. Here $A \#{ }_{k G}^{S} P_{G / H} \cong A \otimes P_{G / H}$ and $M_{H}^{\mathrm{fin}}\left(A \otimes P_{G / H}\right) \cong$ $A \otimes M_{H}^{\operatorname{fin}}\left(P_{G / H}\right) \cong A \otimes T$, where $T$ is the ring of matrices described in Example 2.8. The isomorphism $\Omega: M_{H}^{\operatorname{fn}}\left(P_{G / H}\right) \rightarrow T$ is given by $\Omega\left(p_{\left[g_{i}\right]} E_{n, h}\right)=E_{g_{i} n, g_{i} h}$.

Example 2.10. Now let $S$ be a cancellative semigroup, let $P$ be as in Example 1.6(ii) and $\lambda$ as in Example 2.7. We will show that for a ring $A$ graded
by $S$, although $A \#_{k S}^{k}\left(P \#_{k}^{f} s k S\right)$ is not isomorphic to $A \otimes \lambda\left(P \#_{k}^{f} k S\right)$, it can be viewed as a set of matrices with entries from $A$, with multiplication different from the usual multiplication in $M_{S}^{\text {col }}(A)$.

Since $S$ is cancellative, it is still true that the map $\lambda$ from $P \# \#_{k}^{r} k S$ to $M_{S}^{\text {fin }}(k) \subseteq M_{S}^{\text {col }}(k) \cong \operatorname{End}(P)$ is an embedding. Also the right $S$-action on $\lambda\left(P \# \frac{f}{k S} k S\right)$ still appears to be $M_{S}^{\text {col }}(k)$-strongly inner. For $p_{g} \leftarrow m$ is $p_{w}$ if $S$ contains a (unique) element $w$ with $g=m w$; otherwise $p_{g} \leftarrow m=0$. Define $u, v$ in $\operatorname{Hom}\left(k S, M_{S}^{\text {col }}(k)\right)$ by $u(m)=\left(E_{w, m w}\right)_{w \in S}$ and $v(m)=\left(E_{m t, t}\right)_{t \in S}$. Then if $m w=g$ for some $w \in S, u(m) \lambda\left(p_{g} \# h\right) v(m)=E_{w, w h}$ and the product is 0 otherwise, so that $u(m) \lambda\left(p_{g} \# h\right) v(m)=\lambda\left(p_{g} \# h\right) \leftarrow m$. Also note that $v(m s)=v(m) v(s)$. The problem is that although $u(m) v(m)$ is the identity in $M_{s}^{\text {col }}(k), v(m) u(m)=$ $\left(E_{m w, m w}\right)_{w \in S}$ which is not the identity.

However, $A \#{ }_{k S}^{K}\left(P \# \frac{l}{k_{S}^{\prime}} k S\right)$ can still be viewed as a set of matrices over $A$ but with a different multiplication from the usual matrix multiplication. Consider the subset of $M_{S}^{\mathrm{fn}}(A)$ of matrices where elements from $A_{s}$ must lie in the $s g$-th row and $g t$-th column for some $g, t \in S$. Such a matrix with one nonzero entry $a_{s}$ will be written $a_{s} E_{s g, g}$. Define a multiplication on this set of matrices by

$$
\begin{aligned}
& \left(a_{s} E_{s g, g t}\right) \circ\left(b_{v} E_{v m, m w}\right)=a_{s} b_{v} E_{s g, g t}\left(\left(E_{v h t, v h t}\right)_{h \in G}\right) E_{v m, m w} \\
& \quad= \begin{cases}a_{s} b_{v} E_{s g, m w}=a_{s} b_{v} E_{s v h, h t w} \quad \text { if } g=v h \text { and } h t=m \text { for some } h \in S \\
0 \quad \text { otherwise }\end{cases}
\end{aligned}
$$

It is straightforward to check that this multiplication is associative and that $A \# \frac{\mathscr{Q}}{}\left(P \#_{k}^{f} s k S\right)$ is isomorphic to this ring of matrices via $a_{s} \#\left(p_{g} \# t\right) \rightarrow a_{s} E_{s g, g t}$.

## 3. Inner coactions and duality

In this final section, we consider inner coactions and related duality theorems.
Definition 3.1. (cf. [8, Definition 2.2]) Let $R$ be a left (right) $H$-comodule ring such that $H \otimes R(R \otimes H)$ is a subring of a $k$-algebra $T$. The $H$-coaction on $R$ is called $T$-inner (or just inner if $T=H \otimes R$ or $R \otimes H$ ) if there is $w \in \mathcal{U}(T)$ such that for all $r \in R$,

$$
\begin{equation*}
\sum r_{(-1)} \otimes r_{(0)}=w(1 \otimes r) w^{-1} \quad\left(\sum r_{(0)} \otimes r_{(1)}=w(r \otimes 1) w^{-1}\right) \tag{3.1.1}
\end{equation*}
$$

The coaction is called strongly left (right) $T$-inner if, for all $y \in R$ such that $w(1 \otimes y)=\Sigma h_{i} \otimes r_{i} \in H \otimes R\left(w(y \otimes 1)=\Sigma r_{i} \otimes h_{i} \in R \otimes H\right)$,

$$
\begin{equation*}
\Sigma \Delta\left(h_{i}\right) \otimes r_{i}=\Sigma h_{i} \otimes w\left(1 \otimes r_{i}\right) \quad\left(\Sigma r_{i} \otimes \Delta\left(h_{i}\right)=\Sigma w\left(r_{i} \otimes 1\right) \otimes h_{i}\right) \tag{3.1.2}
\end{equation*}
$$

Remark 3.2. If $H$ is finitely generated projective over $k$, then $H$-coactions correspond to $H^{*}$-actions, and an $H$-coaction is (strongly) inner if and only if the corresponding $H^{*}$-action is (strongly) inner [8, Proposition 2.6].

Example 3.3. Let $H$ be a Hopf algebra with bijective antipode and $M$ a finitely generated projective left $H$-comodule. Since $M$ is finitely generated projective, we may identify $\operatorname{Hom}(M, H \otimes M)$ with $H \otimes \operatorname{End}(M)$; let $\Omega: H \otimes$ End $(M) \rightarrow \operatorname{Hom}(M, H \otimes M)$ be the natural isomorphism with inverse $\Phi: \operatorname{Hom}(M, H \otimes M) \rightarrow H \otimes \operatorname{End}(M)$.

It is shown in [17, Section 2] that End $(M)$ is a left $H$-comodule algebra with the $H$-comodule structure map $\chi$ from $\operatorname{End}(M)$ to $H \otimes \operatorname{End}(M)$ given by

$$
\chi(f)(m)=\Sigma\left(f\left(m_{(0)}\right)\right)_{(-1)} \bar{S}\left(m_{(-1)}\right) \otimes f\left(m_{(0)}\right)_{(0)},
$$

[17, Propositions 2.5, 2.6, 2.11 and Lemma 2.7]. (Note that the structures in [17] are on the right ; the arguments for left comodule structures are essentially the same.)

We show that this is a strongly inner coaction. Let $\alpha_{M}$ be the comodule structure map for $M$ and let $\Phi\left(\alpha_{M}\right)=\sum_{i} h_{i} \otimes \varphi_{i}$, and $\Phi\left(\bar{S} \otimes 1 \cdot \alpha_{M}\right)=\Sigma_{j} g_{j} \otimes \psi_{j} \in$ $H \otimes \operatorname{End}(M)$. Then, for $f \in \operatorname{End}(M), m \in M$,

$$
\begin{aligned}
& \Sigma h_{i} g_{j} \otimes \varphi_{i} \cdot f \cdot \psi_{j}(m)=\Sigma h_{i} \bar{S}\left(m_{(-1)}\right) \otimes \varphi_{i}\left(f\left(m_{(0)}\right)\right) \\
& \quad=\Sigma\left(f\left(m_{(0)}\right)\right)_{(-1)} \bar{S}\left(m_{(-1)}\right) \otimes f\left(m_{(0)}\right)_{(0)}=\chi(f)(m)
\end{aligned}
$$

Note that $\Phi\left(\alpha_{M}\right)$ and $\Phi\left(\bar{S} \otimes 1 \cdot \alpha_{M}\right)$ are multiplicative inverses in $H \otimes \operatorname{End}(M)$ and also that $\Sigma \Delta\left(h_{i}\right) \otimes \varphi_{i}=\Sigma h_{i} \otimes h_{k} \otimes \varphi_{k} \varphi_{i}$, so that this coaction is left strongly inner.

If $H$ is finitely generated projective, this $H$-coaction corresponds to the usual strongly inner right $H^{*}$-action on $\operatorname{End}(M)$ implemented by $u: H^{*} \rightarrow$ $\operatorname{End}(M)$, where $u\left(h^{*}\right)(m)=\Sigma h^{*}\left(m_{(-1)}\right) m_{(0)}, v\left(g^{*}\right)(m)=\Sigma g^{*}\left(S\left(m_{(-1)}\right)\right) m_{(0)}$ (cf. Example 2.2(ii)).

Finally note that this coaction is a special case of an $H$-coaction on $\operatorname{Hom}(M, N), M, N, H$-comodules, $M$ finitely generated projective over $k[17$, p. 572]; in [25], this structure is generalized to define a Hopf algebra analogue to $\operatorname{HOM}(M, N)$, the graded homomorphisms from $M$ to $N, M, N G$-graded modules.

The next theorem is the coaction analogue to Theorem 2.3 . We give the result only for left strongly inner coactions, but of course an analogous result
holds for right coactions.
Theorem 3.4. Let $A$ be a left $H$-module ring and $B$ a left $H$-comodule ring such that $H \otimes B$ is a subring of an algebra C. Suppose the left H-coaction of $B$ is strongly $C$-inner implemented by $c \in \mathcal{U}(C)$. Furthermore, suppose $c(1 \otimes b)$ and $c^{-1}(1 \otimes b)$ are in $H \otimes B$ for all $b \in B$. Then $A \# \frac{f}{H} B \cong A \otimes B$.

Proof. Map $A \otimes B$ to $A \#_{H}^{r} B$ by $\phi(a \otimes b)=\Sigma h_{i} \rightarrow a \# b_{i}$ where $c(1 \otimes b)=$ $\sum h_{i} \otimes b_{i}$. Then, if $c(1 \otimes e)=\sum h_{k} \otimes b_{k}$,

$$
\begin{aligned}
\phi(a \otimes b) \phi(d \otimes e) & =\Sigma\left(h_{i} \rightarrow a \# b_{i}\right)\left(h_{k} \rightarrow d \# b_{k}\right) \\
& =\Sigma\left(h_{i} \rightarrow a\right)\left(b_{i_{(-1)}} h_{k} \rightarrow d\right) \# b_{i_{(0)}} b_{k}
\end{aligned}
$$

Now, for all $i$,

$$
\begin{aligned}
& \sum_{k,\left(b_{i}\right)} b_{i(-1)} h_{k} \otimes b_{i(0)} b_{k}=c\left(1 \otimes b_{i}\right) c^{-1}\left(\sum_{k} h_{k} \otimes b_{k}\right)=c\left(1 \otimes b_{i}\right) c^{-1} c(1 \otimes e) \\
& \quad=c\left(1 \otimes b_{i}\right)(1 \otimes e)=\Sigma_{m} h(i)_{m} \otimes b(i)_{m} e \quad \text { where } c\left(1 \otimes b_{i}\right)=\Sigma_{m} h(i)_{m} \otimes b(i)_{m}
\end{aligned}
$$

So,

$$
\begin{aligned}
\phi(a \otimes b) \phi(d \otimes e) & =\sum_{i, m}\left(h_{i} \rightarrow a\right)\left(h(i)_{m} \rightarrow d\right) \# b(i)_{m} e \\
& \left.=\Sigma h_{i(1)} \rightarrow a\right)\left(h_{i(2)} \rightarrow d\right) \# b_{i} e \quad \text { by (3.1.2) } \\
& =\phi(a d \otimes b e)
\end{aligned}
$$

The map $\phi$ is bijective with inverse $\psi, \psi(a \# b)=\sum g_{j} \rightarrow a \otimes e_{j}$ where $c^{-1}(1 \otimes b)$ $=\Sigma g_{j} \otimes e_{j}$. For then $\psi \cdot \phi(a \otimes b)=\sum_{i . j} g(i)_{j} h_{i} \rightarrow a \otimes e(i)_{j}$ where $c^{-1}\left(1 \otimes b_{i}\right)=\Sigma g(i)_{j} \otimes$ $e(i)_{j}$. Since $1 \otimes b=c^{-1} c(1 \otimes b)=\Sigma_{i} c^{-1}\left(1 \otimes b_{i}\right)\left(h_{i} \otimes 1\right)=\sum_{i . j} g(i)_{j} h_{i} \otimes e(i)_{j}, \psi \cdot \phi$ is the identity on $A \neq \frac{\Gamma}{H} B$. Similarly $\phi \cdot \psi$ is the identity on $A \otimes B$.

Note that if $B$ has a 1 , then $c \in \mathcal{U}(H \otimes B)$, say $c=\sum h_{i} \otimes c_{i}$. Then $u=$ $\sum \varepsilon\left(h_{i}\right) c_{i} \in \mathcal{U}(B)$, and (3.1.2) implies that $u^{2}=u$, so that $u=1$. Then if $A$ also has a $1, \phi(1 \otimes 1)=1 \# 1$.

REMARK 3.5. In view of Example 3.3, one wonders if a situation parallel to that of the Blattner-Montgomery duality theorem (see Example 2.6) holds here. Let $k$ be a field, $H$ a Hopf algebra and $L$ a Hopf subalgebra of $H^{0}$; suppose $H$ and $L$ have bijective antipodes. The smash product $H \#{ }_{H}^{\mathscr{R}} L$ is defined (in fact by Example $1.6(\mathrm{iv}), H \#_{H}^{R} L \cong H \#_{L}^{f} L$ ) and the map $\lambda: H \#_{H}^{R} L \rightarrow$ End $(H)$ given by $\lambda(h \# m)(g)=h(m \rightarrow g)=\Sigma h g_{(1)} m\left(g_{(2)}\right)$ is an embedding [9, Proposition 2.2]. Give $\operatorname{Im}(\lambda) \subseteq \operatorname{End}(H)$ a left $H$-comodule algebra structure via $\lambda$, i. e., $\sum \lambda(h \# m)_{(-1)} \otimes \lambda(h \# m)_{(0)}=\sum h_{(1)} \otimes \lambda\left(h_{(2)} \# m\right)$. (If $H$ is finite dimensional, this is the comodule structure from Example 3.3.)

For $k$ a field, the natural map $\Omega: H \otimes \operatorname{End}(H) \rightarrow \operatorname{Hom}(H, H \otimes H)$ given by
$\Omega\left(\Sigma h_{j} \otimes \xi_{j}\right)(h)=\Sigma h_{j} \otimes \xi_{j}(h)$ is an embedding. Then $\Omega\left(H \otimes \lambda\left(H \#{ }_{H}^{R} L\right)\right)$ is a subring of $\operatorname{Hom}(H, H \otimes H)$ where multiplication in $\operatorname{Hom}(H, H \otimes H)$ is given by $\alpha * \beta(h)$ $=(m \cdot t w \otimes 1)(1 \otimes \alpha) \beta(h)$, for $\alpha, \beta \in \operatorname{Hom}(H, H \otimes H), h \in H$. The identity in $\operatorname{Hom}(H, H \otimes H)$ is the map taking $h$ to $1 \otimes h$. Now it is easily checked that $\Delta$ is a unit in $\operatorname{Hom}(H, H \otimes H)$ with inverse $(\bar{S} \otimes 1) \Delta$. Also for $1 \otimes \lambda(h \# m) \in$ $H \otimes \lambda\left(H \#{ }_{H}^{\mathscr{R}} L\right) \cong \operatorname{Hom}(H, H \otimes H)$,

$$
\Delta *(1 \otimes \lambda)(h \# m)) *((\bar{S} \otimes 1) \Delta)(g)=\Sigma h_{(1)} \otimes \lambda\left(h_{(2)} \# m\right)(g)
$$

so that the left comodule structure on $\lambda\left(H \#_{H}^{R} L\right)$ is $\operatorname{Hom}(H, H \otimes H)$-inner. In particular, if $L=k$ and we identify $H$ with $\lambda(H \# k) \subseteq \operatorname{End}(H)$, we see that the $H$-coaction $\Delta$ is $\operatorname{Hom}(H, H \otimes H)$-inner even though by [8, Example 2.4], the coaction is outer if $H$ is not trivial.

A restriction parallel to the $R L$-condition of [9] in this case would seem to be that $\Delta \in H \otimes \lambda\left(H \#_{H}^{\mathscr{R}} L\right)$. This is a rather strong condition. For suppose there are $s_{i}, t_{i} \in H, m_{i} \in L$ such that for all $h \in H$,

$$
\Delta(h)=\sum h_{(1)} \otimes h_{(2)}=\Sigma s_{i} \otimes \lambda\left(t_{i} \# m_{i}\right)(h)=\sum s_{i} \otimes t_{i} h_{(1)} m_{i}\left(h_{(2)}\right) .
$$

Then $h=\Sigma h_{(1)} \varepsilon\left(h_{(2)}\right)=\Sigma\left(s_{i} \varepsilon\left(t_{i}\right)\right) m_{i}(h)$ for all $h$, so that the elements $s_{i} \varepsilon\left(t_{i}\right)$ span $H$, i.e. $H$ is finite dimensional over $k$.

However, even if $\Delta$ does not lie in $H \otimes \lambda\left(H \#{ }_{H}^{R} L\right)$, Theorem 3.4 can be used to produce an example analogous to Example 2.7.

Example 3.6. [4], [5] Let $G, H=k G$, and $P$ be as in Example 2.7, and let $A$ be a ring on which $G$ acts on the left as a group of automorphisms. By Lemma 1.8, $\left(A \# \frac{f}{k G} k G\right) \# \frac{\mathscr{k}}{k_{G}} P \cong A \# \frac{f}{k G}\left(k G \#{ }_{k G}^{\mathbb{R}} P\right)$; we show that Theorem 3.4 implies [5, Theorem 3.1], namely that $A \#_{k G}^{f}\left(k G \#_{k G}^{\mathscr{G}} P\right) \cong A \otimes\left(k G \#_{k G}^{q} P\right) \cong M_{G}^{\mathrm{fin}}(A)$.

Identify $k G \#_{k G}^{\mathscr{G}} P$ with $M_{G}^{\mathrm{fn}}(k)$ by mapping $g \# p_{n}$ to $E_{g h, h}$. Let $M \in M_{G}^{\text {col }}(k G)$ $\supseteq k G \otimes M_{G}^{\mathrm{fn}}(k)$ be the matrix with $g$ in the $g$-th row and column and zeroes elsewhere ; we write $M=\left(g E_{g, g}\right)_{g \in G}$. Then $M^{-1}=\left(h^{-1} E_{n, h}\right)_{n \in G}$. Now, for $E_{s t, t}$ $\in M_{G}^{\mathrm{fn}}(k), M\left(1 \otimes E_{s t, t}\right) M^{-1}=s \otimes E_{s t, t}=s \otimes \lambda\left(s \# p_{t}\right)$. Also for all $E_{s, t} \in M_{G}^{\mathrm{fnn}}(k)$, $M\left(1 \otimes E_{s, t}\right)$ and $M^{-1}\left(1 \otimes E_{s, t}\right)$ lie in $k G \otimes M_{G}^{\mathrm{fn}}(k)$, and $(\Delta \otimes 1) M\left(1 \otimes E_{s, t}\right)=s \otimes s \otimes E_{s, t}$ $=s \otimes M\left(1 \otimes E_{s, t}\right)$, so that the $k G$-coaction of $M_{G}^{\mathrm{fin}}(k)$ is strongly $M_{G}^{\mathrm{co1}}(k G)$-inner, and Theorem 3.4 applies. Thus $A \# \frac{f}{k G}\left(k G \#_{k G}^{R} P\right) \cong A \otimes M_{G}^{\mathrm{fn}}(k) \cong M_{G}^{\mathrm{fn}}(A)$.

Example 3.7. The argument in Example 3.6 can be repeated for
 $A \#_{\frac{f}{k G}}\left(k H \#_{k G}^{\mathscr{R}} P\right) \cong A \otimes \lambda\left(k H_{{ }_{k G}^{G} P}^{G} P\right)$ is the subring of $M_{G}^{\mathrm{fn}}(A)$ such that the $(h, g)$-th slot may contain a nonzero entry only if $h g^{-1} \in H$.

Example 3.8. Example 3.6 can be generalized to cancellative semigroups. Let $S$ be a cancellative semigroup, let $k S$ be the semigroup ring and let $P$ be as in Example 1.6(ii). Suppose $A$ is a ring such that there is a semigroup homomorphism $\sigma$ from $S$ to $\operatorname{Aut}(A)$; let $G$ be the smallest subgroup of Aut $(A)$ containing the image of $\sigma$. Then $A$ is a left $k G$-module ring, $k S$ is a left $k G$-comodule ring via $\sigma$, and, by a straightforward generalization of Lemma 1.8. $\left(A \#_{k G}^{f} k S\right) \#_{k S}^{\mathcal{R}} P \cong A \#_{k_{k G}}\left(k S \#_{k G}^{\mathscr{R}} P\right)$.

Now map $k S \#_{k G}^{q} P$ to $M_{S}^{\text {fn }}(k)$ by mapping $s \# p_{t}$ to $E_{s t, t}$ as usual; this map may no longer be onto as it was in Example 3.6 but since $S$ is cancellative, it is still an embedding. Now the $k S$-coaction is strongly $M_{S}^{\text {col }}(k G)$-inner implemented by $M=\left(\sigma(s) E_{s, s}\right)_{s \in S}, M^{-1}=\left(\sigma(t)^{-1} E_{t, t}\right)_{t \in S}$, and an argument as in Example 3.6 shows that $A \#_{k G}^{f}\left(k S \#_{{ }_{k S}^{R}}^{R} P\right) \cong A \otimes\left(k S \#_{k S}^{R} P\right)$.

Remark 3.9. Abrams duality theorem [1, Theorem 2.4] is a refinement of the situation in Example 3.8. The semigroup arising from taking the morphisms of a category and adjoining a zero element is usually not cancellative. However, if the set of nonzero elments has the cancellation property, then by considering only matrices with zero entries in the row and column indexed by 0 , and by taking $\sigma$ from the nonzero elements of the semigroup to Aut $(A)$, an argument similar to that above yields [1, Theorem 2.4].

REMARK 3.10. Finally we note that although we were able to describe [20, 2.18] in terms of smash products and inner actions, we seem unable to similarly describe [20,2.20] in terms of coactions. For, even for $A=R \# \frac{f}{k G} k G$, the ring $A$ does not seem to decompose as a ring into a smash product of the form ( $R \# k H$ ) \#k[G/H], $H$ a (not necessarily normal) subgroup of $G$, since $k G \cong k H \otimes k[G / H]$ as coalgebras but not as rings. In [15], Koppinen is able to generalize both of these results from [20] using quintuples called smash data which include a bialgebra $H$, a right $H$-comodule algebra $B$ and a left $H$-module coalgebra $C$, so that a smash product $\#(H ; C, B)$ is defined (see Remark 1.5).

We also note that other duality theorems involving the $G$-set $G / H$ have been proved by Liu Shaoxue [16].
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