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Full Abstract. Introduction: Public health researchers often lay little or no em-
phasis on multilevel structure of clustered data and its likelihood estimation tech-
niques. This has led to improper inferences. The aim of this research is to evaluate
traditional methods and the different multilevel likelihood estimation procedures
so as to compare their computational efficiencies.

Methodology: We fitted mixed method effect regression model into data on use of
modern contraceptive from the Nigeria 2012 National HIV/AIDS and Reproduc-
tive Health Survey (NARHS) PLUS II with respondent’s characteristics as the in-
dependent variables. Also, 600,000 observations was simulated to evaluate the
performance of Penalized Quasi-Likelihood (PQL), Non-Adaptive Gaussian Quadra-
ture (NAGQ) and Adaptive Gaussian Quadrature (AGQ) using syntax for Mixed Ef-
fects Logit Models (XTMELOGIT) and Generalized Linear Latent and Mixed Models
(GLLAMM) in Stata and Generalized Linear Mixed Models (GENLINMIXED) in SPSS.

Result: Full Maximum Likelihood (ML) methods had highest likelihood values with
lowest standard error and was considered the best model for both two and three
levels logistic regression in both the survey and simulated data. PQL procedure was
least biased compared to the other multilevel full FL methods. The full likelihood
method had the least −2logL, AIC and BIC for the two dataset. Which implies that
full likelihood procedure had the best fitted model. Also, current age of the respon-
dents, wealth index, residence, education and religion are significant predictors of
modern contraceptive use.

Conclusion: Full ML performed better than quasi likelihood method at both two
and three levels for both simulated and survey data. However, PQL appeared to be
the best considering whether the estimates were biased or not. In terms of com-
putational time, NAGQ with XTMELOGIT syntax was the fastest for two-levels and
three levels model. The cluster-level effect is more significant than zonal level effect
on modern contraceptive use in Nigeria.

Résumé (French) Les chercheurs en santé publique accordent souvent peu ou pas
d’importance à la structure multi-niveau des données en grappes (clusterized) et
à ses techniques d’estimation basées sur la vraisemblance. Cela peut conduire à
des inférences incorrectes. Le but de cette recherche est d’évaluer les méthodes
traditionnelles et les différentes procédures d’estimation de vraisemblance multi-
niveaux afin de comparer leur efficacité.

1. Introduction

Likelihood plays important roles in parameter estimation and it is synonymous with
probability. It defines the function of parameters included in a statistical model.
That is, a set of parameter value given outcome y is the probability of those observed
outcome given the parameter values (l(θ/y) = p(y/θ)). Likelihood is one of the tools
used in estimating parameters of multilevel models, including multilevel binary
logistic models.
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Multilevel model is a statistical model of parameter that varies at more than one
level (Leyland & Goldstein (2001); Sampson et al. (1997)). This model can be seen
as generalization of linear model, although they also extend to nonlinear models.
Multilevel model are ideal for research design where the data is collected from
study participants who were organized at two or more levels (Maas & Hox (2005);
Srikanthan & Reid (2008)). In which case, one level is nested in the other. Usually,
the unit of analysis are the individuals (at a lower level) who are nested in within
an aggregate unit (at higher level) (Klotz et al. (1969); Li et al. (2011)). Multilevel
(hierarchical) data structure causes correlation among observations within same
clusters (Li et al. (2011)). Multilevel models present alternative analysis procedures
to the famous univariate and multivariate analysis of measures that are collected
repeatedly from same individuals. Over the years, the use of multilevel analysis
to investigate public health problems has gained significant prominence (DiezRouz
& Mair (2011); Leyland & Goldstein (2001)). This growth can be attributed to the
need to understand how individuals are related to each other within groups and im-
portance of such in understanding the distribution of health outcomes (DiezRouz
& Mair (2011);Oye-Adeniran et al. (2004)). The growth has also been aided by in-
creased use of multilevel methods in statistical methods and their applicability to a
broad range of scenarios that have multilevel data. However, its use has been fully
embraced in most public health research (Bingenheimer & Raudenbush (2004)).

The percent of total variance in the individual-level health outcome and the cluster
effects which represent unobserved cluster characteristics that has potentials of
affecting individuals outcomes could be large. (Li et al. (2011)). This must be viewed
in light of the fact that the relevant ”levels” are generally grossly mis-specified. So
far, the methods of parameter estimation have led to several problems in the best
way to carry out multilevel analysis, including under estimation of parameters and
biased estimates (John et al. (2012)). In this study different methods of estimating
multilevel binary logistic model parameters were considered and the best method
was determined.

Cluster sampling, whereby samples are not taken randomly from entire population
but from clusters, often introduces multilevel dependency and correlation among
measurements taken from individuals within same cluster which could substan-
tially affect parameter estimates. The structure of clustered survey data are usu-
ally nested and can be analysed using multilevel techniques. Challenges are of-
ten encountered when multistage sampling is used in data collection without the
use of multilevel analysis. The description of most of ”the theoretical and method-
ological challenges facing contextual analysis” has been made by Blalock (1984).
The dependence among observations in multistage-clustered samples often comes
from several levels of the hierarchy (Maas & Hox (2005)). In this case, the use of
single-level statistical models is no longer valid and reasonable (Leyland & Gold-
stein (2001) ; Li et al. (2011)). The traditional standard logistic regression, that is
single-level logistic regression, usually requires a sort of independence among the
observations conditional on the independent variables and uncorrelated residual
errors. To ensure that appropriate inferences are drawn and that reliable conclu-
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sions from clustered survey data is made, it has therefore become necessary to use
more effective and more involving modeling techniques like multilevel modeling.

Also, underlying assumptions of ordinary logistic regression are violated when an-
alyzing nested data, hence the best option is multilevel logistic regression analysis
(Maas & Hox (2005); Srikanthan & Reid (2008)). This is due to the fact that it con-
siders the variations due to multilevel structure in the data and allows the simul-
taneous assessment of effects of different levels in the data used in this study. The
number of levels, the variance of the random effects and the size of the correlation
between random effects may affect the performance of the parameter estimation
method. Some methods of estimation could be biased. Therefore, there is need to
evaluate these methods and determine the best method. The commonest methods
used are Penalized Quasi-Likelihood (PQL), Non-Adaptive Gaussian Quadrature
(NAGQ) and Adaptive Gaussian Quadrature (AGQ) and the Maximum Likelihood
Estimates (MLE). Early methodology work on multilevel logit model includes use of
data from 15 World fertility survey (Goldstein (2003);Hox, J. J. (2002)). Further
documentations on multilevel models especially the type of data it allows, sam-
pling, outliers, repeated measures, institutional performance, and spatial analysis
have been made (Leyland & Goldstein (2001)).

The robustness, sample sizes and statitical power in multilevel modeling for both
categorical and continuous outcome variables has been studied earlier (Bingen-
heimer & Raudenbush (2004); Goldstein (2003); Li et al. (2011); Maas & Hox
(2005); Portnoy (1971)). Monte Carlo simulation has been used to ”assess the im-
pact of misspecification of the distribution of random effects on estimation of and
inference about both the fixed effects and the random effects in multilevel logis-
tic regression models” by Austin (2005). The authors concluded that inferences
aboutg fixed effects estimate were not affected by the inherent misspecification of
random effects distributions. However, the authors opined that inferences about
random effects estimate were influenced by model misspecifications. Simulation
studies indicated that increasing number of levels yield better estimates than larger
number of individuals per level (Goldstein (2003); Goldstein & Rasbash (1996);
Mason et al. (1983)). It was concluded in these studies that for second level units
with a small sample size, while the estimates of the regression coefficients are
unbiased, the standard errors and the variance components are sometimes un-
derestimated (< 30) Maas & Hox (2004). This is not envisaged in the current study
since we are using a large dataset.

The use of these statistical methods allows public health researchers to correctly
identify factors and causes of disease at different levels. The approach provides op-
portunity and serves as a tool to investigate disease causation in complex settings.

Contraceptive Use in Nigeria

In 1988, the Nigeria Federal Ministry of Health adopted the ”National Policy on Pop-
ulation for Development, Unity, Progress and Self-Reliance” (Essien et al. (2010)).
It consequently adopted a revised policy in 2004. This was aimed at the reduction
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of maternal deaths by 75% by 2015 in compliance to the defunct Millennium De-
velopment Goal (MDG) which currently operating Sustainable Development Goal
(SDG) (United Nations (2015); WHO (2012)). The 1988 National Policy on pop-
ulation encouraged open discussion and promotion of family planning (Essien et
al. (2010)) as a tactic to encourage the utilization, improve the standard of living,
promote health, reduce mortality and morbidity, slow down population growth and
control population drift to urban areas.

An evaluation of the policy and the specific targets of the Nigerian Population Policy
(NPP) indicated that none of the year 2000 targets could be met (Adekunle et al.
(2000)). The contraceptive prevalence rate, currently at 14%–16%,(Khan & Shaw
(2011)) is far from the targeted 84% of 2005, almost a decade after. Although the
total fertility rate fell to about 5 per women from 6.2, this is clearly far from the
targeted 4.0. The policy failure have been attributed to poor financing, poor use
of contraceptives, lack of political will, poor and uncoordinated implementation
strategies, leaving men out of the control, incessant policy changes as a result of
political instability (Essien et al. (2010)).

Also, the medium of outreach of the NPP to the target population was too narrow. It
used only the public sector and clinic-based, physician-controlled family planning
programs. This narrowed the coverage and left large gap of unmet demand for con-
traception (Essien et al. (2010), ?). More worrisome is the level of contraceptive use
among sexually active young women. This was unimaginably low, at 7.3% (National
Population Commission (Nigeria)) and 10% (Federal Ministry of Health Nigeria
(2013)) of modern contraception. The low contraception has escalated number of
unwanted pregnancy, unsafe abortions, related morbidities, school drop-outs and
maternal mortality (Ankomah et al. (2000)). Nevertheless, substantial geographi-
cal variations and a slow increasing trend in use of modern contraceptive methods
in Nigeria have been documented (?; Federal Ministry of Health Nigeria (2013);
National Population Commission (Nigeria)). The precarious situation is worrisome
and calls for evidence based scientific information that could be used to review
strategies that would enhance improved use of modern contraceptive methods in
Nigeria.

In the current study, we hypothesized that the various estimation methods will be
similar in performance but that the multilevel methods for binary outcomes, par-
ticularly the PQL estimates will be more virulent for large random effect variance
and large cluster sizes and that it is not more efficient than the AGQ. The main
objective in this study is to evaluate the performances of the different multilevel
analysis likelihood estimation procedures in determining the factors influencing
modern contraceptive use in Nigeria.

2. Methodology

Source of Data

The data used in this study was from the Nigeria 2012 National HIV/AIDS and
Reproductive Health Survey (NARHS Plus II) (Federal Ministry of Health Nigeria
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(2013)) which was a nationally representative. The survey was carried out to pro-
vide information on key HIV/AIDS and reproductive health knowledge and be-
haviour related issues. Administratively, Nigeria is divided into six geographical
zones. Each zone is subdivided into states and each state subdivided into Local
Government Areas (LGAs). Using the 2006 census, each LGA is divided into local-
ities and each locality subdivided into census Enumeration Areas (EAs) which are
the Primary Sampling Units (PSU), referred to as clusters in the 2012 NARHS Plus
II.

The survey utilized three-stage stratified cluster sampling. While all zones and all
states were selected and included in the study, 30 clusters were randomly selected
from each state irrespective of the number of LGAs. In all, data was collected from
31,235 individual respondents consisting of 15,596 males and 15,639 females from
across 6 zones and 1110 clusters. This is illustrated in Figure 1. The units at lower
level (level-1) are individuals (ever and never -married women aged 15-49) who
are nested within units at higher level (clusters: level-2 which were either rural or
urban) and the clusters were nested within the next higher level (zone: level-3 which
are the six geopolitical zones in Nigeria). Similar disaggregation of levels can be
found in the literature (Maas & Hox (2005); Srikanthan & Reid (2008)). Due to this
nested structure, the odds of women to use any modern contraceptive methods are
not independent, because individuals from the same cluster may share common
exposure to community characteristics.

Fig. 1. Hierarchical structure of the 2012 NARHS data

Variables

The response variable in this study is ”current use of modern contraception” coded
as ”1” for current uses and ”0” if otherwise. The explanatory variables are respon-
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dents’ current age, educational attainment, religion, place of residence and wealth
index. The choice of this variables were motivated by earlier studies (Adebowale et
al. (2011); Amin et al. (2002); Fagbamigbe et al (2015); Hox, J. J. (2010)).

Simulated data

We simulated 600,000 binary data with two possible outcomes (0 & 1) spread
across 1200 clusters in the 6 hypothetical geographical zones in which the entire
population was divided. Similar procedure has been used in Leckie & Goldstein
(2015).

Methods of Analysis

In this research work, the methods for estimating multilevel binary logistic mod-
els were based on likelihood estimation. Among the known likelihood methods,
Marginal Quasi-Likelihood (MQL) and Penalized Quasi-Likelihood (PQL) are the
two most used likelihood approximation procedures. After applying these quasi
likelihood methods, the parameters models were then estimated using Iterative
Generalized Least Squares (IGLS) consisting of Adaptive Gaussians Quadrature
(AGQ) and Laplacian approximation in Goldstein (2003) which is full Maximum
Likelihood (ML) estimation procedures in estimating random intercept and fixed
effect. In order to ascertain if the effect of the explanatory variable varies across
zones and clusters and to allow the examination of both between and within group
variability as well as how group level and individual level variables are related to
variability at both levels, the following steps were followed in analyzing the data:

1. Fit a simple model with no predictors i.e an intercept-only model that predicts
the probability of contraceptive use. The functional form of the model is

ln

(
pijk

1− pijk

)
= βooo + µojk + τook (1)

where, ln
(

pijk
1−pijk

)
= Odd of using the contraceptive in absence of all explanatory

variables, βooo is the fixed intercept, µojk is the level two random intercept and
τook is the level three random intercept. The random effect are assumed to be
normally distributed with µ = 0 and variance σ2 that is;

[
µojk
τook

]
= N

([
0
0

] [
σ2
µo

σ2
τo

])
The estimates of parameters and standard errors will be determined using PQL
and MQL (AGQ and NAGQ)

2. Assess random intercept and a fixed slope for the variable by using multilevel
univariate analysis for both survey and simulated data.

3. Assess all significant factors found in previous univariate analysis that affect
contraceptive use.
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4. Compare the three methods of parameter estimation by checking standard error
and some information criteria in the two dataset.

Modeling a Binary Data

The probability of using modern contraceptive pij ranges between 0 and 1, let pij be
modeled using a logistic function. The standard assumption is that the outcome
variable follows a Bernoulli distribution.

Model for Three Levels Five Predictors Logistic Regression with Random In-
tercept and Fixed Slope

The commonest basic expansion of a fixed-effects regression model to a multilevel
model is to ensure the flexibility of the intercept term, that is to allow it to vary
randomly over different groups. This will ensure that the regression slopes remain
fixed, while the intercept term is not fixed. The Level-1 model can be expressed as
stated in equation (2)

ln

(
pijk

1− pijk

)
= βojk + β1x1ijk + β2x2ijk + β3x3ijk + β4x4ijk + β5x5ijk (2)

By randomizing βojk we obtained,

βojk = βook + µoj (level two) (3)

βook = βooo + τook (level three) (4)

The reduced form is derived by the simple substitution of equation (4) into equation
(3), which results in

βojk = βooo + τook + µoj (5)

By substituting equation (5) in equation (2), the model resulted in equation (6)

ln

(
pijk

1− pijk

)
= βooo + τook + µoj + β1x1ijk + β2x2ijk + β3x3ijk + β4x4ijk + β5x5ijk (6)

where

ln
(

pijk
1−pijk

)
= Odd of using modern contraceptive

x1ijk = Current age
x2ijk = Wealth Index
x3ijk = Educational Attainment
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x4ijk = Religion
x5ijk = POR (Place of Residence)
β′s = Fixed effect parameters
µ′s = Random effect parameter of the cluster at level two
τ ′s = Random effect parameter of region at level three.

The random intercept denoted by βojk is an additive function of a grand mean (βooo)
and a group-levels deviation from this mean are µoj and τook. The random effect
are assumed to be normally distributed that is;

[
µojk
τook

]
= N

([
0
0

] [
σ2
µo

σ2
τo

])
The parameter of equation (11) containing fixed effect, random effect, variance
of the random effect and residual variance were simultaneously estimated using
iterative method (Bryk & Raudenbush (1992); Bryk & Raudenbush (2002); Kalam
& Khan (2002); Mason et al. (1983) ).

The Gaussian Quadrature Methods

The marginal likelihood of the observed data can be obtained by integrating the
distribution of the random effects, marginal likelihood L(y) conditional on the in-
dependent variables in the model as shown in equation (7) as demonstrated in
Goldstein (2003).

L(y) =

∫ +1

−1
πNj=1π

nj

i=1fyij/uj
(yij/vj)fuj

(vj)duj = πNj=1π
nj

i=1fyij/uj
(yij/v)fu(v)dv (7)

Where L(y) depends on the unknown parameters γo, γ1, γ2, γ3, σo, σ1, σ01, which are
the random effect parameters. Evaluating equation (7) requires the computation of
N integrals of dimension m. The likelihood of equation (7) will be maximized with
respect to the unknown parameters of the model.

Generally, the integral of equation (8) has no closed form and would have to be
computed numerically in R or Matlab. Maximization of the likelihood can be done
using the standard methods. The methods usually requires many iterations be-
fore convergence could be reached during the iterative maximization procedures.
therefore, there is need to use fast but reliable methods to solve equation (8). In this
paper we compared the performance of PQL developed in Daniel & Sonya (2011)
and full likelihood approaches which are AGQ and NAGQ as described by Hox, J.
J. (2010). An alternative approach is to approximate the integral in equation (7)
by numerical integration and maximization of the likelihoods. Numerical integra-
tion follows the Gauss-Hermite quadrature formula as shown in equation (8). See
Goldstein (2003) for details.

∫ +∞

−∞
h(u)e−v

2

du =

k∑
q=1

h(xq)wq (8)
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where h is a smooth function, x1, ......, xk are the quadrature points and w1, .......wk
are the associated weights summing to one. The larger the k (the number of quadra-
ture points), the better the approximation in (8). The estimator obtained by maxi-
mizing the likelihood approximated in this way is called the NAGQ estimator. The
performance of the Gaussian quadrature could be improved by using adaptive in-
tegration methods which took into account the properties of the integrand. Such
methods scale and translate the quadrature locations to place them under the peak
of the integrand (Goldstein (2003)), resulting in an estimator known as the AGQ.

Intra-Class Correlation Coefficient

In a multilevel model, the sources of variation could be within-group or between-
group Li et al. (2011). Thus, in this study, the total variation in individual outcomes
can be partitioned into: variability among individual in the same cluster group and
in the same geo-political zone and variability between individuals within different
cluster and geo-political zone. Thus, when individual within group are very similar
to each other, less information is obtained compared to when there are same num-
ber of individuals in an unclustered sample. We called the amount of variation in
the use of modern contraceptive explained by the cluster variable and geopolitical
zone ”Intra Class Correlation Coefficient” (ICC). It described the dependencies in
the data and measured the extent to which individuals within the same group are
more similar to each other than they are to individual in different groups. For bi-
nary responses, the ICC is usually stated in terms of the correlation between the
latent responses. The logistic distribution for the level one residual eij implies a
variance of π2/3 = 3.29. This implies that for three level logistic random intercept
model the level three ICC is

ρ =
σ2
τo

σ2
τo + σ2

µo + π2/3
.

Where σ2
τo is the level three constant variance and σ2

µo is the level two constant
variance.

While the ICC for level two is

ρ =
σ2
µo + σ2

τo

σ2
τo + σ2

µo + π2/3
.

We used Akaike’s Information Criteria (AIC) and Bayesian Information Criteria
(BIC) to compare the performance of the nested models.

Data Management

We used IBM SPSS version 25 to fit mixed effect model using PQL method by Daniel
& Sonya (2011) and Stata 12 was used to estimate single level fixed effect and mul-
tilevel fixed and random effect parameter using both AGQ and NAGQ. However,
the AGQ estimates was generated using fifteen quadrature point for both Mixed
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Effects Logit Models (XTMELOGIT) and Generalized Linear Latent and Mixed Mod-
els (GLLAMM) while Generalized Linear Mixed Models (GENLINMIXED) was used
to determine the linear mixed effects. Also, NAGQ estimate was generated using
Laplacian approximation.

Both GLLAMM and XTMELOGIT were used in multilevel models for the odds. How-
ever, the latter can accommodate more complex multilevel structures. GLLAMM is
an ”user-built” command in Stata and is particularly good for fitting both gener-
alized linear latent and mixed models which belong to a class of multilevel latent
variable models (Skrondal & Rabe-Hesketh (2004)). We used the ”adapt” option in
GLLAMM in Stata to specify the AGQ method as done in earlier studies (Li et al.
(2011)). Alternatively, XTMELOGIT, an inbuilt Stata command, fits mixed-effects
models for binary and binomial outcomes. In which case the mixed models consist
of both random and fixed effects. It helps to overcome the incapability of standard
logistic regression in estimating fixed effects (Andrew et al. (2000) ).

Abbrevation Full Meaning
AGQ Adaptive Gaussian Quadrature
AIC Akaike’s information criteria
AIDS Acquired Immune Deficiency Syndrome
BIC Bayesian information criteria
EA Enumeration Areas
GENLINMIXED Generalized Linear Mixed Models
GLLAM Generalized Linear Latent and Mixed Models
HIV Human Immunodeficiency Virus
ICC Intra Cluster Correlation
IGLS Iterative Generalized Least Square
LGA Local Government Area
ML Maximum Likelihood
MLE Maximum Likelihood Estimates
MQL Marginal Quasi-Likelihood
NAGQ Non-Adaptive Gaussian Quadrature
NARHS National HIV/AIDS and Reproductive Health Survey
PQL Penalized Quasi-Likelihood
PSU Primary Sampling Units
SPSS Statistical Package for Social Sciences
XTMELOGIT Mixed Effects Logit Models

3. Results

Descriptive statistics

In all, 31235 respondents participated in the survey. This consisted of 15,596
males and 15,639 females from across 1110 clusters nested in the 6 geopoliti-
cal zones. Each cluster had average of 30 respondents while number of clusters in

Journal home page: www.jafristatap.net



Fagbamigbe, A. F. & Bakre, B. B., African Journal of Applied Statistics, Vol. 5 (1), 2018,
pages 351 –376. Evaluating Likelihood Estimation Methods in Multilevel Analysis of
Clustered Survey Data. 362

each zone ranged 150-210 as shown in Figure 1. The mean age of male and female
respondents was 34.0 ± 4.0 and 29.2 ± 9.5 years respectively.

Three Level Intercept Only Multilevel Logistic Model

The outcome of the binary model in the different methods considered were similar
except among the standard logistic method and the PQL, For instance the fixed
effect intercept was -1.95, -1.987, -2.428, -2.430 and -2.425 for standard logis-
tic, PQL, NAGQ AND AGQ (XTMELOGIT and GLLAMM) respectively. As shown in
Table 1 , the fixed and random intercept for three level in all the methods are sig-
nificant except the random effect at level three. The standard logistic regression
model overestimated the parameter compared to the multilevel methods. Table 1
also showed level three model comparison using −2log − likelihood, AIC and BIC.
Considering the intercept only model for three levels using the quasi and the full ML
methods (GENLINMIXED, XTMELOGIT and GLLAMM), AGQ using GLLAMM with
fifteen quadrature point have the lowest −2logL (21191.626), AIC (21,197.626) and
BIC (21,222.673). The appropriateness of AGQ with GLLAMM syntax was further
confirmed in Table 1 as its estimates had the smallest standard error for both fixed
and random effect except for level three which is the zone level.

Table 1. Three-level estimates of multilevel analysis using an intercept only, single
level and multilevel logistic model to predict modern contraceptive use from the
survey data

Model Effect Standard PQL NAGQ AGQ AGQ
logistic XTMELOGIT XTMELOGIT GLLAMM

Fixed effect -1.95** -1.987** -2.428** -2.430** -2.425**
Intercept -0.171 -0.18 -0.046 -0.047 -0.03

0.124 1.411717 1.457 1.012
σ2
µo (BCV) -0.245 -0.1 -0.104 -0.076

0.003 5.17E-07 2.12E-08 0.5458
σ2
τo(BZV)

-0.17 -0.001 -0.001 -0.021
Intra CCC 0.037 0.3 0.307 0.321
Intra ZCC 8.77E-04 1.10E-07 4.47E-09 0.115
−2logL 23418.35 152294.57 21503.09 21490 21191.626

AIC 23427.35 152300.57 21509.09 21496 21197.626
BIC 23452.397 152325.617 21534.137 21521 21222.673

Iteration 1 3 13 11 3
Computation Time 0.5 minutes 3.5 minutes 3.02 minutes 6.0 minutes 18.1 minutes

N 31235 31235 31235 31235 31235

BCV Between Cluster Variance, BZC Between Zone Variance, CCC Cluster Correlation Coef-
ficient, ZCC Zonal correlation coefficient. **significant at 0.01 *significant at 0.05. Standard
error in parenthesis.
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Intra Class Correlation for Three Levels Intercept Only Model

In the multilevel methods, the ICC reduced from 32% in AGQ (GLLAMM) to 4%
in PQL. The AGQ (XTMELOGIT) have 31% of the total variance explained within
the cluster, while NAGQ (XTMELOGIT) and PQL produced 30% and 4% of the total
variance explained within the cluster respectively. Also, the random effect for the
third level using XTMELOGIT syntax with fifteen quadrature point was approx-
imately zero in the NAGQ and AGQ methods since they had ICC approximately
zero. This implied that using geo-political zone as a level was not reliable. However,
AGQ (GLLAMM) produced 11% of the total variation explained within the zone
while PQL had 10% of the total variance explained among the zones (Table 1).

Two Level Intercept Only Multilevel Logistic Model (Survey Data)

Using a simpler model consisting of only individual and cluster levels, we fitted an
intercept-only model that predicted the probability of modern contraceptive use.
The estimates of parameters and standard errors are presented in Table 2.

The Predicted Probability of Modern Contraceptive use

With AGQ (XTMELOGIT), the expected log-odds of modern contraceptive use is
-2.430, implying odds of e(−2.430) = 0.088 and a predicted probability of 1/(1 +
e(2.430)) = 0.0809. For AGQ (GLLAMM) the expected log-odds of contraceptive use
is -2.430 with corresponding predicted probability of 1/(1+ e(2.430)) = 0.0809 NAGQ:
the expected log-odds of contraceptive use was -2.428. This corresponded to a
predicted probability of 1/(1 + e(2.428)) = 0.0811. PQL: the expected log-odds of
contraceptive use is -1.987 and this corresponded to a predicted probability of
1/(1 + e(1.874)) = 0.1331 Standard logistic model has a predicted probability of
1/(1 + e(1.955)) = 0.1240 which is the same as the sample ratio of 3874 modern
contraceptive users to 28000 non-users. It is the odds-ratio when no predictors
have been considered in the model.

Based on the associated standard errors, multilevel methods provided more ac-
curate estimate for the predicted probability than the standard logistic estimation
method however estimate from PQL was similar to estimate obtained using the
standard logistic regression. Compared to the odds-ratios obtained from the mul-
tilevel estimation methods, the standard logistic model odds-ratio seem to have
overestimated the parameter. There was a significant difference between the stan-
dard logistic estimate and the multilevel logistic estimates. By failing to take into
account the possible variability among the clusters (level 2), Compared to multi-
level models using PQL, NAGQ and AGQ, the standard logistic model overestimated
the odds-ratio by about 2% 19% and 20% respectively (Table 2). Since bias of 5-
10% is often considered tolerable (Hox, J. J. (2002)), PQL produced best estimate
in terms of bias. The random quantity at cluster level was underestimated by PQL
compared to full likelihood method. However, the full likelihood had the smallest
standard error.

Journal home page: www.jafristatap.net



Fagbamigbe, A. F. & Bakre, B. B., African Journal of Applied Statistics, Vol. 5 (1), 2018,
pages 351 –376. Evaluating Likelihood Estimation Methods in Multilevel Analysis of
Clustered Survey Data. 364

Convergence of the Estimation Methods in Two Levels for Survey Data

In Tables 1 and 2, the PQL converged faster than other multilevel methods. Table 2
shows that AGQ method using GLLAMM and XTMELOGIT had the smallest −2logL
of 21490.132, AIC (21494.133) and BIC (21510.831) among other multilevel binary
logistic methods.

Table 2. Two-level estimates of multilevel analysis using an intercept only, single
level and multilevel logistic model to predict modern contraceptive use from the
survey data

Model Effect Standard logistic PQL NAGQ AGQ AGQ
XTMELOGIT XTMELOGIT GLLAMM

Fixed effect -1.955** -1.874** -2.428** -2.430** -2.430**
Intercept -0.017 -0.294 -0.046 -0.045 -0.045

0.172 1.412 1.207 1.456
σ2
µo(BCV)

-0.245 -0.1 -0.043 -0.054
Intra CCC 0.0497 (5%) 0.300 (30%) 0.268 (27%) 0.307 (31%)
−2logL 23418.35 158912.752 21503.09 21490.132 21490.132

AIC 23422.35 158916.752 21507.09 21494.132 21494.132
BIC 23426.85 158922.75 21523.785 21510.831 21510.831

No of 1 6 3 2 2
Iterations

Computation 0.5 minutes 1.08 minutes 0.92 minutes 1.45 minutes 3.30 minutes
time

Number of 31235 31235 31235 31235 31235
observation
Number of 1076 1076 1076 1076 1076

group

BCV Between the Cluster Variance, CCC Cluster Correlation Coefficient, **significant at
0.01 *significant at 0.05. Standard error in parenthesis.

Random Effect of Two Levels Intercept Only Model for Survey Data

The parameters under random effect in Table 2 was the estimated the variances of
the random intercepts at level 2 for fitting a two-level intercept-only model. To un-
derstand the random effect in this two-level intercept-only model, one can imagine
a unique effect for each cluster (level 2) in addition to the fixed intercept of -2.430
(AGQ estimate with XTMELOGIT), -2.425 (AGQ estimate with GLLAMM), -2.428
(NAGQ estimate with XTMELOGIT) and -1.874 (PQL estimate with GENLINMIXED)
which is the average of modern contraceptive use in all cluster. The addition of
the cluster specific effects makes the model more accurate than the fixed inter-
cept only model. In the random effect model, the cluster effects were assumed to
be distributed normally for the purpose of estimation (Li et al. (2011)). In Table 2,
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the estimate of the random effect at level two were higher in the PQL, the NAGQ
and the AGQ (XTMELOGIT and GLLAMM syntax). Also the standard error of the
random effect in AGQ (XTMELOGIT) was the smallest which implies that it is more
efficient.

4. Simulation Study

Three Level Intercept Only Multilevel Logistic Model for Simulated Data

Using n = 600, 000 simulated data, the parameter estimates in three level anal-
ysis shown in Table 3 revealed that fixed and random intercept for three level
in all the methods are significant except the random effect at level three. The
standard logistic regression model overestimated the parameter compared to the
multilevel methods. Considering the intercept only model for three levels using
the quasi and the full ML methods (GENLINMIXED, XTMELOGIT and GLLAMM),
AGQ using GLLAMM and XTMELOGIT with 15 integration point have the smallest
−2logL(3016.012), AIC (3022.012) and BIC (3033.411).

Table 3. Three-level estimates of multilevel analysis using an intercept only, sin-
gle level and multilevel logistic model predict modern contraceptive use from the
simulated data

Model Effect Standard logistic PQL NAGQ AGQ AGQ
XTMELOGIT XTMELOGIT GLLAMM

Fixed effect -2.431** -2.873** -3.149** -3.149** –3.149**
Intercept -0.047 -0.18 -0.168 -0.168 -0.168

0.172 1.042 2.143 2.143
σ2
µo (BCV)

-0.245 -18.16 -0.457 -0.457
0.395 1.041 0.06 6.95E-11

σ2
τo (BCV)

-0.17 -18.16 -0.043 0
Intra CCC 0.147(15%) 0.387(39%) 0.401(40%) 0.394(39%)
Intra ZCC 0.102(10%) 0.194(19%) 0.011(1%) 1.278e-11(0)
−2logL 3369.599 152294.57 3017.473 3016.012 3016.012

AIC 3371.599 152300.57 3023.473 3020.012 3022.012
BIC 3378.299 152307.27 3036.872 3033.411 3033.411

Iteration 1 3 5 5 4
Computation 30sec 1min,30sec 15secs 6 Mins 19mins,37secs

time
N 600000 600000 600000 600000 600000

BCV Between the Cluster Variance, BZC Between the Zone Variance, CCC Cluster Correla-
tion Coefficient, ZCC Zonal correlation coefficient. **significant at 0.01 *significant at 0.05.
Standard error in parenthesis.
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Intra Class Correlation for Three Levels Intercept Only Model for Simulated Data

In the multilevel methods, XTMELOGIT syntax with fifteen integration point has
highest two-level - cluster correlation coefficient (CCC) (40%) while PQL with GEN-
LINMIXED syntax has the smallest CCC (15%). The AGQ (GLLAMM) with fifteen
integration point and NAGQ (Laplacian approximation) have 39% of the total vari-
ance explained within the cluster, Also, the random effect for the third level using
AGQ (XTMELOGIT and GLLAMM) was approximately zero in which their ICC was
about zero at fifteen integration point, but ICC for PQL and NAGQ (Laplacian ap-
proximation) was respectively 10% and 19%. Due to inconsistent estimate of the
level three random effect, using geo-political zone as a level might not be reliable
(Table 3).

Two Level Intercept Only Multilevel Logistic Model for Simulated Data

We also fitted a two level intercept-only model that predicted the probability of
modern contraceptive using the 600,000 simulated data. The estimates of param-
eters and standard errors are presented in Table 4 . The MLE from the standard
logistic model of the ratio of modern contraceptive user to Modern contraceptive
nonuser was e(−2.432) = 0.088. In comparison, the same parameter is estimated to
be e(−2.695) = 0.068 using PQL and e(−3.149) = 0.042 for both NAGQ and AGQ in mul-
tilevel model methods. Compared to the odds-ratios obtained from the multilevel
estimation methods, the standard logistic model odds-ratio seem to have overes-
timated the parameter. The difference between the well known standard logistic
estimate and the multilevel logistic estimate was significant (See Table 4).

Convergence of the Estimation Methods in Two Levels Simulated Data

In Table 4, the NAGQ (XTMELOGIT with Laplacian approximation) converged faster
than other multilevel methods. We showed that AGQ method using GLLAMM and
XTMELOGIT with fifteen integration point had the smallest −2logL of 3016.012,
AIC (3020.012) and BIC (3033.411) among other multilevel binary logistic methods.

Random Effect of Two Levels Intercept Only Model

The random effect estimates in Table 4 are the estimated variances of the random
intercepts at level 2. We found GLLAMM, XTMELOGIT with fifteen integration point
and Laplacian approximation had the same fixed intercept (-3.149) but different
from quasi likelihood (PQL estimate with GENLINMIXED of -2.695. In Table 4 ,
the estimate of the random effect at level two were higher in the full ML method
compare to the quasi likelihood. Also the standard error of the random effect in
NAGQ (XTMELOGIT with one integration point) was the smallest which implies
that it is more efficient.
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Table 4. Two-level estimates of multilevel analysis using an intercept only, single
level and multilevel logistic model to predict modern contraceptive use from the
simulated Data

Model Effect Standard PQL NAGQ AGQ AGQ
Logistic XTMELOGIT GLLAMM

Fixed effect -2.432** -2.695** -3.149** -3.149** -3.149**
Intercept -0.047 -0.234 -0.169 -0.168 -0.168

1.537 2.083 2.143 2.144
σ2
µo (BCV)

-0.603 -0.44 -0.457 -0.457
Intra CCC 0.318 (32%) 0.387 (39%) 0.394 (39%) 0.394 (39%)
−2logL 3369.599 32747.728 3017.472 3016.012 3016.012

AIC 3371.599 32751.727 3021.473 3020.012 3020.012
BIC 3378.299 32758.425 3034.872 3033.411 3033.411

Iteration 1 7 3 2 2
Computation 0.03 minutes 0.18 minutes 0.08 minutes 0.12 minutes 0.77 minutes

time
Number of 600000 600000 600000 600000 600000
observation
Number of 1100 1100 1100 1100

group

BCV Between the Cluster Variance, CCC Cluster Correlation Coefficient. AIC Akaike’s In-
formation Criteria, BIC Bayesian Information Criteria. **significant at 0.01 *significant at
0.05. Standard error in parenthesis.

The Predicted Probability of Modern Contraceptive use with Simulated Data

With NAGQ and AGQ (GLLAMM and XTMELOGIT syntax), the estimated probabil-
ity of modern contraceptive use was 0.042 and for PQL, the expected probability
of contraceptive use was 0.063. However, the standard logistic model has a pre-
dicted probability of 0.081. Based on −2logL, AIC and BIC, AGQ (XTMELOGIT and
GLLAMM with 15 integration point) the smallest estimate which implies that the
best binary logistic model can be fitted by considering the level effect using AGQ.

5. Determinants of Modern Contraceptive use in Nigeria

Significance of the Covariates in Three Level Model using Survey Datasix

All the covariates considered in the models were significant predictor of modern
contraceptive use in Nigeria. As shown in Table 5, the −2log likelihood BIC and AIC
estimates for multilevel model were less than that of the standard logistic regres-
sion. Furthermore, among the multilevel estimates, AGQ generates a better model
compare to PQL and NAGQ.
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Convergence of the Estimation Methods when Fixed Effects for Three Level Models
are included.

Inclusion of the three levels in the model showed a wide variability in the conver-
gence as well as computational times of the different procedures. The PQL had
shortest convergence time followed by NAGQ, Also, AGQ (XTMELOGIT) converged
faster than AGQ (GLLAMM).

Variance Component for Three-Level Model.

The random effect of the three levels model in Table 6 showed that the variance
among the clusters in AGQ with fifteen integration points is more than variance
obtained from all other methods of parameter estimation. The variance among the
zones was approximately zero for all the methods. The PQL had the smallest ran-
dom intercept with largest −2logL, AIC and BIC which minimized the reliability of
model generated by the method.

Intra Cluster Correlation Coefficient

Based on three level model presented in Table 5, it was apparent that AGQ
(GLAMM) had the largest ICCC (0.192) compared with other methods at cluster
level. This implied that 19% of the total variance was explained by the variance
within the cluster. The PQL had an ICCC of 0.074. Also, AGQ (GLAMM) had the
largest IZCC (0.025) which implies that 3% of the total variance was explained by
the variance within the zone, whereas AGQ (XTMELOGIT) and NAGQ (XTMELOGIT)
had zero intra zone correlation coefficient.
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Additional legend to Table 5 BCV Between the Cluster Variance, BZC Between
the Zone Variance, CCC Cluster Correlation Coefficient, ZCC Zonal correlation
coefficient. **significant at 0.01 *significant at 0.05. Standard error in parenthesis.
Reference categories: ’15-19’ for Age, ’urban’ for POR, ’No formal education’ for
Education, ’Islam’ for Religion, and ’Poorest’ for WI Standard errors are placed in
parentheses.

Significance of the Covariates in Two Level Model using Survey Data

In Table 6 , we present the comparison of multilevel logistic regression methods
and the standard logistic regression when covariates were included in the mod-
els and only two levels considered. Age group of the respondent was significantly
associated with modern contraceptive use in the three multilevel binary logistic
regression methods at one percent level of significance (p − value < 0.001) as well
as the standard logistic regression. The wealth index was also found to be signifi-
cantly associated with modern contraceptive use at one percent level of significant
(p − value < 0.001) across all the methods. Also, the −2log likelihood and AIC esti-
mates for multilevel model were less than that of the standard logistic regression.

Convergence of the Estimation Methods when Fixed Effects for two Level Models are
included

Reduction of the three-level to two level model in Table 6 changed the computational
time, convergence rate and the estimate of the intercept. PQL convergence time was
the shortest followed by NAGQ, also, AGQ (XTMELOGIT) converged faster than AGQ
(GLLAMM)
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Additional legend to Table 6 : BCV Between the Cluster Variance, CCC Cluster Correla-
tion Coefficient. **significant at 0.01 *significant at 0.05. Standard error in parenthesis.
Reference categories: ’15-19’ for Age, ’urban’ for POR, ’No formal education’ for Education,
’Islam’ for Religion, and ’Poorest’ for WI Standard errors are placed in parentheses.

Variance Component for Two-Level Model

The random effect of the two levels model in Table 6 showed that the variance between
the clusters in AGQ (XTMELOGIT) is more than variance obtained from other methods.
Comparing variance of AGQ (XTMELOGIT) to variance of AGQ (GLLAMM), the standard
error for XTMELOGIT is smaller than that of every other methods which means the estimate
obtained using XTMELOGIT method is better than estimate of every other methods when
only two level binary logistic regression is considered. The PQL had the smallest random
intercept with largest standard error and it also have the largest −2logL which minimized
the reliability of the method.

Intra Cluster Correlation Coefficient

AGQ (XTMELOGIT) had the largest ICC (0.201) compared with other methods. This implied
that 20% of the total variance was explained by the variance within the cluster. The PQL
had an ICC of 5%.

6. Discussion

The multilevel estimation methods for logistic random and fixed effects were evaluated at
four performance dimensions: numerical convergence, bias, computation time and model
fitting. Numerical convergence was measured by the convergence rate. The information on
performance of the estimators were under two different circumstances (that is, when consid-
ering the intercept only model and when including the explanatory variable collected from
the lower level with random intercept for level two ). Large cluster schemes were used in this
study. The convergence rate was based on the iteration produced by the macro GENLIN-
MIXED, GLLAMM and XTMELOGIT macro to confirm whether numerical convergence was
reached or not. Output from the GENLINMIXED was obtained using PQL, standard avail-
able in SPSS version 25, the GLLAMM output was obtained using AGQ which made use of
fifteen quadrature point and XTMELOGIT syntax allow estimation via Laplacian approxima-
tion (NAGQ) and AGQ. The AGQ (GLLAMM) syntax had the smallest standard error, −2logl,
AIC and BIC when the three levels were considered while AGQ (XTMELOGIT) produced the
smallest standard error, −2logl, AIC and BIC when two levels were considered.

Comparison between single level and multilevel models were made and we found that the
effect of the primary predictor in the standard logistic regression model was underesti-
mated in comparison with multilevel models. Some covariates were either overestimated or
underestimated. This implied that the differences in the estimated β-coefficients from the
multilevel models and standard model arose because of the inclusion of the random effects.
Therefore, using single level model to predict the future value of modern contraceptive use in
cluster survey is inappropriate. This is in agreement with findings of a previous study (Khan
& Shaw (2011)). Previous literature on appropriateness of multilevel analysis of clustered
data had same conclusions (Leckie & Goldstein (2015); Li et al. (2011); Sanago et al. (2012);
Tendulkar et al. (2010))
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Considering the two level binary logistic regression, NAGQ (XTMELOGIT), AGQ (XTMEL-
OGIT) and AGQ (GLLAMM) produced the same fixed effect but different random effect in
the analysis of the simulated data. However, only AGQ (XTMELOGIT) and AGQ (GLLAMM)
with fifteen quadrature points had the same fixed effect in survey data. Furthermore, AGQ
produced the smallest −2logL, AIC and BIC than other methods in both data. Nevertheless,
convergence of PQL was the shortest and its estimate had lowest standard error in both
simulated and survey data. This suggested that AGQ was the best method when only two
level binary logistic regression is considered. Our finding was corroborated by conclusions
of a 2011 study (Khan & Shaw (2011)). On the contrary, it was concluded in another earlier
study that Quadrature methods performance was relatively poor compared to PQL, although
his conclusion was based on small sample size (Lesaffre & Spiessens (2001)). However, in
this research work, AGQ was the best multilevel model compared with PQL and NAGQ.

In the intercept only model for two-level binary logistic regression, there is consistency
among the estimates produced by full ML using simulated data but outcomes from the
survey data were less consistent. Also, the full likelihood method generated higher random
effect than quasi likelihood in the simulated data but it was otherwise with survey data.
Based on the result obtained for three level binary logistic regression, AGQ (GLLAMM) had
the smallest −2logL, AIC and BIC which implies that GLLAMM had the best performance
for three-level model. Our study has further demonstrated the tendency of the standard
logistic model to seriously bias the parameter estimates of observed covariates when ana-
lyzing multilevel data. The differences between estimates obtained using standard logistic
and PQL as well as between NAGQ and AGQ were minimal. This is consistent with earlier
reports that in the more common case where variances in a multilevel logistic model do not
exceed about 0.5, the PQL model can be expected to perform well in term of bias (Goldstein
& Rasbash (1996); Maas & Hox (2005)). That is, PQL methods are likely to be adequate for
producing nearly unbiased estimates. PQL was also preferred in term of bias in an earlier
report (Rodriguez & Goldman (1995)).

AGQ using GLLAMM syntax. In this study geo-political zone cannot stand as a level because
it was not randomly selected for the survey and its ICC was approximately zero in most of
the procedures considered. Dependence was much higher within the clusters (Level 2) than
among the zones (Level 3). However, Level effect investigation is very important in multi-
level cluster survey analysis. Researchers, especially the public health researcher, should
endeavor to investigate dependency among hierarchies in their data using random effect
and Intra class correlation coefficient. All the MLE of modern contraceptive use under dif-
ferent procedures suggested about 10% usage in Nigeria. Interventions aimed at promoting
the use of contraception among Nigerians should not only be implemented at the individual
level but tailored to the community (that is, cluster) level, as interventions conceived without
consideration for cluster context are likely to have limited impact.
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