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Abstract. An operator T on a complex Hilbert space H is said to be skew
symmetric if there exists a conjugate-linear, isometric involution C : H → H
such that CTC = −T ∗. In this paper, using an interpolation theorem related
to conjugations, we give a geometric characterization for a class of operators to
be skew symmetric. As an application, we get a description of skew symmetric
partial isometries.

1. Introduction

The main aim of this paper is to give a geometric characterization of a class of
operators being skew symmetric. This work is a continuation of [13] in which the
first author and Zhu characterize skew symmetric normal operators. Let us first
recall a few definitions.

Throughout this paper, we always denote by H a complex separable Hilbert
space endowed with the inner product 〈·, ·〉, by B(H) the algebra of all bounded
linear operators on H, and by K(H) the ideal consisting of all compact operators
on H.

Definition 1.1. A conjugation on H is a conjugate-linear map C : H −→ H
satisfying C2 = I and 〈Cx,Cy〉 = 〈y, x〉 for all x, y ∈ H.

Definition 1.2. We say that an operator T ∈ B(H) is complex symmetric, if
there exists a conjugation C on H so that CTC = T ∗. An operator T ∈ B(H) is
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said to be skew symmetric, if there exists a conjugation C on H so that CTC =
−T ∗.

In matrix analysis, there is a lot of work on the theory of symmetric matrices
and skew symmetric matrices, which has many motivations in function theory,
complex analysis, moment problems and other mathematical disciplines. As a
generalization of complex symmetric matrices, Garcia and Putinar [4] initiated
the study for complex symmetric operators, which have many motivations in func-
tion theory, matrix analysis and other areas. Some important results concerning
the internal structure of complex symmetric operators have been obtained (see
[4, 5, 10, 6, 3, 8, 2, 9, 1] for references). An effective way to investigate the struc-
ture of complex symmetric operators is to characterize which special operators are
complex symmetric. In fact, a lot of work concerning complex symmetric opera-
tors focuses on this basic question. Many important classes of operators such as
compact operators, weighted shifts and partial isometries are studied [4, 8, 20].
However, less attention has been paid to skew symmetric operators. Using [4,
Lemma 1], we conclude that an operator T ∈ B(H) is skew symmetric if and
only if T admits a skew symmetric matrix representation with respect to some
onb {en} of H, that is 〈Ten, em〉 = −〈Tem, en〉 for all m, n. In [17], Zagorodnyuk
studied the polar decomposition of skew symmetric operators and obtained some
basic properties of skew symmetric operators. As the study of complex symmet-
ric operators, an important way to investigate the structure of skew symmetric
operators is to characterize the skew symmetry of concrete class of operators. In
[18], Zagorodnyuk studied the skew symmetry of cyclic operators. In particular,
Zhu and the first author [13] study the skew symmetry of normal operators and
give two structure theorems of skew symmetric normal operators.

For non-zero vectors u, v ∈ H, the rank-one operator u ⊗ v ∈ B(H) is defined
by (u⊗ v)x = 〈x, v〉u, ∀x ∈ H.

The main aim of this paper is to give a geometric characterization of the fol-
lowing operators T ∈ B(H) to be skew symmetric.

T =
∑
i∈Λ

ai(e
(1)
i ⊗ f

(1)
i − e

(2)
i ⊗ f

(2)
i ) (1.1)

where Λ ⊂ N, ai > 0 for all i ∈ Λ, {e(1)
i , e

(2)
i }i∈Λ, {f (1)

i , f
(2)
i }i∈Λ are two orthonor-

mal subsets of H. In particular, when ai 6= aj for all i, j ∈ Λ and i 6= j, the
characterization is more explicit.

For p, q ∈ {1, 2}, we denote

(p′, q′) =


(1, 2), when (p, q) = (1, 2);

(2, 2), when (p, q) = (1, 1);

(2, 1), when (p, q) = (2, 1);

(1, 1), when (p, q) = (2, 2).
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Theorem 1.3 (Main Theorem). Assume {e(1)
i , e

(2)
i }i∈Λ, {f (1)

i , f
(2)
i }i∈Λ are two

orthonormal subsets of H, T ∈ B(H) can be written as

T =
∑
i∈Λ

ai(e
(1)
i ⊗ f

(1)
i − e

(2)
i ⊗ f

(2)
i )

where Λ ⊂ N, ai > 0 for all i ∈ Λ and ai 6= aj for all i, j ∈ Λ with i 6= j. Then
the following are equivalent.

(1) T is skew symmetric;

(2) There exist {λi}i∈Λ ⊂ C with |λi| = 1 for all i ∈ Λ such that λi〈e(p)
i , f

(q)
j 〉 =

λj〈e(p′)
j , f

(q′)
i 〉 for all i, j ∈ Λ and p, q ∈ {1, 2}.

(3) |〈e(p)
i , f

(q)
j 〉| = |〈e(p′)

j , f
(q′)
i 〉| for all i, j ∈ Λ and p, q ∈ {1, 2}, and

[ n−1∏
k=1

〈e(pk)
ik

, f
(qk)
ik+1

〉
]
〈e(pn)

in
, f

(qn)
i1

〉 = 〈e(p′n)
i1

, f
(q′n)
in

〉
[ n−1∏

k=1

〈e(p′k)
ik+1

, f
(q′k)
ik

〉
]

for any n ∈ N and any tuple {i1, i2, · · · , in} in Λn, and any pk, qk ∈ {1, 2}
for 1 ≤ k ≤ n.

The rest of this paper is organized as follows. In Sect.2, we give a polar de-
composition theorem for skew symmetric operators and recall an interpolation
theorem related to conjugations on Hilbert spaces. Further, we give a geometric
characterization of the skew symmetry of the operators with form (1.1)(See Theo-
rem 2.5). In Sect. 3, we prove Theorem 1.3. In Sect. 4, we shall characterize skew
symmetric compact operators. Our result shows that skew symmetric compact
operators admit the form (1.1). In Sect. 5, using Theorem 2.5, we characterize
skew symmetric partial isometries.

2. Preliminaries

First, we introduce some notions.

Definition 2.1. An anticonjugation on H is a conjugate linear map K : H → H
satisfying that K2 = −I and 〈Kx, Ky〉 = 〈y, x〉 for all x, y ∈ H.

The above concept is defined in [14]. Garcia and Tener [7] prove that there
is no anticonjugation on an odd dimensional Hilbert space. In particular, they
show that a conjugate linear map K on C2n is an anticonjugation if and only if
there exists an onb {e1, e2, · · · , e2n} of H such that Kei = en+i and Ken+i = −ei

for all 1 ≤ i ≤ n. Using a similar argument in the proof of [7, Lemma 4.4] and
Zorn’s Lemma, we can get the following result.

Lemma 2.2. Let H be a complex separable infinite dimensional Hilbert space and
K be an isometric conjugate linear map on H. Then K is an anticonjugation
if and only if there exists an onb {en, fn}∞n=1 of H such that Ken = fn and
Kfn = −en for each n ≥ 1.

We say that a conjugate-linear map K : H → H is a partial anticonjugation
supported on (ker K)⊥ if ker K reduces K and K|(ker K)⊥ is an anticonjugation.
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The following result is based on a technique of Garcia and Putinar [5, Theorem
2].

Lemma 2.3. Let T ∈ B(H) be skew symmetric, that is, CTC = −T ∗ for some
conjugation C on H, and T = U |T | be the polar decomposition of T . Then

T = CK|T |, where K is a partial anticonjugation supported on ran (|T |), which
commutes with |T |. In particular, CUC = −U∗.

Proof. Since T = −CT ∗C and T = U |T | is the polar decomposition of T , we
have

T = −C|T |U∗C = −CU∗U |T |U∗C = (−CU∗C)(CU |T |U∗C).

It is easy to check that −CU∗C is a partial isometry and CU |T |U∗C is positive
with ker(−CU∗C) = ker(CU |T |U∗C). By the uniqueness of the polar decompo-
sition of T , we have U = −CU∗C and |T | = CU |T |U∗C.

We denote K = CU , it follows that K = CU = −U∗C. It is easy to check that
K is conjugate linear and −K2 = U∗U , the orthogonal projection on ran (|T |).
Also, we have 〈Kx, Ky〉 = 〈CUx, CUy〉 = 〈Uy, Ux〉 = 〈U∗Uy, x〉 = 〈y, x〉 for all

x, y ∈ ran (|T |). Since |T | = CU |T |U∗C, we have |T | = −K|T |K, and hence
K|T | = |T |K. �

The following interpolation theorem related to conjugations is very useful to
study the complex symmetry of operators. Using it Zhu and the first author give
a geometric characterization for a norm-dense class of operators to be complex
symmetric, see [19].

Lemma 2.4 ([19], Theorem 2.1). Let {ei}i∈Λ and {fi}i∈Λ be two orthonormal
subsets of H, where Λ ⊂ N. Then there exists a conjugation C on H such that
Cei = fi for all i ∈ Λ if and only if 〈ei, fj〉 = 〈ej, fi〉 for all i, j ∈ Λ.

Let T ∈ B(H) and assume that T admits the following representation

T =
∑
i∈Λ

ai(e
(1)
i ⊗ f

(1)
i − e

(2)
i ⊗ f

(2)
i ),

where Λ ⊂ N, ai > 0 for all i ∈ Λ, {e(1)
i , e

(2)
i }i∈Λ, {f (1)

i , f
(2)
i }i∈Λ are two orthonor-

mal subsets of H. Obviously, there exists a partition Λ = ∪k∈Γ(Λk) of Λ such
that ai = aj if and only if i, j ∈ Λk for some k ∈ Γ.

Theorem 2.5. Let T ∈ B(H) be as above. Then T is skew symmetric if and only

if there exists an onb {g(1)
i , g

(2)
i }i∈Λ of

∨
{f (1)

i , f
(2)
i : i ∈ Λ} such that

(1)
∨
{g(1)

i , g
(2)
i : i ∈ Λk} =

∨
{f (1)

i , f
(2)
i : i ∈ Λk} for all k ∈ Γ.

(2) 〈g(p)
i , f

(q)
j 〉 = (−1)(p+q)〈g(p′)

j , f
(q′)
i 〉 for all i, j ∈ Λ and p, q ∈ {1, 2}.

(3) 〈g(p)
i , e

(q)
j 〉 = 〈g(p′)

j , e
(q′)
i 〉 for all i, j ∈ Λ and p, q ∈ {1, 2}.

Proof. “=⇒.” Assume that T is C-skew symmetric, that is, CTC = −T ∗. Let

g
(1)
i = Ce

(2)
i and g

(2)
i = Ce

(1)
i for all i ∈ Λ. Then {g(1)

i , g
(2)
i : i ∈ Λ} is an

orthonormal subset of H.
Assume that T = U |T | is the polar decomposition of T . One can easily deduce

that |T | =
∑

i∈Λ ai(f
(1)
i ⊗f

(1)
i +f

(2)
i ⊗f

(2)
i ) and U =

∑
i∈Λ(e

(1)
i ⊗f

(1)
i −e

(2)
i ⊗f

(2)
i ).
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By Lemma 2.3, we have U = CK, where K is a partial anticonjugation supported
on ran |T | and K|T | = |T |K. It is easy to see that K is an anticonjugaton on each

eigenspace of |T |. It follows that K(
∨

i∈Λk
{f (1)

i , f
(2)
i }) ⊂

∨
i∈Λk

{f (1)
i , f

(2)
i }. Noting

that −K2 = U∗U , the orthogonal projection with the range
∨

i∈Λ{f
(1)
i , f

(2)
i },

we have K(
∨

i∈Λk
{f (1)

i , f
(2)
i }) =

∨
i∈Λk

{f (1)
i , f

(2)
i }. Since U(

∨
i∈Λk

{f (1)
i , f

(2)
i }) =∨

i∈Λk
{e(1)

i , e
(2)
i } and CU = K, we have C[

∨
i∈Λk

{e(1)
i , e

(2)
i }] =

∨
i∈Λk

{f (1)
i , f

(2)
i }

for each k ∈ Γ. Moreover, we have
∨

i∈Λk
{g(1)

i , g
(2)
i } = C[

∨
i∈Λk

{e(1)
i , e

(2)
i }] =∨

i∈Λk
{f (1)

i , f
(2)
i }. Hence ai 6= aj implies that 〈g(p)

i , f
(q)
j 〉 = 0 = 〈g(p′)

j , f
(q′)
i 〉 for all

p, q ∈ {1, 2}.
On the other hand, if i, j ∈ Λ with ai = aj, we have

aj〈g(1)
i , f

(1)
j 〉 = 〈g(1)

i , T ∗e
(1)
j 〉 = 〈CT ∗e

(1)
j , Cg

(1)
i 〉

= 〈−TCe
(1)
j , Cg

(1)
i 〉 = −〈g(2)

j , T ∗e
(2)
i 〉 = ai〈g(2)

j , f
(2)
i 〉,

and hence 〈g(1)
i , f

(1)
j 〉 = 〈g(2)

j , f
(2)
i 〉. Also we have

aj〈g(1)
i , f

(2)
j 〉 = 〈g(1)

i ,−T ∗e
(2)
j 〉 = 〈−CT ∗e

(2)
j , Cg

(1)
i 〉

= 〈TCe
(2)
j , Cg

(1)
i 〉 = 〈g(1)

j , T ∗e
(2)
i 〉 = −ai〈g(1)

j , f
(2)
i 〉,

and hence 〈g(1)
i , f

(2)
j 〉 = −〈g(1)

j , f
(2)
i 〉. Moreover, we have

aj〈g(2)
i , f

(1)
j 〉 = 〈g(2)

i , T ∗e
(1)
j 〉 = 〈CT ∗e

(1)
j , Cg

(2)
i 〉

= 〈−TCe
(1)
j , Cg

(2)
i 〉 = 〈−g

(2)
j , T ∗e

(1)
i 〉 = −ai〈g(2)

j , f
(1)
i 〉,

and hence 〈g(2)
i , f

(1)
j 〉 = −〈g(2)

j , f
(1)
i 〉.

For all i, j ∈ Λ, a direct calculation shows that

〈g(1)
i , e

(1)
j 〉 = 〈Ce

(2)
i , e

(1)
j 〉 = 〈Ce

(1)
j , e

(2)
i 〉 = 〈g(2)

j , e
(2)
i 〉,

〈g(1)
i , e

(2)
j 〉 = 〈Ce

(2)
i , e

(2)
j 〉 = 〈Ce

(2)
j , e

(2)
i 〉 = 〈g(1)

j , e
(2)
i 〉,

and

〈g(2)
i , e

(1)
j 〉 = 〈Ce

(1)
i , e

(1)
j 〉 = 〈Ce

(1)
j , e

(1)
i 〉 = 〈g(2)

j , e
(1)
i 〉.

“⇐=.” Since (3) holds for the orthonormal subsets {e(1)
i , e

(2)
i : i ∈ Λ} and

{g(1)
i , g

(2)
i : i ∈ Λ}, by Lemma 2.4, there exists a conjugation C on H such that

Ce
(1)
i = g

(2)
i and Ce

(2)
i = g

(1)
i for all i ∈ Λ. Let M =

∨
{e(1)

i , e
(2)
i : i ∈ Λ} and

N =
∨
{g(1)

i , g
(2)
i : i ∈ Λ}. Note that ran T ⊂ M and ran T ∗ ⊂ N , it suffices

to show that CT ∗Cg
(1)
i = −Tg

(1)
i , CT ∗Cg

(2)
i = −Tg

(2)
i , CT ∗Ce

(1)
i = −Te

(1)
i and

CT ∗Ce
(2)
i = −Te

(2)
i for all i ∈ Λ.

For i, j ∈ Λ, we claim that ai〈g(1)
j , f

(2)
i 〉 = −aj〈g(1)

i , f
(2)
j 〉, ai〈g(1)

j , f
(1)
i 〉 =

aj〈g(2)
i , f

(2)
j 〉 and −ai〈g(2)

j , f
(1)
i 〉 = aj〈g(2)

i , f
(1)
j 〉 for all i, j ∈ Λ. When ai = aj,

by condition (2), this is obvious. If ai 6= aj, i, j lie in different Λ′ks, in view of

condition (1), we have 〈g(p)
i , f

(q)
j 〉 = 0 = 〈g(p′)

j , f
(q′)
i 〉 for all p, q ∈ {1, 2}. This

proves the claim.
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Let i ∈ Λ be fixed. We have

CT ∗Cg
(1)
i = CT ∗e

(2)
i = −aiCf

(2)
i = −aiC[

∑
j∈Λ

(〈f (2)
i , g

(1)
j 〉g(1)

j + 〈f (2)
i , g

(2)
j 〉g(2)

j )]

= −ai[
∑
j∈Λ

(〈g(1)
j , f

(2)
i 〉e(2)

j + 〈g(2)
j , f

(2)
i 〉e(1)

j )]

=
∑
j∈Λ

[aj〈g(1)
i , f

(2)
j 〉e(2)

j − aj〈g(1)
i , f

(1)
j 〉e(1)

j ]

= −Tg
(1)
i .

Also we have

CT ∗Cg
(2)
i = CT ∗e

(1)
i = aiCf

(1)
i = aiC[

∑
j∈Λ

(〈f (1)
i , g

(1)
j 〉g(1)

j + 〈f (1)
i , g

(2)
j 〉g(2)

j )]

= ai

∑
j∈Λ

[〈g(1)
j , f

(1)
i 〉e(2)

j + 〈g(2)
j , f

(1)
i 〉e(1)

j ]

=
∑
j∈Λ

[aj〈g(2)
i , f

(2)
j 〉e(2)

j − aj〈g(2)
i , f

(1)
j 〉e(1)

j ]

= −Tg
(2)
i .

From the above equalities we have Tg
(1)
i = aiCf

(2)
i and Tg

(2)
i = −aiCf

(1)
i .

Denote by PN the orthogonal projection of H onto N . We have

CT ∗Ce
(1)
i = CT ∗g

(2)
i = C[

∑
j∈Λ

(aj〈g(2)
i , e

(1)
j 〉f (1)

j − aj〈g(2)
i , e

(2)
j 〉f (2)

j )]

=
∑
j∈Λ

[aj〈e(1)
j , g

(2)
i 〉Cf

(1)
j − aj〈e(2)

j , g
(2)
i 〉Cf

(2)
j ]

= −
∑
j∈Λ

[〈e(1)
j , g

(2)
i 〉Tg

(2)
j + 〈e(2)

j , g
(2)
i 〉Tg

(1)
j ]

= −T (
∑
j∈Λ

[〈e(1)
i , g

(2)
j 〉g(2)

j + 〈e(1)
i , g

(1)
j 〉g(1)

j ])

= −TPNe
(1)
i = −

∑
j∈Λ

aj[〈PNe
(1)
i , f

(1)
j 〉e(1)

j − 〈PNe
(1)
i , f

(2)
j 〉e(2)

j ]

= −
∑
j∈Λ

aj[〈e(1)
i , PNf

(1)
j 〉e(1)

j − 〈e(1)
i , PNf

(2)
j 〉e(2)

j ]

= −
∑
j∈Λ

aj[〈e(1)
i , f

(1)
j 〉e(1)

j − 〈e(1)
i , f

(2)
j 〉e(2)

j ] = −Te
(1)
i .

Similarly, one can prove that CT ∗Ce
(2)
i = −Te

(2)
i .

Now we prove that CT ∗C = −T and hence T is skew symmetric. �

Using above theorem, we can get the following result, which means that not
every partial isometry of rank ≤ 2 is skew symmetric. However, Garcia and
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Wogen [8, Corollary 1] have proved that all partial isometries of rank ≤ 2 are
complex symmetric.

Corollary 2.6. Let {e(1), e(2)}, {f (1), f (2)} be two orthonormal subsets of H and
T ∈ B(H) can be written as T = e(1)⊗f (1)−e(2)⊗f (2). Then T is skew symmetric
if and only if 〈e(1), f (1)〉 = 〈e(2), f (2)〉.

Proof. “⇐=.” Let g(1) = f (1) and g(2) = f (2), then it is easy to check that
{g(1), g(2)} satisfies the conditions (1)(2) and (3) of Theorem 2.5. Thus T is
skew symmetric.

“=⇒.” If T is skew symmetric, by Theorem 2.5, there exists an onb {g(1), g(2)}
of

∨
{f (1), f (2)} which satisfies the conditions (1)(2) and (3) of this theorem. One

can easily deduce that g(1) = αf (1) and g(2) = αf (2), where |α| = 1. Since
〈g(1), e(1)〉 = 〈g(2), e(2)〉, we have 〈e(1), f (1)〉 = 〈e(2), f (2)〉. �

3. Proof of Main Theorem

Now we can give the proof of Theorem 1.3.

Proof of Theorem 1.3. For convenience, we may directly assume that Λ = N.
The proof for the general case is similar.

“(1)⇐⇒(2).” Since ai 6= aj for i 6= j, By Theorem 2.5, T is skew symmetric if

and only if there exists an onb {g(1)
i , g

(2)
i } of

∨
{f (1)

i , f
(2)
i } for all i ∈ N such that

〈g(1)
i , f

(2)
i 〉 = 〈g(2)

i , f
(1)
i 〉 = 0, 〈g(1)

i , f
(1)
i 〉 = 〈g(2)

i , f
(2)
i 〉 and 〈g(p)

i , e
(q)
j 〉 = 〈g(p′)

j , e
(q′)
i 〉.

This means that there exist {λi}i∈N ⊂ C with |λi| = 1 for all i ∈ Λ such that

g
(1)
i = λif

(1)
i and g

(2)
i = λif

(2)
i , hence 〈λie

(p)
i , f

(q)
j 〉 = 〈λje

(p′)
j , f

(q′)
i 〉 for all i, j ∈ N

and p, q ∈ {1, 2}.
“(2)=⇒(3).” Assume that there exist {λi}i∈N ⊂ C with |λi| = 1 for all i ∈ N

such that λi〈e(p)
i , f

(q)
j 〉 = λj〈e(p′)

j , f
(q′)
i 〉 for all i, j ∈ N and p, q ∈ {1, 2}. Hence we

have |〈e(p)
i , f

(q)
j 〉| = |〈e(p′)

j , f
(q′)
i 〉| for all i, j ∈ N and p, q ∈ {1, 2}.

Given n ∈ N, the tuple (i1, i2, · · · , in) in Nn and pk, qk ∈ {1, 2} for all 1 ≤ k ≤ n,
we have

[λi1λi2 · · ·λin ]
[ n−1∏

k=1

〈e(pk)
ik

, f
(qk)
ik+1

〉
]
〈e(pn)

in
, f

(qn)
i1

〉

=
[ n−1∏

k=1

λik〈e
(pk)
ik

, f
(qk)
ik+1

〉
]
[λin〈e

(pn)
in

, f
(qn)
i1

〉]

=
[ n−1∏

k=1

λik+1
〈e(p′k)

ik+1
, f

(q′k)
ik

〉
]
[λi1〈e

(p′n)
i1

, f
(q′n)
in

〉]

= [λi1λi2 · · ·λin ]〈e(p′n)
i1

, f
(q′n)
in

〉
[ n−1∏

k=1

〈e(p′k)
ik+1

, f
(q′k)
ik

〉
]
.
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“(3)=⇒(2).” For i, j ∈ N, we define i ∼ j if i = j or there exist i1, i2, · · · , in ∈ N
and pk, qk ∈ {1, 2} for 0 ≤ k ≤ n such that

〈e(p0)
i , f

(q0)
i1
〉
[ n−1∏

k=1

〈e(pk)
ik

, f
(qk)
ik+1

〉
]
〈e(pn)

in
, f

(qn)
j 〉 6= 0.

Since |〈e(p)
i , f

(q)
j 〉| = |〈e(p′)

j , f
(q′)
i 〉| for all i, j ∈ N and p, q ∈ {1, 2}, one can verify

that ∼ is an equivalence relation on N. Denote N/∼ = {Λγ : γ ∈ Γ}. Hence
Λγ ∩ Λγ′ = ∅ for all γ, γ′ ∈ Γ with γ 6= γ′.

Let γ ∈ Γ be fixed. Arbitrarily choose a lγ ∈ Λγ and set λlγ = 1. For j ∈ Λγ

with j 6= lγ, by hypothesis, there exist i1, i2, · · · , in ∈ Λγ, pk, qk ∈ {1, 2}, 0 ≤ k ≤
n such that

〈e(p0)
lγ

, f
(q0)
i1
〉
[ n−1∏

k=1

〈e(pk)
ik

, f
(qk)
ik+1

〉
]
〈e(pn)

in
, f

(qn)
j 〉 6= 0.

Set

λj =
〈e(p0)

lγ
, f

(q0)
i1
〉
[∏n−1

k=1〈e
(pk)
ik

, f
(qk)
ik+1

〉
]
〈e(pn)

in
, f

(qn)
j 〉

〈e(p′0)
i1

, f
(q′0)

lγ
〉
[∏n−1

k=1〈e
(p′k)

ik+1
, f

(q′k)

ik
〉
]
〈e(p′n)

j , f
(q′n)
in

〉
.

We are going to show that λj is well defined for all j ∈ N. In fact, if there exist
j1, j2, · · · , jm ∈ Λγ, ak, bk ∈ {1, 2} for 0 ≤ k ≤ m such that

〈e(a0)
lγ

, f
(b0)
j1
〉
[ m−1∏

k=1

〈e(ak)
jk

, f
(bk)
jk+1

〉
]
〈e(am)

jm
, f

(bm)
j 〉 6= 0.

It suffices to show that

〈e(p0)
lγ

, f
(q0)
i1
〉
[∏n−1

k=1〈e
(pk)
ik

, f
(qk)
ik+1

〉
]
〈e(pn)

in
, f

(qn)
j 〉

〈e(p′0)
i1

, f
(q′0)

lγ
〉
[∏n−1

k=1〈e
(p′k)

ik+1
, f

(q′k)

ik
〉
]
〈e(p′n)

j , f
(q′n)
in

〉

=
〈e(a0)

lγ
, f

(b0)
j1
〉
[∏m−1

k=1 〈e
(ak)
jk

, f
(bk)
jk+1

〉
]
〈e(am)

jm
, f

(bm)
j 〉

〈e(a′0)
j1

, f
(b′0)

lγ
〉
[∏m−1

k=1 〈e
(a′k)

jk+1
, f

(b′k)

jk
〉
]
〈e(a′m)

j , f
(b′m)
jm

〉
.

On the other hand, by the condition (3), it is easy to check that the above
equality holds. This shows that λj is well defined. Also it is easy to see that
|λj| = 1 for all j ∈ N.

Arbitrarily choose i, j ∈ N and p, q ∈ {1, 2}. We shall show that λi〈e(p)
i , f

(q)
j 〉 =

λj〈e(p′)
j , f

(q′)
i 〉. If i = j or 〈e(p)

i , f
(q)
j 〉 = 0, by condition (3), this is obvious. We

may directly assume that i 6= j and 〈e(p)
i , f

(q)
j 〉 6= 0. Hence i ∼ j. We further

assume that i, j ∈ Λγ for some γ ∈ Γ. We consider the following two cases.
Case 1. i = lγ or j = lγ. We directly assume that i = lγ and j 6= lγ. It suffices

to show that 〈e(p)
lγ

, f
(q)
j 〉 = λj〈e(p′)

j , f
(q′)
lγ
〉. Since |〈e(p′)

j , f
(q′)
lγ
〉| = |〈e(p)

lγ
, f

(q)
j 〉| 6= 0, by

the definition of λj, this is obvious.
Case 2. i 6= lγ and j 6= lγ. Then λi can be written as

λi =
〈e(p0)

lγ
, f

(q0)
i1
〉
[∏n−1

k=1〈e
(pk)
ik

, f
(qk)
ik+1

〉
]
〈e(pn)

in
, f

(qn)
i 〉

〈e(p′0)
i1

, f
(q′0)

lγ
〉
[∏n−1

k=1〈e
(p′k)

ik+1
, f

(q′k)

ik
〉
]
〈e(p′n)

i , f
(q′n)
in

〉
.
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Further, we have

λi〈e(p)
i , f

(q)
j 〉 =

〈e(p0)
lγ

, f
(q0)
i1
〉
[∏n−1

k=1〈e
(pk)
ik

, f
(qk)
ik+1

〉
]
〈e(pn)

in
, f

(qn)
i 〉

〈e(p′0)
i1

, f
(q′0)

lγ
〉
[∏n−1

k=1〈e
(p′k)

ik+1
, f

(q′k)

ik
〉
]
〈e(p′n)

i , f
(q′n)
in

〉
〈e(p)

i , f
(q)
j 〉

=
〈e(p0)

lγ
, f

(q0)
i1
〉
[∏n−1

k=1〈e
(pk)
ik

, f
(qk)
ik+1

〉
]
〈e(pn)

in
, f

(qn)
i 〉〈e(p)

i , f
(q)
j 〉

〈e(p′0)
i1

, f
(q′0)

lγ
〉
[∏n−1

k=1〈e
(p′k)

ik+1
, f

(q′k)

ik
〉
]
〈e(p′n)

i , f
(q′n)
in

〉〈e(p′)
j , f

(q′)
i 〉

〈e(p′)
j , f

(q′)
i 〉

= λj〈e(p′)
j , f

(q′)
i 〉.

The last equality follows from the definition of λj. This completes the proof. �

Example 3.1. Let T ∈ B(C6) and suppose that T admits the following repre-
sentation

T =

0 1
0 2

0

 e1

e2

e3

⊕

0 −2
0 −1

0

 f1

f2

f3

,

where {e1, e2, e3, f1, f2, f3} is an onb of C6. Then T is skew symmetric. In fact,
we have T = (e2 ⊗ e1 − f3 ⊗ f2) + 2(e3 ⊗ e2 − f2 ⊗ f1). By Theorem 1.3, it is
easy to see that T is skew symmetric. On the other hand, using [21, Lemma

0.4], one can easily deduce that A =

0 1
0 2

0

 e1

e2

e3

is not complex symmetric.

Also, we claim that A is not skew symmetric. Otherwise, if C is a conjugation
on

∨
{e1, e2, e3} such that CAC = −A∗, it is easy to see that there exist λ, µ ⊂ C

with |λ| = |µ| = 1 such that Ce1 = λe3 and Ce2 = µe2. It follows that CACe1 =
CA(λe3) = C(2λe2) = 2λµe2 and −T ∗e1 = −e2, a contradiction.

Example 3.2. Let T ∈ B(C4) and suppose that T admits the following repre-
sentation

T =


1 1 0 0
0 2 0 0
0 0 −1 1
0 0 0 −2


u1

u2

u3

u4

where {u1, u2, u3, u4} is an onb of C4. We claim that T is skew symmetric. In

fact, a direct calculation shows that
√

10±
√

2
2

are eigenvalues of |T |. Normalized

eigenvectors {f (1)
1 , f

(2)
1 } of |T | and {e(1)

1 , e
(2)
1 } of |T ∗| corresponding to

√
10+

√
2

2
are

given by

f
(1)
1 =

1√
10− 4

√
5


√

5− 2
1
0
0

 , f
(2)
1 =

1√
10− 4

√
5


0
0√

5− 2
−1

 ,

e
(1)
1 =

1√
10− 2

√
5


√

5− 1
2
0
0

 , e
(2)
1 =

1√
10− 2

√
5


0
0√

5− 1
−2

 .
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Also, normalized eigenvectors {f (1)
2 , f

(2)
2 } of |T | and {e(1)

2 , e
(2)
2 } of |T ∗| correspond-

ing to
√

10−
√

2
2

are given by

f
(1)
2 =

1√
10 + 4

√
5


√

5 + 2
−1
0
0

 , f
(2)
2 =

1√
10 + 4

√
5


0
0√

5 + 2
1

 ,

e
(1)
2 =

1√
10 + 2

√
5


√

5 + 1
−2
0
0

 , e
(2)
2 =

1√
10 + 2

√
5


0
0√

5 + 1
2

 .

It is easy to see that {f (1)
1 , f

(2)
1 , f

(1)
2 , f

(2)
2 }, {e(1)

1 , e
(2)
1 , e

(1)
2 , e

(2)
2 } are two orthonormal

bases of C4 and T can be written as

T =

√
10 +

√
2

2
(e

(1)
1 ⊗ f

(1)
1 − e

(2)
1 ⊗ f

(2)
1 ) +

√
10−

√
2

2
(e

(1)
2 ⊗ f

(1)
2 − e

(2)
2 ⊗ f

(2)
2 ).

Since 〈e(1)
i , f

(2)
j 〉 = 〈e(1)

j , f
(2)
i 〉 = 0, 〈e(2)

i , f
(1)
j 〉 = 〈e(2)

j , f
(1)
i 〉 = 0 for all 1 ≤ i, j ≤ 2,

〈e(1)
1 , f

(1)
1 〉 = 〈e(2)

1 , f
(2)
1 〉, 〈e(1)

2 , f
(1)
2 〉 = 〈e(2)

2 , f
(2)
2 〉 and 〈e(1)

1 , f
(1)
2 〉 = −〈e(2)

2 , f
(2)
1 〉,

condition (3) of Theorem 1.3 is obviously satisfied.

4. Skew symmetric compact operators

In this section, we are going to study skew symmetric compact operators. The
following result shows that skew symmetric compact operators admit the form
(1.1).

Theorem 4.1. Let T ∈ K(H) be skew symmetric, that is, CTC = −T ∗ for some
conjugation C on H. Then T admits the following form

T =
∑
i∈Λ

ai(Cfi ⊗ ei − Cei ⊗ fi),

where ai are nonzero singular values of T , repeated according to multiplicity, and
{ei, fi} are orthonormal eigenvectors of |T | respect to ai.

Proof. Let {ai}1≤i<N be the nonzero singular values of T , where N < ∞ when
T has finite rank otherwise N = ∞. Without loss of generality, we assume that
N = ∞. The proof of other case is similar. Since T is compact, the eigenspaces
Hn of |T | respect to different nonzero singular values an are finite dimensional and
mutually orthogonal. By Lemma 2.3, we have T = CK|T |, where K is a partial

anticonjugation supported on ran (|T |) and K|T | = |T |K. It follows that K|Hn

is an anticonjugation for all n. By [7, Lemma 4.4], there is an onb {e(n)
i , f

(n)
i }kn

i=1

of Hn such Ke
(n)
i = f

(n)
i and Kf

(n)
i = −e

(n)
i for all 1 ≤ i ≤ kn. We have

Te
(n)
i = CK|T |e(n)

i = anCf
(n)
i , T f

(n)
i = CK|T |f (n)

i = −anCe
(n)
i
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for all 1 ≤ i ≤ kn and n ≥ 1. We conclude that

[T −
∞∑

n=1

an

kn∑
i=1

(Cf
(n)
i ⊗ e

(n)
i − Ce

(n)
i ⊗ f

(n)
i )]|ran |T | = 0.

Note that ker T = ker |T |, we have T =
∑∞

n=1 an

∑kn

i=1(Cf
(n)
i ⊗e

(n)
i −Ce

(n)
i ⊗f

(n)
i ).

This completes the proof. �

5. Skew symmetric partial isometries

In order to study skew symmetric partial isometries, we introduce the following
definition.

Definition 5.1. We say that an operator T ∈ B(H) is Hamiltonian, if there
exists an anticonjugation K on H such that KTK = T ∗.

The notion of Hamiltonian operators is a generalization of Hamiltonian ma-
trices, which have many applications in matrix Riccati equations from control
theory, linear response theory and computational chemistry, see[12, 15, 16]. A
matrix T on C2n of the form

T =

[
E F
G H

]
is Hamiltonian if F ∗ = F , G∗ = G and H = −E∗. If dimH = ∞ and T ∈ B(H)
is a Hamiltonian operator, then KTK = T ∗ for some anticongjugation K on H.
By Lemma 2.2, there exists an onb {en, fn}∞n=1 of H such that Ken = fn and
Kfn = −en for each n ∈ N. Set H1 = ∨∞n=1en and H2 = ∨∞n=1fn. We have
H = H1 ⊕H2 and K1 admits the following representation

K =

[
0 −J2

J1 0

]
H1

H2
,

where J1, J2 are conjugate-linear, J1en = fn and J2fn = en for each n ∈ N. A
direct calculation shows that

T =

[
E F
G H

]
H1

H2
,

where E∗ = −J2HJ1, F ∗ = J1FJ1 and G∗ = J2GJ2.
Goodson [11] study normal Hamiltonian operators and give a structure theorem

for normal Hamiltonian operators. Garcia and Wogen [8, Theorem 2] proved that
a partial isometry T ∈ B(H) is complex symmetric if and only if the compression
of T to its initial space is complex symmetric. Motivated by this result, we aim
to characterize skew symmetric partial isometries and get the following result.

Theorem 5.2. Let T ∈ B(H) be a partial isometry. Then T is skew symmetric if
and only if the compression of T to its initial space is Hamiltonian. In particular,
dim(ker T )⊥ is even.

To prove the above theorem, we give an interpolation theorem related to anti-
conjugations.
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Theorem 5.3. Let {h(1)
i , h

(2)
i }i∈Λ and {g(1)

i , g
(2)
i }i∈Λ be two orthonormal bases of

H. Then there exists an anticonjugation K on H such that Kh
(1)
i = g

(2)
i and

Kh
(2)
i = g

(1)
i for all i ∈ Λ if and only if 〈h(p)

i , g
(q)
j 〉 = −〈h(p′)

j , g
(q′)
i 〉 for all i, j ∈ Λ

and p, q ∈ {1, 2}.

Proof. “=⇒” By the Definition 2.1, this is obvious.

“⇐=” For x =
∑

i∈Λ(a
(1)
i h

(1)
i + a

(2)
i h

(2)
i ), y =

∑
i∈Λ(b

(1)
i g

(1)
i + b

(2)
i g

(2)
i ), define

Kx =
∑

i∈Λ(a
(1)
i g

(2)
i + a

(2)
i g

(1)
i ), Ky =

∑
i∈Λ(−b

(1)
i h

(2)
i − b

(2)
i h

(1)
i ). We are going to

show that (1) K is well defined, (2) 〈Kx, Ky〉 = 〈y, x〉 for all x, y ∈ H.
If x ∈ H can be written as

x =
∑
i∈Λ

(a
(1)
i h

(1)
i + a

(2)
i h

(2)
i ) =

∑
i∈Λ

(b
(1)
i g

(1)
i + b

(2)
i g

(2)
i ),

we shall show that∑
i∈Λ

(a
(1)
i g

(2)
i + a

(2)
i g

(1)
i ) = −

∑
i∈Λ

(b
(1)
i h

(2)
i + b

(2)
i h

(1)
i ).

Denote y1 =
∑

i∈Λ(a
(1)
i g

(2)
i + a

(2)
i g

(1)
i ) and y2 = −

∑
i∈Λ(b

(1)
i h

(2)
i + b

(2)
i h

(1)
i ). It

suffices to show that

〈y1, h
(1)
i 〉 = 〈y2, h

(1)
i 〉 and 〈y1, h

(2)
i 〉 = 〈y2, h

(2)
i 〉,∀i ∈ Λ

For fixed i ∈ Λ, we have

〈y1, h
(1)
i 〉 =

∑
j∈Λ

[a
(1)
j 〈g(2)

j , h
(1)
i 〉+a

(2)
j 〈g(1)

j , h
(1)
i 〉] = −

∑
j∈Λ

[a
(1)
j 〈g(2)

i , h
(1)
j 〉+a

(2)
j 〈g(2)

i , h
(2)
j 〉],

〈y1, h
(2)
i 〉 =

∑
j∈Λ

[a
(1)
j 〈g(2)

j , h
(2)
i 〉+a

(2)
j 〈g(1)

j , h
(2)
i 〉] = −

∑
j∈Λ

[a
(1)
j 〈g(1)

i , h
(1)
j 〉+a

(2)
j 〈g(1)

i , h
(2)
j 〉],

〈y2, h
(1)
i 〉 = −b

(2)
i , 〈y2, h

(2)
i 〉 = −b

(1)
i .

Now it suffices to prove that∑
j∈Λ

[a
(1)
j 〈h(1)

j , g
(1)
i 〉+a

(2)
j 〈h(2)

j , g
(1)
i 〉] = b

(1)
i ,

∑
j∈Λ

[a
(1)
j 〈h(1)

j , g
(2)
i 〉+a

(2)
j 〈h(2)

j , g
(2)
i 〉] = b

(2)
i ,

for all i ∈ Λ.
For each i ∈ Λ, since x =

∑
j∈Λ(a

(1)
j h

(1)
j + a

(2)
j h

(2)
j ) =

∑
j∈Λ(b

(1)
j g

(1)
j + b

(2)
j g

(2)
j ),

we have

b
(1)
i = 〈x, g

(1)
i 〉 = 〈

∑
j∈Λ

(a
(1)
j h

(1)
j +a

(2)
j h

(2)
j ), g

(1)
i 〉 =

∑
j∈Λ

[a
(1)
j 〈h(1)

j , g
(1)
i 〉+a

(2)
j 〈h(2)

j , g
(1)
i 〉],

b
(2)
i = 〈x, g

(2)
i 〉 = 〈

∑
j∈Λ

(a
(1)
j h

(1)
j +a

(2)
j h

(2)
j ), g

(2)
i 〉 =

∑
j∈Λ

[a
(1)
j 〈h(1)

j , g
(2)
i 〉+a

(2)
j 〈h(2)

j , g
(2)
i 〉].

This shows that K is well defined on H.
It is easy to see that K is conjugate linear and K2 = −I. We shall show that

〈Kx, Ky〉 = 〈y, x〉 for all x, y ∈ H. Assume that x =
∑

i∈Λ(a
(1)
i h

(1)
i + a

(2)
i h

(2)
i )

and y =
∑

i∈Λ(b
(1)
i g

(1)
i + b

(2)
i g

(2)
i ), we have
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〈Kx, Ky〉 = 〈
∑
i∈Λ

(a
(1)
i g

(2)
i + a

(2)
i g

(1)
i ),−

∑
j∈Λ

(b
(1)
j h

(2)
j + b

(2)
j h

(1)
j )〉

= −
∑
i,j∈Λ

[a
(1)
i b

(1)
j 〈g(2)

i , h
(2)
j 〉+ a

(1)
i b

(2)
j 〈g(2)

i , h
(1)
j 〉

+ a
(2)
i b

(1)
j 〈g(1)

i , h
(2)
j 〉+ a

(2)
i b

(2)
j 〈g(1)

i , h
(1)
j 〉]

=
∑
i,j∈Λ

[a
(1)
i b

(1)
j 〈g(1)

j , h
(1)
i 〉+ a

(1)
i b

(2)
j 〈g(2)

j , h
(1)
i 〉

+ a
(2)
i b

(1)
j 〈g(1)

j , h
(2)
i 〉+ a

(2)
i b

(2)
j 〈g(2)

j , h
(2)
i 〉]

= 〈
∑
j∈Λ

(b
(1)
j g

(1)
j + b

(2)
j g

(2)
j ),

∑
i∈Λ

(a
(1)
i h

(1)
i + a

(2)
i h

(2)
i )〉

= 〈y, x〉.

Thus K is an anticonjugation on H. It is easy to see that Kh
(1)
i = g

(2)
i and

Kh
(2)
i = g

(1)
i for each i ∈ Λ. This completes the proof. �

Now we are going to prove theorem 5.2.

Proof of Theorem 5.2. “=⇒.” Assume that T is a skew symmetric partial
isometry, by Lemma 2.3, there is a partial anticonjugation supported on ran (|T |),
which commutes with |T |. By [7, Lemma 4.3], it follows that dim ran |T | is even.
This means that the initial space of T has even dimension. Hence we can assume
that T has the following form:

T =
∑
i∈Λ

(e
(1)
i ⊗ f

(1)
i − e

(2)
i ⊗ f

(2)
i ),

where Λ ⊂ N, {e(1)
i , e

(2)
i }i∈Λ and {f (1)

i , f
(2)
i }i∈Λ are two orthonormal subsets of H.

Since T is skew symmetric, by Theorem 2.5, there exists an onb {g(1)
i , g

(2)
i }i∈Λ of∨

{f (1)
i , f

(2)
i : i ∈ Λ} such that

(1) 〈g(p)
i , f

(q)
j 〉 = (−1)(p+q)〈g(p′)

j , f
(q′)
i 〉 for all i, j ∈ Λ and p, q ∈ {1, 2}.

(2) 〈g(p)
i , e

(q)
j 〉 = 〈g(p′)

j , e
(q′)
i 〉 for all i, j ∈ Λ and p, q ∈ {1, 2}.

It is easy to see that the initial space of T is
∨
{f (1)

i , f
(2)
i : i ∈ Λ} and the

compression of T to its initial space can be written as

A =
∑
i,j∈Λ

[〈e(1)
i , g

(1)
j 〉g(1)

j ⊗ f
(1)
i + 〈e(1)

i , g
(2)
j 〉g(2)

j ⊗ f
(1)
i

− 〈e(2)
i , g

(1)
j 〉g(1)

j ⊗ f
(2)
i − 〈e(2)

i , g
(2)
j 〉g(2)

j ⊗ f
(2)
i ]. (∗)

Since (1) holds, by Theorem 5.3, there exists an anticonjugation K on
∨
{f (1)

i , f
(2)
i :

i ∈ Λ} such that Kf
(1)
i = g

(2)
i and Kf

(2)
i = −g

(1)
i for each i ∈ Λ. Now it suffices

to show that KAK = A∗.



292 C.G. LI, T.T. ZHOU

For fixed i ∈ Λ. We have

KAKg
(1)
i = KAf

(2)
i

= −K[
∑
j∈Λ

(〈e(2)
i , g

(1)
j 〉g(1)

j + 〈e(2)
i , g

(2)
j 〉g(2)

j )]

= −
∑
j∈Λ

(〈g(1)
j , e

(2)
i 〉f (2)

j − 〈g(2)
j , e

(2)
i 〉f (1)

j )(by condition (2))

= −
∑
j∈Λ

(〈g(1)
i , e

(2)
j 〉f (2)

j − 〈g(1)
i , e

(1)
j 〉f (1)

j )

= A∗g
(1)
i ,

and

KAKg
(2)
i = −KAf

(1)
i

= −K[
∑
j∈Λ

(〈e(1)
i , g

(1)
j 〉g(1)

j + 〈e(1)
i , g

(2)
j 〉g(2)

j )]

= −
∑
j∈Λ

(〈g(1)
j , e

(1)
i 〉f (2)

j − 〈g(2)
j , e

(1)
i 〉f (1)

j )(by condition (2))

= −
∑
j∈Λ

(〈g(2)
i , e

(2)
j 〉f (2)

j − 〈g(2)
i , e

(1)
j 〉f (1)

j )

= A∗g
(2)
i ,

Thus we have KAK = A∗ and A is Hamiltonian.
“⇐=.” Assume that A is Hamiltonian and K is an anticonjugation on

∨
{f (1)

i , f
(2)
i :

i ∈ Λ} such that KAK = A∗. Let g
(1)
i = −Kf

(2)
i and g

(2)
i = Kf

(1)
i for each i ∈ Λ.

By Definition 2.1, {g(1)
i , g

(2)
i }i∈Λ is an onb of

∨
{f (1)

i , f
(2)
i : i ∈ Λ}. It is easy to

verify that

〈g(p)
i , f

(q)
j 〉 = (−1)(p+q)〈g(p′)

j , f
(q′)
i 〉 (1)

for all i, j ∈ Λ and p, q ∈ {1, 2}. Now we can directly assume that the compression
of T to its initial space has the form (∗). For fixed i ∈ Λ, we have

KAKg
(1)
i = KAf

(2)
i

= −K[
∑
j∈λ

(〈e(2)
i , g

(1)
j 〉g(1)

j + 〈e(2)
i , g

(2)
j 〉g(2)

j )]

= −
∑
j∈Λ

[〈g(1)
j , e

(2)
i 〉f (2)

j − 〈g(2)
j , e

(2)
i 〉f (1)

j ],

A∗g
(1)
i =

∑
j∈Λ

[〈g(1)
i , e

(1)
j 〉f (1)

j − 〈g(1)
i , e

(2)
j 〉f (2)

j ],
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KAKg
(2)
i = −KAf

(1)
i

= −K[
∑
j∈λ

(〈e(1)
i , g

(1)
j 〉g(1)

j + 〈e(1)
i , g

(2)
j 〉g(2)

j )]

= −
∑
j∈Λ

[〈g(1)
j , e

(1)
i 〉f (2)

j − 〈g(2)
j , e

(1)
i 〉f (1)

j ],

and

A∗g
(2)
i =

∑
j∈Λ

[〈g(2)
i , e

(1)
j 〉f (1)

j − 〈g(2)
i , e

(2)
j 〉f (2)

j ].

Since KAK = A∗, it follows that

〈g(p)
i , e

(q)
j 〉 = 〈g(p′)

j , e
(q′)
i 〉, (2)

for all i, j ∈ Λ and p, q ∈ {1, 2}.
Since conditions (1) and (2) hold, by Theorem 2.5, we conclude that T is skew

symmetric. �

Acknowledgement. The authors wish to thank the reviewers for careful
reading and valuable comments. This work was supported by NNSF of China
(No.11271150) and the Fundamental Research Funds for the Central Universities
(No.12QNJJ001).

References

1. L. Balayan and S.R. Garcia, Unitary equivalence to a complex symmetric matrix: geometric
criteria, Oper. Matrices 4 (2010), no. 1, 53–76.

2. J.A. Cima, S.R. Garcia, W.T. Ross and W.R. Wogen, Truncated Toeplitz operators: spatial
isomorphism, unitary equivalence and similarity, Indiana Univ. Math. J. 59 (2010), no. 2,
595–620.

3. S.R. Garcia, Aluthge transforms of complex symmetric operators, Integral Equations Oper-
ator Theory 60 (2008), no. 3, 357–367.

4. S.R. Garcia and M. Putinar, Complex symmetric operators and applications, Trans. Amer.
Math. Soc. 358 (2006), no. 3, 1285–1315.

5. S.R. Garcia and M. Putinar, Complex symmetric operators and applications. II, Trans.
Amer. Math. Soc. 359 (2007), no. 8, 3913–3931 (electronic).

6. S.R. Garcia and M. Putinar, Interpolation and complex symmetry, Tohoku Math. J. (2) 60
(2008), no.3, 423–440.

7. S.R. Garcia and J.E. Tener, Unitary equivalence of a matrix to its transpose, J. Operator
Theory 68 (2012), no. 1, 179–203.

8. S.R. Garcia and W.R. Wogen, Complex symmetric partial isometries, J. Funct. Anal. 257
(2009), no. 4, 1251–1260.

9. S.R. Garcia and W.R. Wogen, Some new classes of complex symmetric operators, Trans.
Amer. Math. Soc. 362 (2010), no. 11, 6065–6077.

10. T.M. Gilbreath and W.R. Wogen, Remarks on the structure of complex symmetric operators,
Integral Equations Operator Theory 59 (2007), no. 4, 585–590.

11. G.R. Goodson, Spectral doubling of normal operators and connections with antiunitary
operators, Integral Equations Operator Theory 72 (2012), no. 1, 115–130.

12. P. Lancaster and L. Rodman, Algebraic Riccati equations, Oxford Science Publications, The
Clarendon Press Oxford University Press, New York, 1995.

13. C.G. Li and S. Zhu, Skew symmetric normal operators, Proc. Amer. Math. Soc. 141 (2013),
no. 8, 2755–2762.



294 C.G. LI, T.T. ZHOU

14. I.E. Lucenko, Linear operators that commute with antiunitary operators, Teor. Funkcĭı
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