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Abstract. A singular value inequality for sums and products of Hilbert space
operators is given. This inequality generalizes several recent singular value
inequalities, and includes that if A, B, and X are positive operators on a
complex Hilbert space H, then

sj

(
A

1/2

XB
1/2
)
≤ 1

2
‖X‖ sj (A+B) , j = 1, 2, · · · ,

which is equivalent to

sj

(
A

1/2

XA
1/2

−B
1/2

XB
1/2
)
≤ ‖X‖ sj (A⊕B) , j = 1, 2, · · · .

Other singular value inequalities for sums and products of operators are pre-
sented. Related arithmetic–geometric mean inequalities are also discussed.

1. Introduction

Let H be a complex Hilbert space and let B(H) denote the C∗−algebra of all
bounded linear operators on H. A norm |||.||| on B(H) is said to be unitarily
invariant if it satisfies the invariance property |||UAV ||| = |||A||| for all A and
for all unitary operators U and V . For a compact operator A ∈ B(H), let
s1 (A) ≥ s2 (A) ≥ . . . denote the singular values of A, i.e. the eigenvalues of

the positive operator |A| = (A∗A)1/2, arranged in decreasing order and repeated
counting multiplicities, so it is convenience to let ||A|| = s1 (A) denote the usual
operator norm. We say that the family {sj (A) , j = 1, 2, . . .} is weakly majorized

by {sj (B) , j = 1, 2, . . .}, denoted by s (A) ≺w s (B), if we have
∑k

j=1 si (A) ≤∑k
j=1 si (B) for all k ≥ 1. Note that the Fan dominance theorem [5] asserts that
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s (A) ≺w s (B) if and only if |||A||| ≤ |||B||| for all unitarily invariant norms.
The direct sum of of two operators A and B in B(H), denoted by A⊕ B, is the

block-diagonal operator matrix defined on H ⊕ H by A ⊕ B =

[
A 0
0 B

]
. For

the theory of unitarily invariant norms we refer to [5, 16]. A detailed study for
singular values and majorization can be found in [2, 10].

The classical arithmetic–geometric mean inequality for positive numbers a and
b could be written as

ab ≤ a2 + b2

2
. (1.1)

This inequality is important in functional analysis, matrix theory, electrical net-
works, etc. Several unitarily invariant norm and singular value inequalities of the
arithmetic–geometric mean type for matrices and Hilbert space operators have
been obtained. These forms can be found in [4, 13, 15] and references therein.
Related inequalities for sums of operators have been given in [14].

The first matrix version of the arithmetic–geometric mean inequality for sin-
gular values, which is related to inequality (1.1), was proved in [7]. It was shown
that if A, B are positive n× n matrices, then

sj (AB) ≤ 1

2
sj
(
A2 + B2

)
, j = 1, 2, · · · , n, (1.2)

and consequently,

|||AB||| ≤ 1

2

∣∣∣∣∣∣A2 + B2
∣∣∣∣∣∣ . (1.3)

These attractive inequalities seem to have a considerable interest, they were dis-
cussed and generalized in various directions. An operator version of inequality
(1.2) asserts that if A,B ∈ B(H), then

sj (AB∗) ≤ 1

2
sj (A∗A + B∗B) , j = 1, 2, · · · , (1.4)

while the operator version of inequality (1.3) asserts that if A,B ∈ B(H) are
positive, then ∣∣∣∣∣∣∣∣∣A1/2

B
1/2
∣∣∣∣∣∣∣∣∣ ≤ 1

2
|||A + B||| .

Bhatia and Davis [6] and Kittaneh [11] generalized inequality (1.3) for positive
matrices A, B and any matrix X to get

|||AXB||| ≤ 1

2

∣∣∣∣∣∣A2X + XB2
∣∣∣∣∣∣ ,

or equivalently ∣∣∣∣∣∣∣∣∣A1/2

XB
1/2
∣∣∣∣∣∣∣∣∣ ≤ 1

2
|||AX + XB||| . (1.5)

On the other hand Zhan has proved in [15] a new equivalent form of inequality
(1.2), that is

sj (A−B) ≤ sj (A⊕B) , j = 1, 2, · · · , n. (1.6)



12 H. ALBADAWI

New arithmetic–geometric mean inequalities for sums and products of operators
have been proved. It was shown in [9] that if Ai ∈ B(H) (i = 1, . . . , 4), then

√
2sj

(
|A1A

∗
2 + A3A

∗
4|

1/2
)
≤ sj

([
A1 A3

A2 A4

])
, j = 1, 2, · · · . (1.7)

Also in [8], for positive n× n matrices A and B the inequality

|||AB||| ≤ 1

4

∣∣∣∣∣∣(A + B)2
∣∣∣∣∣∣

was shown to hold for every unitarily invariant norm. It should be mentioned here
that Ando [3] obtained an extension of the arithmetic–geometric mean inequality,
he proved that

sj (AB) ≤ sj

(
Ap

p
+

Bq

q

)
, j = 1, 2, · · · , n,

where A, B are positive matrices and p, q are positive real numbers such that
1/p + 1/q = 1, which implies that

|||AB||| ≤
∣∣∣∣∣∣∣∣∣∣∣∣Ap

p
+

Bq

q

∣∣∣∣∣∣∣∣∣∣∣∣ .
Moreover, Kosaki [12] showed that the inequality

|||AXB||| ≤ |||A
pX|||
p

+
|||XBq|||

q
(1.8)

holds for positive matrices A,B,X, and for positive real numbers p, q such that
1/p + 1/q = 1. An equivalent form of inequality (1.8) and related Hölder-type
norm inequalities can be found in [1].

In this article, we present singular value inequalities for sums and products
of operators that generalize (1.2), (1.6), and (1.7). Our analysis is based on
majorization of singular values and the matrix arithmetic–geometric mean in-
equality. Relations between the different forms of the arithmetic–geometric mean
inequality for operators are also obtained.

2. Main Results

In this section, we establish a singular value inequality for Hilbert space oper-
ators which yields well known and new arithmetic–geometric mean inequalities
as special cases. To prove our generalized inequality, we need the following basic
lemmas. The first lemma, which can be found in [5], contains a relation between
singular values and usual operator norm.

Lemma 2.1. Let A and B be operators in B(H). Then

sj (AB) ≤ ‖A‖ sj (B) , j = 1, 2, · · · .

The second lemma, which can be found in [5], concerned singular value ma-
jorization for product of operators.
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Lemma 2.2. Let A and B be operators in B(H). Then

s (AB) ≺w s (A) s (B)

The following lemma can be easily proved, it can be found in [5] and it will be
helpful in our work.

Lemma 2.3. Let A be self-adjoint operator. Then

± A ≤ |A|. (2.1)

Using Lemma 2.1 and inequality (1.4) we are able to get the following inequality
for singular values.

Theorem 2.4. Let A, B, and X be operators in B(H), such that X is positive.
Then

sj (AXB∗) ≤ 1

2
‖X‖ sj (A∗A + B∗B) , j = 1, 2, · · · . (2.2)

Proof. For j = 1, 2, · · · , we have

2sj (AXB∗) = 2sj

(
AX

1/2

X
1/2

B∗
)

≤ sj

(∣∣∣AX1/2
∣∣∣2 +

∣∣∣BX
1/2
∣∣∣2)

= sj

(
X

1/2

A∗AX
1/2

+ X
1/2

B∗BX
1/2
)

= sj

(
X

1/2

(A∗A + B∗B)X
1/2
)

≤
∥∥∥X1/2

∥∥∥ sj (A∗A + B∗B)
∥∥∥X1/2

∥∥∥
= ‖X‖ sj (A∗A + B∗B) .

This completes the proof. �

Remark 2.5. An equivalent form of inequality (2.2) can be stated as follows: Let
A, B, and X be positive operators in B (H). Then

sj

(
A

1/2

XB
1/2
)
≤ 1

2
‖X‖ sj (A + B) , j = 1, 2, · · · . (2.3)

Also, a related inequality that can be proved by using Lemma 2.2 and inequality
(1.4) asserts that

2s (AXB∗) ≺w s (X) s (A∗A + B∗B) .

Note that inequality (2.2) implies (1.4), while inequality (2.3) implies (1.2). More-
over, an inequality related to (1.5), that follows from inequality (2.3) and the Fan
dominance theorem says that∣∣∣∣∣∣∣∣∣A1/2

XB
1/2
∣∣∣∣∣∣∣∣∣ ≤ 1

2
‖X‖ . |||A + B||| . (2.4)

Our main result of this paper, which leads to a generalization of (1.7), is given
in the following theorem.
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Theorem 2.6. Let Ai, Bi, Xi ∈ B(H) (i = 1, 2, · · · , n), such that Xi is positive.
Then

2sj

(
n∑

i=1

AiXiB
∗
i

)
≤
(

max
i=1,2,··· ,n

‖Xi‖
)
s2j

([
A1 A2 · · · An

B1 B2 · · · Bn

])
, j = 1, 2, · · · .

(2.5)

Proof. On ⊕
n
H, let

A =


A1 A2 . . . An

0 0 . . . 0
...

...
. . .

...
0 0 . . . 0

, B =


B1 B2 . . . Bn

0 0 . . . 0
...

...
. . .

...
0 0 . . . 0

,

X =


X1 0 . . . 0
0 X2 . . . 0
...

...
. . .

...
0 0 . . . Xn

. Then AXB∗ =


n∑

i=1

AiXiB
∗
i 0 . . . 0

0 0 . . . 0
...

...
. . .

...
0 0 . . . 0

,

and

A∗A + B∗B =


A∗

1A1 + B∗
1B1 A∗

1A2 + B∗
1B2 . . . A∗

1An + B∗
1Bn

A∗
2A1 + B∗

2B1 A∗
2A2 + B∗

2B2 . . . A∗
2An + B∗

2Bn
...

...
. . .

...
A∗

nA1 + B∗
nB1 A∗

nA2 + B∗
nB2 . . . A∗

nAn + B∗
nBn



=


A∗

1 B∗
1

A∗
2 B∗

2
...

...
A∗

n B∗
n

[ A1 A2 . . . An

B1 B2 . . . Bn

]
=

∣∣∣∣[ A1 A2 . . . An

B1 B2 . . . Bn

]∣∣∣∣2.
It follows from inequality (2.2), for j = 1, 2, · · · , that

2sj

(
n∑

i=1

AiXiB
∗
i ⊕ 0⊕ . . .⊕ 0

)
≤

‖X1 ⊕X2 ⊕ . . .⊕Xn‖ sj

(∣∣∣∣[ A1 A2 · · · An

B1 B2 · · · Bn

]∣∣∣∣2
)

and so

2sj

(
n∑

i=1

AiXiB
∗
i

)
≤
(

max
i=1,2,··· ,n

‖Xi‖
)
s2j

([
A1 A2 · · · An

B1 B2 · · · Bn

])
,

for j = 1, 2, · · · , as required. �

Inequality (2.5) includes several singular value inequalities as special cases.
Samples of inequalities are demonstrated below.

Corollary 2.7. Let Ai, Bi, Xi ∈ B(H) such that Xi is positive (i = 1, 2). Then

2sj (A1X1B
∗
1 + A2X2B

∗
2) ≤ max {‖X1‖ , ‖X2‖} s2j

([
A1 A2

B1 B2

])
, j = 1, 2, · · · .

(2.6)
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In particular,

2sj (AXB∗ + BXA∗) ≤ ‖X‖ s2j

([
A B
B A

])
, j = 1, 2, · · · . (2.7)

Proof. Inequality (2.6) follows by letting n = 2 in inequality (2.5), while the
particular case follows by letting A1 = B2 = A, A2 = B1 = B, and X1 = X2 = X
in inequality (2.6). �

Remark 2.8. Choosing X = I in inequality (2.5) implies the following generaliza-
tion of inequality (1.7) to n−tuple of operators.

√
2s

1/2

j

(
n∑

i=1

AiB
∗
i

)
≤ sj

([
A1 A2 · · · An

B1 B2 · · · Bn

])
, j = 1, 2, · · · .

On the other hand using the weak majorization s (A + B) ≺w s (A) + s (B), gives
a related result that is

2sj

(
n∑

i=1

AiB
∗
i

)
≺w

n∑
sj

i=1

(A∗
iAi + B∗

iBi) , j = 1, 2, · · · .

The following inequality is an application of inequality (2.6) together with
Lemma 2.3.

Corollary 2.9. Let A, B, X ∈ B(H) be positive. Then

sj

(
A

1/2

XA
1/2

+ B
1/2

XB
1/2
)
≤ ‖X‖ sj

((
A +

∣∣∣B1/2

A
1/2
∣∣∣)⊕ (B +

∣∣∣A1/2

B
1/2
∣∣∣)) ,

for j = 1, 2, · · · . In particular,

sj (A + B) ≤ sj

((
A +

∣∣∣B1/2

A
1/2
∣∣∣)⊕ (B +

∣∣∣A1/2

B
1/2
∣∣∣)) .

Proof. Let A1 = B1 = A1/2, A2 = B2 = B1/2, and X1 = X2 = X in inequality
(2.7). Then for j = 1, 2, .., we get

2sj

(
A

1/2

XA
1/2

+ B
1/2

XB
1/2
)
≤ ‖X‖ s2j

([
A

1/2
B

1/2

A
1/2

B
1/2

])
= ‖X‖ sj

([
2A 2A

1/2
B

1/2

2B
1/2

A
1/2

2B

])
,

so

sj

(
A

1/2

XA
1/2

+ B
1/2

XB
1/2
)
≤ ‖X‖ sj

([
A 0
0 B

]
+

[
0 A

1/2
B

1/2

B
1/2

A
1/2

0

])
.

But Lemma 2.3 implies that[
0 A

1/2
B

1/2

B
1/2

A
1/2

0

]
≤
∣∣∣∣[ 0 A

1/2
B

1/2

B
1/2

A
1/2

0

]∣∣∣∣ =

 ∣∣∣B1/2
A

1/2
∣∣∣ 0

0
∣∣∣A1/2

B
1/2
∣∣∣
 .

Thus,

sj

(
A

1/2
XA

1/2
+ B

1/2
XB

1/2
)
≤
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‖X‖ sj

[ A 0
0 B

]
+

 ∣∣∣B1/2
A

1/2
∣∣∣ 0

0
∣∣∣A1/2

B
1/2
∣∣∣
,

which gives the desired inequality. �

The following inequality is an application of inequality (2.6) and contains a
generalization of inequality (1.6)

Corollary 2.10. Let A, B, X ∈ B(H) such that X is positive. Then

sj (AXA∗ −BXB∗) ≤ ‖X‖ sj (A∗A⊕B∗B) , j = 1, 2, · · · . (2.8)

In particular, if A, B are positive, then

sj (A−B) ≤ sj (A⊕B) .

Proof. by letting A1 = B1 = A, A2 = −B2 = B, and X1 = X2 = X in inequality
(2.6), we get

2sj (AXA∗ −BXB∗) ≤ ‖X‖ sj
([

2A∗A 0
0 2B∗B

])
.

The particular case follows from inequality (2.8) by replacing A,B, and X by

A
1/2

,B
1/2

, and I, respectively. �

Remark 2.11. An equivalent form of inequality (2.8) can be stated as follows: Let
A, B, and X be positive operators in B (H). Then

sj

(
A

1/2

XA
1/2 −B

1/2

XB
1/2
)
≤ ‖X‖ sj (A⊕B) , j = 1, 2, · · · .

Note that inequality (2.8) implies (2.2), to see this let C =

[
A
B

]
, D =

[
A
−B

]
.

Then

2sj

([
BXA∗ 0

0 AXB∗

])
= 2sj

([
0 AXB∗

BXA∗ 0

])
= sj (CXC∗ −DXD∗)

≤ ‖X‖ sj (C∗C ⊕D∗D)

= ‖X‖ sj
([

C∗C 0
0 D∗D

])
= ‖X‖ sj

([
A∗A + B∗B 0

0 A∗A + B∗B

])
.

Thus, we have 2sj (AXB∗) ≤ ‖X‖ sj (A∗A + B∗B), for j = 1, 2, · · · .
Recall that ReA = A+A∗

2
, and ImA = A−A∗

2
, so we end this section by the

following corollary.

Corollary 2.12. Let A, B, X ∈ B(H), such that X is positive. Then

sj (Re (AXA)) ≤ ‖X‖ sj
(
(ReA)2 ⊕ (ImA)2

)
, j = 1, 2, · · · . (2.9)

In particular,

sj
(
Re
(
A2
))
≤ sj

(
(ReA)2 ⊕ (ImA)2

)
, j = 1, 2, · · · .
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Proof. For j = 1, 2, · · · , we have

sj
(
(ReA)2 ⊕ (ImA)2

)
= sj

([
(ReA)2 0

0 (ImA)2

])
= s2j

([
ReA 0

0 ImA

])
=

1

4
s2j

([
A + A∗ 0

0 A− A∗

])
.

But

[
A + B 0

0 A−B

]
is unitarily equivalent to

[
A B
B A

]
,

so

sj
(
(ReA)2 ⊕ (ImA)2

)
=

1

4
s2j

([
A A∗

A∗ A

])
.

Now inequality (2.7) implies that

sj (Re (AXA)) =
1

2
sj (AXA + A∗XA∗)

≤ 1

4
‖X‖ s2j

([
A A∗

A∗ A

])
= ‖X‖ sj

(
(ReA)2 ⊕ (ImA)2

)
,

as required. For the particular case, set X = I in inequality (2.9) to get the
result. �
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[1] H. Albadawi, Hölder-type inequalities involving unitarily invariant norms, Positivity (to
appear).

[2] T. Ando, Majorizations and inequalities in matrix theory, Linear Algebra Appl. 199 (1994),
17–67.

[3] T. Ando, Matrix Young inequalities, Oper. Theory Adv. Appl. 75 (1995), 33–38.
[4] K. Audenaert, A singular value inequality for Heinz means, Linear Algebra Appl. 422

(2007), 279–283.
[5] R. Bhatia, Matrix Analysis, Springer-Verlag, New York, 1997.
[6] R. Bhatia and C. Davis, More matrix forms of the arithmetic–geometric mean inequality,

SIAM J. Matrix Anal. Appl. 14 (1993), 132–136.
[7] R. Bhatia and F. Kittaneh, On the singular values of a product of operators, SIAM J.

Matrix Anal. Appl. 11 (1990), 272–277.
[8] R. Bhatia and F. Kittaneh, Notes on matrix arithmetic–geometric mean inequalities, Linear

Algebra Appl. 308 (2000), 203–211.
[9] O. Hirzallah, Inequalities for sums and products of operators, Linear Algebra Appl. 407

(2005), 32–42.
[10] R.A. Horn and C.R. Johnson, Topics in Matrix Analysis, Cambridge University Press,

1991.
[11] F. Kittaneh, A note on the arithmetic–geometric mean inequality for matrices, Linear

Algebra Appl. 171 (1992), 1–8.
[12] H. Kosaki, Arithmetic–geometric mean and related inequalities for operators, J. Funct.

Anal. 156 (1998), 429–451.
[13] R. Mathias, An arithmetic–geometric–harmonic mean inequality involving Hadamard prod-

ucts, Linear Algebra Appl. 184 (1993), 71–78.



18 H. ALBADAWI

[14] K. Shebrawi and H. Albadawi, Norm inequalities for the absolute value of Hilbert space
operators, Linear and Multilinear Algebra, 58 (2010), no. 4, 453–463.

[15] X. Zhan, Singular values of differences of positive semidefinite matrices, SIAM J. Matrix.
Anal. Appl. 22 (2000), 819–823.

[16] X. Zhan, Matrix Inequalities, Springer-Verlag, Berlin, 2002.

Mathematics Program, Preparatory Year Deanship, King Faisal University,
Ahsaa, Saudi Arabia.

E-mail address: albadawi1@gmail.com


	1. Introduction
	2. Main Results
	References

