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#### Abstract

In this paper we study Ulam's cellular automaton, a nonlinear almost equicontinuous two-dimensional cell-model of crystalline growths. We prove that Ulam's automaton contains a linear chaotic elementary cellular automaton (Rule 150) as a subsystem. We also study the application of the inverse ultradiscretization, a method for deriving partial differential equations from a given cellular automaton, to Ulam's automaton. It is shown that the partial differential equation obtained by the inverse ultradiscretization preserves the self-organizing pattern of Ulam's automaton.
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## 1. Introduction

A cellular automaton (CA) is a discrete dynamical system whose configurations are determined by a local rule acting on each cell in synchronous. Von Neumann and Ulam introduced it as a self-reproduction model in the early 1950s [23], [21]. A crucial property of CAs is that it can derive rich and complex behavior from simple rules. The macroscopic behavior of a CA often resembles that of natural phenomena, and therefore, CAs are used as models of complex systems in biology, physics, computer science and so on.

Mathematical studies of CAs have been developed after Hedlund's work where he studies CAs by means of symbolic dynamics [8]. Since then, there have been many results on topological properties of CAs [9], [13], [3].

Recently the relation between CAs and partial differential equations (PDEs) is focused [20], [11]. It is derived from Wolfram's question [25]; "What is the correspondence between CAs and differential equations?". It is important to consider the relation between continuous models and CA models, because in many cases natural phenomena are conventionally studied by continuous models such as PDEs. In this regard, there is a method called ultradiscretization to construct CAs directly from continuous equations [20]. Its inverse operation is called inverse ultradiscretization (IUD), which allows us to obtain a PDE associated with a CA.However the opera-

[^0]tion of IUD is not uniquely defined and therefore does not give the complete answer to Wolfram's question. It is not guaranteed that the obtained PDEs have the same or similar properties as the original CA's. It is not yet known how to describe the relation between a given CA and the corresponding PDEs in a mathematically rigorous manner.

In this paper, we will focus on two particularly important examples of CA; Ulam's CA and Rule 150. Ulam's CA is a simplified form of Ulam's cell-model [22] which creates fractal-like crystalline patterns (see Figure 5). The model can be regarded as a basis of Conway's game of life [14] by reason that for a particular initial configuration existing cells never dies during the time evolution of the model. Rule 150 is one of elementary CAs, which are one-dimensional CAs with possible two states 0,1 and their local rules defined by the nearest three neighborhood [24].

We show that a subsystem of Ulam's CA is topologically conjugate to the elementary CA called Rule 150 . Ulam's CA is a nonlinear almost equicontinuous two-dimensional CA while Rule 150 is a linear chaotic onedimensional CA. Our embedding of Rule 150 to Ulam's CA thus gives a new interesting dynamical phenomena where a linear chaos is contained in a nonlinear dynamical system [7]. We also study the application of IUD to Ulam's CA. It is shown that the PDE obtained by IUD preserve selforganizing patterns of Ulam's CA.

This paper is organized as follows. In Section 2 we give some definitions and notation. We also introduce the method of IUD. In Section 3 we introduce Ulam's CA and linear elementary CAs as typified by Rule 150. We show the relation between Ulam's CA and Rule 150. In Section 4 we perform IUD for Ulam's CA and Rule 150 and discuss the properties of the obtained PDE. Finally, Section 5 summarizes concluding remarks.

## 2. Preliminaries

Here we present definitions and notation on topological dynamical systems in Section 2.1, and on symbolic dynamics and CAs in Section 2.2. In Section 2.3 we introduce the method of IUD.

### 2.1. Topological dynamics

We define a discrete dynamical system by a pair $(X, T)$ consisting of a compact metric space $X$ with metric $d$ and a continuous map $T: X \rightarrow X$. The $n$-th iteration of $T$ is denoted by $T^{n}$, thus $T^{0}$ is the identity map on $X$.

Let $(Y, S)$ be another dynamical system. Two topological dynamical systems $(X, T)$ and $(Y, S)$ are topologically conjugate, if there exists a conjugacy map, $\varphi:(X, T) \rightarrow(Y, S)$, which is a homeomorphism such that $\varphi \circ T=S \circ \varphi$. A set $A \subset X$ is invariant if $T(A)=A$. If $A$ is invariant and closed, $(A, T)$ is called a subsystem of $(X, T)$.

A point $x \in X$ is a periodic point for $T$ with period $n \geq 1$ if $T^{n}(x)=x$. In particular if $T(x)=x$, then $x$ is called a fixed point. A point $x \in X$ is an equicontinuous point, if for any $\epsilon>0$ there exists $\delta$ such that whenever $u \in X$ satisfies $d(x, u)<\delta$ then $d\left(T^{n} x, T^{n} u\right)<\epsilon$ for all $n>0$. A point $x \in X$ is a transitive point, if it has a dense orbit in $X$.

We introduce some topological properties of dynamical systems.
Definition 1 Let $(X, T)$ be a dynamical system.

1. A dynamical system $(X, T)$ is equicontinuous, if every point of $X$ is an equicontinuous point for $T$.
2. A dynamical system $(X, T)$ is almost equicontinuous, if the set of equicontinuous points of $(X, T)$ is residual, that is, it contains a countable intersection of dense open sets.
3. A dynamical system $(X, T)$ is sensitively dependent on initial conditions, if there exists $\epsilon>0$ such that for all $x \in X$ and $\delta>0$, there exists $y$ with $d(x, y)<\delta$ and $d\left(T^{n} x, T^{n} y\right) \geq \epsilon$ for some $n \geq 0$. We will refer to this property simply as sensitive.
4. A dynamical system $(X, T)$ is transitive, if there exists at least one transitive point.
5. A dynamical system $(X, T)$ is mixing, if for any nonempty open sets $U, V \subseteq X$, there exists $m \in \mathbb{N}$ such that for all $n \geq m, T^{n}(U) \cap V \neq \emptyset$.
6. A dynamical system $(X, T)$ is positively expansive, if there exists $\epsilon>0$ such that for all $x \neq y \in X, d\left(T^{n} x, T^{n} y\right) \geq \epsilon$ for some $n \geq 0$.
7. A dynamical system $(X, T)$ is chaotic, if $(X, T)$ is mixing, sensitive and the periodic points are dense in $X$.

Here we recall the definition of topological entropy, a tool for measuring the complexity of dynamical systems [1]. If a dynamical system has positive topological entropy, then it sometimes implies "chaos".

Let $\mathcal{U}$ be an open cover of $X$ and $H(\mathcal{U})=\inf \log |\mathcal{V}|$, where the infimum is taken over the set of finite sub-covers $\mathcal{V}$ of $\mathcal{U}$ and $|\mathcal{V}|$ is the number of elements in the set $\mathcal{V}$. Let $\mathcal{U}$ and $\mathcal{V}$ be covers of $X$. We denote by $\mathcal{U} \vee \mathcal{V}$
the cover made up of all intersections $U \cap V$, where $U \in \mathcal{U}$ and $V \in \mathcal{V}$. The topological entropy of the cover $\mathcal{U}$ is defined as

$$
h(\mathcal{U}, T)=\lim _{n \rightarrow \infty} \frac{1}{n} H\left(\bigvee_{i=0}^{n-1} T^{-i} \mathcal{U}\right)
$$

Definition 2 The topological entropy of $(X, T)$ is defined by

$$
\begin{equation*}
h_{\text {top }}(X, T)=\sup _{\mathcal{U}} h(\mathcal{U}, T) \tag{2.1}
\end{equation*}
$$

where the supremum is taken over all finite open covers of $X$.
The topological entropy of the cover $\mathcal{U}$ and the topological entropy of $(X, T)$ are both non-negative. If two dynamical systems are topologically conjugate then their topological entropies are equal.

### 2.2. Symbolic dynamics and cellular automata

Let $A=\{0, \ldots, k-1\}(k \geq 1)$ be a finite state set. A $D$-dimensional configuration space is defined by $A^{\mathbb{Z}^{D}}$ and each element of $A^{\mathbb{Z}^{D}}$ is called a configuration. For a configuration $x$ and a $D$-dimensional vector $\xi=$ $\left(\xi_{1}, \ldots, \xi_{D}\right) \in \mathbb{Z}^{D}$, by $x_{\xi}$ we mean a state at the coordinate $\xi$. We define a metric function $d_{D}$ on $A^{\mathbb{Z}^{D}}$ for $x, u \in A^{\mathbb{Z}^{D}}$

$$
\begin{equation*}
d_{D}(x, u)=2^{-\alpha(x, u)} \tag{2.2}
\end{equation*}
$$

where $\alpha(x, u)=\min \left\{\max \left\{\left|\xi_{1}\right|, \ldots,\left|\xi_{D}\right|\right\} \mid x_{\xi} \neq u_{\xi}\right\}$. Under this metric $d_{D}$ the space $A^{\mathbb{Z}^{D}}$ is a compact metric space. The shift transformation $\sigma_{\zeta}$ on $A^{\mathbb{Z}^{D}}$ is defined by $\left(\sigma_{\zeta} x\right)_{\xi}=x_{\xi+\zeta}$ for $\zeta \in \mathbb{Z}^{D}$. In one-dimension the full shift $\sigma_{e}$ on $A^{\mathbb{Z}}$ is defined by $\left(\sigma_{e} y\right)_{l}=y_{l+1}$ for $y \in A^{\mathbb{Z}}$. The following statements are well known.

Lemma 1 ([17]) The full shift $\left(A^{\mathbb{Z}}, \sigma_{e}\right)$ is a chaotic dynamical system, that is, $\left(A^{\mathbb{Z}}, \sigma_{e}\right)$ is mixing, sensitive and the set of periodic points is dense in $A^{\mathbb{Z}}$. The topological entropy of the full shift $\left(A^{\mathbb{Z}}, \sigma_{e}\right)$ is

$$
\begin{equation*}
h_{t o p}\left(A^{\mathbb{Z}}, \sigma_{e}\right)=\log |A| \tag{2.3}
\end{equation*}
$$

where $|A|$ is the number of elements in the set $A$.

Here we introduce a general definition of a CA.
Definition 3 Let $\xi^{(1)}, \ldots, \xi^{(m)} \in \mathbb{Z}^{D}$ be distinct vectors for $D \geq 1$. Let $T$ be a shift-commuting, i.e., $T \circ \sigma_{\zeta}=\sigma_{\zeta} \circ T$ for $\zeta \in \mathbb{Z}^{D}$, and continuous map on $A^{\mathbb{Z}^{D}}$. A discrete dynamical system $\left(A^{\mathbb{Z}^{D}}, T\right)$ is a $D$-dimensional cellular automaton (CA), if $T$ is given by for $x \in A^{\mathbb{Z}^{D}}$ and each coordinate $\xi \in \mathbb{Z}^{D}$

$$
\begin{equation*}
(T x)_{\xi}=f\left(x_{\xi+\xi^{(1)}}, \ldots, x_{\xi+\xi^{(m)}}\right) \tag{2.4}
\end{equation*}
$$

where $f$ is a map from $A^{m}$ to $A$, called a local rule. The radius of the CA $\left(A^{\mathbb{Z}^{D}}, T\right)$ is given by $\max \left\{\left|\xi_{l}^{(k)}\right| \mid 1 \leq k \leq m, 1 \leq l \leq D\right\}$.

The simplest nontrivial CAs are elementary CAs. They are onedimensional CAs with two possible states $A=\{0,1\}$ and their local rules depend only on the nearest three neighbor states. There exist $2^{8}=256$ elementary CAs, and due to Wolfram, an integer from 0 through 255 is assigned to each elementary CA. A CA is linear, if the local rule is linear, i.e.,

$$
f\left(x_{\xi+\xi^{(1)}}, \ldots, x_{\xi+\xi^{(m)}}\right)=\alpha_{1} \cdot x_{\xi+\xi^{1}}+\cdots+\alpha_{m} \cdot x_{\xi+\xi^{m}} \quad(\bmod |A|)
$$

for $\alpha_{1}, \ldots, \alpha_{m} \in \mathbb{Z}$. A CA is nonlinear, if the local rule is not linear.
A word is a finite sequence of states from $A$. For $x \in A^{\mathbb{Z}^{D}}$ and a finite connected subset of coordinates $S \subset \mathbb{Z}^{D}$, a pattern denoted by $\left.x\right|_{S}$ is a $D$-dimensional generalized word, which is a set of states on $S$. For a configuration space $A^{\mathbb{Z}^{D}}$, by $\left.A^{\mathbb{Z}^{D}}\right|_{S}$ we mean a set of all possible patterns on $S$. A cylinder set of a pattern $\left.x\right|_{S}$ for $\xi \in \mathbb{Z}^{D}$ is defined by

$$
\begin{align*}
{\left[\left.x\right|_{S}\right]_{\xi}=\left\{x \in A^{\mathbb{Z}^{D}} \text { containing }\left.x\right|_{S}\right.} & \text { beginning } \\
& \text { at the coordinate given by } \xi\} . \tag{2.5}
\end{align*}
$$

Every cylinder set is closed and open, and every closed and open set is a finite union of cylinders. A word $p$ for $\left(A^{\mathbb{Z}}, T\right)$ is a blocking word, if there exist $s, t \in \mathbb{N}$ satisfying $s+t<|p|$ such that if $x, u$ in the cylinder set $[p]_{k}$ for some $k \in \mathbb{Z}$, then

$$
\begin{equation*}
\left.\left(T^{n} x\right)\right|_{[k+s, k+|p|-t]}=\left.\left(T^{n} u\right)\right|_{[k+s, k+|p|-t]} \tag{2.6}
\end{equation*}
$$

holds for any $n \geq 0$. Next, we extend the notion of blocking words to higher dimensions. A pattern $p$ of the size $m_{1} \times \cdots \times m_{D}$ for $\left(A^{\mathbb{Z}^{D}}, T\right)$ is a blocking pattern, if there exist $s_{1}, \ldots, s_{D}, t_{1}, \ldots, t_{D} \in \mathbb{N}$ such that for each $i, s_{i}+t_{i}<m_{i}$ and for any $x, u \in[p]_{\left(k_{1}, \ldots, k_{D}\right)}$ and any $n \geq 0$ we have

$$
\begin{equation*}
\left.\left(T^{n} x\right)\right|_{E}=\left.\left(T^{n} u\right)\right|_{E}, \tag{2.7}
\end{equation*}
$$

where $E$ is a subset of $\mathbb{Z}^{D},\left[k_{1}+s_{1}, k_{1}+m_{1}-t_{1}\right] \times \cdots \times\left[k_{D}+s_{D}, k_{D}+m_{D}-t_{D}\right]$. We also define a stronger notion of blocking: a word $p$ for $\left(A^{\mathbb{Z}}, T\right)$ is a fully blocking word, if $p$ is a blocking word and $s=t=0$. For higher dimensional cases, a pattern $p$ of size $m_{1} \times \cdots \times m_{D}$ for $\left(A^{\mathbb{Z}^{D}}, T\right)$ is a fully blocking pattern, if $p$ is a blocking pattern and all $s_{i}$ and $t_{i}$ are zero.

We consider topological classifications of one-dimensional CAs and multidimensional ( $D \geq 2$ ) CAs (see Figure 1). For one-dimensional CAs Kůrka gave a classification according to the topological behavior [9]. Every onedimensional CA $\left(A^{\mathbb{Z}}, T\right)$ belongs to exactly one of the following four classes; equicontinuous, almost equicontinuous but not equicontinuous, sensitive but not positively expansive, and positively expansive. A one-dimensional almost equicontinuous CA is characterized by the existence of a blocking word [2], while a multidimensional almost equicontinuous CA is characterized by the existence of a $D$-dimensional hyper-cubic fully blocking pattern [6]. However not all almost-equicontinuous CAs have fully blocking patterns. It is known that there are no multidimensional positively expansive CAs [18], [5]. In particular, every multidimensional linear CA is equicontinuous or sensitive [13]. A linear CA is equicontinuous if and only if it has at least one equicontinuous point.

The following facts are known with respect to the topological entropy of CAs. If a CA is equicontinuous then its topological entropy is zero. The


Figure 1. Topological classification of CAs.
topological entropy of a one-dimensional CA is always finite. Positively expansive CAs have nonzero finite topological entropy [4]. If a multidimensional CA is linear, then the topological entropy is either zero or infinity [16], [4]. If a multidimensional CA has a "spaceship" defined in [12], Lakshtanov and Langvagen showed that the topological entropy is infinity [12]. There exists a multidimensional CA with nonzero finite topological entropy [15].

### 2.3. Inverse ultradiscretization

|  | cellular <br> automata | max-plus <br> equations | difference <br> equations | differential <br> equations |
| :---: | :---: | :---: | :---: | :---: |
| operations | various ways | $(\max , \pm)$ | $( \pm, \times, \div)$ | differential <br>  <br> $( \pm, \times, \div)$ |
| variables | discrete | discrete |  <br> continuous | continuous |

Figure 2. Some forms of equations characterized by the operations and variables.
Inverse ultradiscretization (IUD) is a method for deriving PDEs from a CA [11]. The procedure of IUD is the following. First we represent its local rule as an equation represented by operations in a max-plus algebra ( $\max , \pm$ ), which is a semi-ring over $\mathbb{R} \cup\{-\infty\}$ equipped with maximum and addition as the two binary operations. The algebra satisfies the commutative low, the associative law and the distributive law. The unit element for max is $-\infty$ and the identity element for + is 0 . The inverse of $a \in \mathbb{R}$ with respect to + is $-a$, as usual, whereas the inverse with respect to max is not defined. Next, we convert the max-plus equation to a continuous equation represented by operations $( \pm, \times, \div)$ by using the identity formula,

$$
\begin{equation*}
\max (a, b)=\lim _{\epsilon \rightarrow+0} \epsilon \log \left(e^{a / \epsilon}+e^{b / \epsilon}\right) \tag{2.8}
\end{equation*}
$$

We introduce a time delay parameter and a propagation speed parameter to control the speed of time or spatial change of solution patterns. We also introduce auxiliary fields which are alternative to cells that the local rule of a given CA depends on (see [11]). Finally we take continuum limits on the parameters and then we obtain a PDE.

There exist some cases that IUD is not success. If we can not represent a given CA as a max-plus equation, then we can not put forward the procedure


Figure 3. Filter function defined by $\Theta_{\theta, \epsilon}(x)=1 /(1+\exp (-(x-\theta) / \epsilon))$ with $\theta=0.5, \epsilon=0.004$.
of IUD. Even if we obtain a PDE via IUD, it is a difficult problem to choose the most reasonable PDE which has similar properties to the given CA.

In the procedure of IUD, the obtained difference equation includes a parameter $\epsilon$ involved via the identity formula (2.8). For $\epsilon>0$ the time evolution pattern of the difference equation does not preserve the pattern of a given CA (Figure $4(\mathrm{a})$ ). In order to prevent the lost of the original pattern and obtain the stable time evolution pattern, we give a filter function $\Theta_{\theta, \epsilon}: \mathbb{R} \rightarrow \mathbb{R}$ for $\epsilon>0$ and $0<\theta<1$. It behaves as $\Theta_{\theta, \epsilon}(x) \cong 0$ for $x<\theta$ and $\Theta_{\theta, \epsilon}(x) \cong 1$ for $x \geq \theta$. As $\epsilon \rightarrow+0$, it becomes a step function. In this paper we use the filter function defined by

$$
\begin{equation*}
\Theta_{\theta, \epsilon}(x):=\frac{1}{1+e^{(\theta-x) / \epsilon}} . \tag{2.9}
\end{equation*}
$$

For example, Figure 4 illustrates the pattern of the equation corresponding to Rule 150 without the filter function (a), and with the filter function (b). We can see that without the filter function, the space-time diagram quickly becomes cloudy and disappears in a finite time. By contrast, the

(a) without the filter function

(b) with the filter function

Figure 4. Space-time diagrams of the equation corresponding to Rule 150.
diagram with the filter function is clear and keeps the original pattern for a longer time (numerically, the pattern is kept for an arbitrary long time.)

In Figure 4, 0-cell is represented by a white square and 1-cell is represented by a black square. If a cell has a value in the interval $(0,1)$ we represent the cell by a gray square whose darkness depends on the value.

## 3. The topological relation between Ulam's CA and Rule 150.

The purpose of this section is to prove that the subsystem of Ulam's CA is topologically conjugate to Rule 150 . Ulam's CA is a nonlinear twodimensional CA, which is a simplified form of a crystalline growth model introduced by Ulam [22]. The model creates the complex patterns (see Figure 5). Rule 150 is an elementary CA and it is known that the CA is one of the nontrivial linear chaotic CA with positive topological entropy. Figure 8 is a space-time diagram of Ulam's CA, which contains a space-time diagram of Rule 150 . Moreover we show that the second iteration of Ulam's CA on a subspace is topologically conjugate to Rule 150.


Figure 5. Some patterns created by Ulam's CA $\left(\mathbf{2}^{\mathbb{Z}^{2}}, F\right)$ with the initial configuration consisted of a single site seed

We give the definition of Ulam's CA. Let $\mathbf{2}:=\{0,1\}$ be a binary state set, and let $\mathbf{2}^{\mathbb{Z}^{2}}$ be the two-dimensional configuration space. Ulam's CA $\left(\mathbf{2}^{\mathbb{Z}^{2}}, F\right)$ is defined by a nonlinear local rule;

$$
\begin{equation*}
(F x)_{i, j}=x_{i, j}+x_{i-1, j} x_{i+1, j}+x_{i, j-1} x_{i, j+1} \quad(\bmod 2) \tag{3.1}
\end{equation*}
$$

for a configuration $x \in \mathbf{2}^{\mathbb{Z}^{2}}$.
We need the following lemma to show that Ulam's CA is almost equicontinuous.

Lemma 2 (Gamber [6]) A D-dimensional CA with radius $r$ is almost
equicontinuous, if there exists at least one D-dimensional hyper-cubic fully blocking pattern of the size $m \times \cdots \times m$, where $m \geq r$.

We prove the following proposition by showing the existing of a square fully blocking pattern.
Proposition 1 Ulam's $C A\left(2^{\mathbb{Z}^{2}}, F\right)$ is an almost equicontinuous $C A$.
Proof. By Lemma 2, it is enough to show that there exists a fully blocking pattern of the size $2 \times 2$. We will show that a pattern $\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)$ satisfies the requirement. Let $x$ be a configuration in a cylinder set $\left[\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right]_{(k, l)} \subset \mathbf{2}^{\mathbb{Z}^{2}}$ for $(k, l) \in \mathbb{Z}^{2}$, i.e., four states of $x$ are given by $x_{k, l}=x_{k+1, l}=x_{k, l+1}=$ $x_{k+1, l+1}=0$ (see Figure 6). For the configuration $F x \in \mathbf{2}^{\mathbb{Z}^{2}}$ we have

$$
\begin{align*}
(F x)_{k, l} & =0+x_{k-1, l} \cdot 0+x_{k, l-1} \cdot 0=0 \\
(F x)_{k+1, l} & =0+0 \cdot x_{k+2, l}+x_{k+1, l-1} \cdot 0=0 \\
(F x)_{k, l+1} & =0+x_{k-1, l+1} \cdot 0+0 \cdot x_{k, l+2}=0  \tag{3.2}\\
(F x)_{k+1, l+1} & =0+0 \cdot x_{k+2, l+1}+0 \cdot x_{k+1, l+2}=0 .
\end{align*}
$$

Thus, the state of these four cells are kept 0 under the transformation $F$. Inductively we have for any $n \in \mathbb{N}, F^{n}\left(\left[\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right]_{(k, l)}\right) \subset\left[\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right]_{(k, l)}$. Therefore the pattern $\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)$ is fully blocking. Hence we conclude that Ulam's CA $\left(\mathbf{2}^{\mathbb{Z}^{2}}, F\right)$ is an almost equicontinuous CA.

|  | $x_{k, l+2}$ | $x_{k+1, l+2}$ |  |
| :---: | :---: | :---: | :---: |
| $x_{k-1, l+1}$ | 0 | 0 | $x_{k+2, l+1}$ |
| $x_{k-1, l}$ | 0 | 0 | $x_{k+2, l}$ |
|  | $x_{k, l-1}$ | $x_{k+1, l-1}$ |  |

Figure 6. Gray cells are $x_{k, l}, x_{k+1, l}, x_{k, l+1}$ and $x_{k+1, l+1}$.
Next, we consider Rule 150. The figure on the right in Figure 7 is a space-time diagram of Rule 150. There exist eight linear CAs of 256 elementary CAs whose local rules are in table 1. Except for trivial CAs the other four linear elementary CAs, Rule 60, Rule 90, Rule 102 and Rule 150, are either essentially equivalent to Rule 90 or Rule 150 . The space-time diagrams of them with single site seeds are fractal self-organizing patterns.

In particular, the space-time diagram of Rule 90 becomes Sierpinski gasket as you take appropriately limit. The nontrivial linear elementary CAs are topologically conjugate to the full shift on 4 -symbols [10]. From Lemma 1 we obtain the following statement about topological entropy of them.

Table 1. Local rules of linear elementary CAs.

| $y_{l-1} y_{l} y_{l+1}$ | 111 | 110 | 101 | 100 | 011 | 010 | 001 | 000 | local rule |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rule 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Rule 60 | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | $y_{l-1}+y_{l}$ |
| Rule 90 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 0 | $y_{l-1}+y_{l+1}$ |
| Rule 102 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | $y_{l}+y_{l+1}$ |
| Rule 150 | 1 | 0 | 0 | 1 | 0 | 1 | 1 | 0 | $y_{l-1}+y_{l}+y_{l+1}$ |
| Rule 170 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | $y_{l+1}$ |
| Rule 204 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | $y_{l}$ |
| Rule 240 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | $y_{l-1}$ |



Rule 60


Rule 90


Rule 150

Figure 7. Space-time diagrams with single site seeds.

Proposition 2 ([10]) Topological entropy of the nontrivial linear elementary CAs are $2 \log 2$. The CAs are also chaotic, i.e., the CAs are mixing, sensitive and the periodic points are dense in $\mathbf{2}^{\mathbb{Z}}$.

Now we consider the relation between Ulam's CA and Rule 150. The local rule of the linear chaotic CA Rule $150\left(\mathbf{2}^{\mathbb{Z}}, G\right)$ is given by $(G y)_{l}=$ $y_{l}+y_{l-1}+y_{l+1}(\bmod 2)$ for $y \in \mathbf{2}^{\mathbb{Z}}$. We show that Ulam's CA has Rule 150 as a subsystem on the particular subspace of $\mathbf{2}^{\mathbb{Z}^{2}}$. To show that Rule 150 is embedded into Ulam's CA in a nontrivial way, we focus on an unbounded fully blocking pattern as follows.

For a given $K \in \mathbb{N}$ let $\Omega$ be a subspace of $\mathbf{2}^{\mathbb{Z}^{2}}$ defined by


Figure 8. Space-time diagram of Ulam's CA $(\Omega, F)$. The fractal-like pattern at the center is equivalent to a space-time diagram of Rule $150\left(\mathbf{2}^{\mathbb{Z}}, G\right)$.

$$
\Omega=\left\{\begin{array}{l|l}
x & \left.\begin{array}{ll}
x_{i, j}=1 & \text { if } i+j=K-1, K+2 \\
x_{i, j}=0 & \text { if } i+j=K+3, K+4, K-2, K-3 \\
x_{i, j} \in \mathbf{2} & \text { otherwise }
\end{array}\right\} . . . ~ \tag{3.3}
\end{array}\right.
$$

Let $S=\left\{(i, j) \in \mathbb{Z}^{2} \mid K-3 \leq i+j \leq K+4\right\}$ which is a subspace of $\mathbb{Z}^{2}$. We define a map $\varphi: \mathbf{2}^{\mathbb{Z}^{2}} \rightarrow \mathbf{2}^{\mathbb{Z}}$ by

$$
y_{l}:=(\varphi x)_{l}= \begin{cases}x_{k, K-k} & \text { if } l=2 k+1  \tag{3.4}\\ x_{k, K+1-k} & \text { if } l=2 k\end{cases}
$$

for $k, l \in \mathbb{Z}$. Each $y_{l}$ is arranged in a zigzag path in $\Omega$. Then Ulam's CA on the restricted space $\left.\Omega\right|_{S}$ and Rule 150 on $\mathbf{2}^{\mathbb{Z}}$ satisfy the following relation.

Theorem 1 The subsystem $\left(\left.\Omega\right|_{S}, F\right)$ of Ulam's CA and Rule $150\left(\mathbf{2}^{\mathbb{Z}}, G\right)$ are topologically conjugate. That is, the following diagram with a homeomorphism $\varphi$ commutes.


Proof. Assume without loss of generality that $K=0$. First we show $F(\Omega) \subset \Omega$. The following patterns (a), (b) are parts of configurations in $\Omega$.

| * | 1 | 0 | 0 | * | * | * | * | 1 | 0 | 0 | * | * | * |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| * | * | 1 | 0 | 0 | * | * | * | * | 1 | 0 | 0 | * | * |
| 1 | * | * | 1 | 0 | 0 | * | 1 | * | * | 1 | 0 | 0 | * |
| 0 | 1 | * | * | 1 | 0 | 0 | 0 | 1 | * | * | 1 | 0 | 0 |
| 0 | 0 | 1 | * | * | 1 | 0 | 0 | 0 | 1 | * | * | 1 | 0 |
| * | 0 | 0 | 1 | * | * | 1 | * | 0 | 0 | 1 | * | * | 1 |
| * | * | 0 | 0 | 1 | * | * | * | * | 0 | 0 | 1 | * | $*$ |
| * | * | * | 0 | 0 | 1 | * | * | * | * | 0 | 0 | 1 | * |
| (a) Gray cells are $x_{i, j}$ with $i+j=-3,-2,-1,2,3,4$. |  |  |  |  |  |  | (b) Gray cells are $x_{i, j}$ with $i+j=0,1$. |  |  |  |  |  |  |

(a) Gray cells are $x_{i, j}$ with $i+j=-3,-2,-1,2,3,4$.
(b) Gray cells are $x_{i, j}$ with $i+j=0,1$.

Each $*$ at a cell means an arbitrary state, either 0 or 1 . We consider a configuration $x \in \Omega$ that fits into the pattern (a). If $i+j=-1$, then the state $x_{i, j}=1$ and $x_{i-1, j}=x_{i, j-1}=0$. We have for $x_{i, j}$ with $i+j=-1$,

$$
\begin{equation*}
(F x)_{i, j}=1+0 \cdot x_{i+1, j}+0 \cdot x_{i, j+1}=1=x_{i, j} . \tag{3.5}
\end{equation*}
$$

If $i+j=-2$, we have the states $x_{i, j}=x_{i-1, j}=x_{i, j-1}=0$ and $x_{i+1, j}=$ $x_{i, j+1}=1$. Then for $x_{i, j}$ with $i+j=-2$,

$$
\begin{equation*}
(F x)_{i, j}=0+0 \cdot 1+0 \cdot 1=0=x_{i, j} . \tag{3.6}
\end{equation*}
$$

If $i+j=-3$, the states $x_{i, j}=x_{i+1, j}=x_{i, j+1}=0$ and then

$$
\begin{equation*}
(F x)_{i, j}=0+x_{i-1, j} \cdot 0+x_{i, j-1} \cdot 0=0=x_{i, j} . \tag{3.7}
\end{equation*}
$$

In the same way we can obtain $(F x)_{i, j}=x_{i, j}$ for $x_{i, j}$ with $i+j=2,3,4$. Therefore $\left.x\right|_{S}$ is a fully blocking pattern and we have $F(\Omega) \subset \Omega$. Thus, we can consider the subsystem of Ulam's CA on the closed space $\Omega$.

It is sufficient to prove that $\varphi$ commutes with $\left(\left.\Omega\right|_{S}, F\right)$ and $\left(\mathbf{2}^{\mathbb{Z}}, G\right)$, and $\varphi$ is a homeomorphism.

We show $\varphi \circ F=G \circ \varphi$. We give a configuration $x$ containing the above pattern (b). If $i+j=0$, then

$$
\begin{equation*}
(F x)_{i, j}=x_{i, j}+1 \cdot x_{i+1, j}+1 \cdot x_{i, j+1}, \tag{3.8}
\end{equation*}
$$

because $x_{i-1, j}=x_{i, j-1}=1$. If $i+j=1$, then

$$
\begin{equation*}
(F x)_{i, j}=x_{i, j}+x_{i-1, j} \cdot 1+x_{i, j-1} \cdot 1, \tag{3.9}
\end{equation*}
$$

because $x_{i+1, j}=x_{i, j+1}=1$. Therefore we have for each $l \in \mathbb{Z}$

$$
\begin{equation*}
(\varphi \circ F(x))_{l}=y_{l}+y_{l-1}+y_{l+1}=(G y)_{l}=(G \circ \varphi(x))_{l} . \tag{3.10}
\end{equation*}
$$

Next we show that the map $\varphi$ is a homeomorphism between $\left(\left.\Omega\right|_{S}, F\right)$ and $\left(2^{\mathbb{Z}}, G\right)$. For any $y=\left(\ldots, y_{l-1}, y_{l}, y_{l+1}, \ldots\right) \in \mathbf{2}^{\mathbb{Z}}$, we can represent each state;

$$
y_{l}=(\varphi x)_{l}= \begin{cases}x_{k,-k} & \text { if } l=2 k+1  \tag{3.11}\\ x_{k, 1-k} & \text { if } l=2 k\end{cases}
$$

For $x, u \in \Omega$ if there exist states $x_{i, j}, u_{i, j}$ such that $x_{i, j} \neq u_{i, j}$ with $(i, j) \in S$, then we can take some $k \in \mathbb{Z}$ such that $x_{k, m-k} \neq u_{k, m-k}$ for $m=0,1$. Then $(\varphi x)_{l}=x_{k, m-k} \neq u_{k, m-k}=(\varphi u)_{l}$. Hence $\varphi$ is bijective. For the metric functions $d_{1}$ on $\mathbf{2}^{\mathbb{Z}}$ and $d_{2}$ on $\mathbf{2}^{\mathbb{Z}^{2}}$ we can obtain immediately $d_{2}(x, u) \leq$ $d_{1}(\varphi x, \varphi u)$ for $x, u \in \Omega$. For any $\epsilon>0$, we can choose $\delta=\sqrt{\epsilon}$ such that if $d_{2}(x, u) \leq \delta$ then $d_{1}(\varphi x, \varphi u) \leq \delta^{2}=\epsilon$. Therefore both $\varphi$ and $\varphi^{-1}$ are continuous.

Next, we consider a subset of $\mathbb{Z}^{2}$ defined by $S_{m}=\{(i, j) \mid i+j=K+m\}$ for $m=0,1$ and a map $\varphi_{m}:\left.\Omega\right|_{S_{m}} \rightarrow \mathbf{2}^{\mathbb{Z}}$ defined by

$$
\begin{equation*}
y_{l}=\left(\varphi_{m} x\right)_{l}=x_{l, K+m-l} \quad \text { for each } l \in \mathbb{Z} . \tag{3.12}
\end{equation*}
$$

Pictures in Figure 9 are the space-time diagrams of $\varphi_{0} \circ F^{2}$ and $\varphi_{1} \circ F^{2}$. They are analogous to Figure 8 with reason that $F$ is a square root of $F^{2}$. Every other row of the diagrams obeys the rule of the CA $\left(\mathbf{2}^{\mathbb{Z}}, G\right)$. The figure on the left every odd row and the next even row are identical. The figure on the right there are rows generated by Rule 150 and rows filled with 0 -cells appear alternately.

Then on the subspace $\Omega$ the second iteration of Ulam's CA $\left(2^{\mathbb{Z}^{2}}, F\right)$ and Rule 150 keep the following relation.
Proposition 3 The subsystem $\left(\left.\Omega\right|_{S_{m}}, F^{2}\right)$ of the second iteration of Ulam's CA and the elementary CA Rule $150\left(\mathbf{2}^{\mathbb{Z}}, G\right)$ are topologically conjugate for $m=0,1$. That is, the following diagram with a homeomorphism $\varphi_{m}$ commutes.


Figure 9. The space-time diagrams of $\varphi_{0} \circ F^{2}$ and $\varphi_{1} \circ F^{2}$.


Proof. From Theorem 1, $F(\Omega) \subset \Omega$. We consider the second iteration of Rule $150,\left(\mathbf{2}^{\mathbb{Z}}, G^{2}\right)$. If $y_{l}=0,\left(G^{2} y\right)_{l}=y_{l-2}+y_{l+2}(\bmod 2)$, while if $y_{l}=1,\left(G^{2} y\right)_{l}=y_{l-2}+y_{l+2}+1(\bmod 2)$. Therefore for all $y \in \mathbf{2}^{\mathbb{Z}}$ we have $\left(G^{2} y\right)_{l}=y_{l-2}+y_{l}+y_{l+2}(\bmod 2)$. Since $\left(F^{2} x\right)_{i, j}=x_{i, j}+x_{i-1, j+1}+x_{i+1, j-1}$, for a coordinate $(i, j) \in \mathbb{Z}^{2}$ with $i+j=m$ we obtain $\left(\varphi_{m} \circ F^{2}(x)\right)_{l}=$ $y_{l-1}+y_{l}+y_{l+1}$. Thus $\varphi_{m} \circ F^{2}=G \circ \varphi_{m}$. We can prove that $\varphi_{m}$ is a homeomorphism as is the case with the proof of Theorem 1.

From Theorem 1 and Proposition 2 we have the result immediately about the topological entropy.
Corollary 1 Topological entropy of Ulam's $C A\left(\mathbf{2}^{\mathbb{Z}^{2}}, F\right)$ is infinity, because there exist countably many Rule 150 embedded into Ulam's CA.

## 4. The PDEs associated with Ulam's CA and Rule 150

In this section we derive PDEs from Ulam's CA and Rule 150 via IUD. We make a thorough search of various parameters of PDEs which preserve the self-organizing patterns of given CAs. Finally, we found PDEs as follows.
Lemma 3 Via IUD, Ulam's $C A\left(\mathbf{2}^{\mathbb{Z}^{2}}, F\right)$ becomes a $P D E$ given in (4.4), which preserves the self-organizing pattern of the $C A$.


Figure 10. Some patterns created by the PDE corresponding to Ulam's CA with $\epsilon=0.004, \theta=0.5, \Delta t=0.7, \gamma=1.6, \lambda=0.6$ and the initial configuration $\mathrm{x}\left(0 ; e_{1}, e_{2}\right)=1-\exp \left(-\left(75 e_{1} / 0.52\right)^{2}\right) \cdot \exp \left(-\left(75 e_{2} / 0.52\right)^{2}\right)$ and $\mathrm{u}\left(0 ; e_{1}, e_{2}\right)=$ $\mathrm{u}^{(1 \pm)}\left(0 ; e_{1}, e_{2}\right)=\mathrm{u}^{(2 \pm)}\left(0 ; e_{1}, e_{2}\right)=0$.

Proof. Recall that Ulam's CA has the local rule $(F x)_{i, j}=x_{i, j}+$ $x_{i-1, j} x_{i+1, j}+x_{i, j-1} x_{i, j+1}(\bmod 2)$. By direct calculation, we can show that this rule is equivalent to the following max-plus equation, provided $x \in \mathbf{2}^{\mathbb{Z}^{2}}$ :

$$
\begin{align*}
&(F x)_{i, j}= \max \left\{x_{i, j},-\max \left(-x_{i-1, j},-x_{i+1, j}\right),-\max \left(-x_{i, j-1},-x_{i, j+1}\right),\right. \\
& x_{i, j}\left.-\max \left(-x_{i-1, j},-x_{i+1, j}\right)-\max \left(-x_{i, j-1},-x_{i, j+1}\right)-1\right\} \\
&-\max \left\{0, x_{i, j}-\max \left(-x_{i-1, j},-x_{i+1, j}\right)-1,\right. \\
&-\max \left(-x_{i-1, j},-x_{i+1, j}\right)-\max \left(-x_{i, j-1},-x_{i, j+1}\right)-1, \\
&\left.-\max \left(-x_{i, j-1},-x_{i, j+1}\right)+x_{i, j}-1\right\} . \tag{4.1}
\end{align*}
$$

To convert this equation into an ordinary differential equation, we replace the discrete variable $x_{i, j} \in \mathbf{2}$ with a continuous one denoted by $\mathrm{x}_{i, j}$ which takes the value in $[0,1]$. Then we introduce the rescaled variables $\sigma:=e^{-(1 / \epsilon)}, \mathcal{X}_{i, j}:=e^{\mathrm{x}_{i, j} / \epsilon}, \mathcal{X}_{i \pm}:=e^{\mathrm{x}_{i \pm 1, j} / \epsilon}$ and $\mathcal{X}_{j \pm}:=e^{\mathrm{x}_{i, j \pm 1} / \epsilon}$. By using the identity formula (2.8), we obtain the following map $\mathcal{F}_{\epsilon}: \mathbb{R}^{5} \rightarrow \mathbb{R}$ with $\epsilon>0$ for each $(i, j) \in \mathbb{Z}^{2}$ :

$$
\begin{align*}
& \mathcal{F}_{\epsilon}\left(\mathrm{x}_{i, j}, \mathrm{x}_{i \pm 1, j}, \mathrm{x}_{i, j \pm 1}\right) \\
& \quad:=\epsilon \log \frac{\mathcal{X}_{i, j}+\frac{\mathcal{X}_{i-} \mathcal{X}_{i+}}{\mathcal{X}_{i-}+\mathcal{X}_{i+}}+\frac{\mathcal{X}_{j-} \mathcal{X}_{j+}}{\mathcal{X}_{j-}+\mathcal{X}_{j+}}+\frac{\sigma \mathcal{X}_{i-} \mathcal{X}_{j-} \mathcal{X}_{i, j} \mathcal{X}_{i+} \mathcal{X}_{j+}}{\left(\mathcal{X}_{i-}+\mathcal{X}_{i+}\right)\left(\mathcal{X}_{j-}+\mathcal{X}_{j+}\right)}}{1+\sigma\left(\frac{\mathcal{X}_{i-} \mathcal{X}_{i, j} \mathcal{X}_{i+}}{\mathcal{X}_{i-}+\mathcal{X}_{i+}}+\frac{\mathcal{X}_{i-} \mathcal{X}_{i+}}{\mathcal{X}_{i-}+\mathcal{X}_{i+}} \cdot \frac{\mathcal{X}_{j-} \mathcal{X}_{j+}}{\mathcal{X}_{j-}+\mathcal{X}_{j+}}+\frac{\mathcal{X}_{j-} \mathcal{X}_{i, j} \mathcal{X}_{j+}}{\mathcal{X}_{j-}+\mathcal{X}_{j+}}\right)} \tag{4.2}
\end{align*}
$$

By using the filter function $\Theta_{\theta, \epsilon}(2.9)$ and taking the continuum limit, we obtain a differential equation with the parameters $\gamma>1$ and $\epsilon>0$ :

$$
\left\{\begin{align*}
\frac{d}{d t} \mathrm{x}_{i, j}(t) & =-\left(\mathrm{x}_{i, j}(t)-\mathcal{F}_{\epsilon}\left(\mathrm{u}_{i, j}(t), \mathrm{u}_{i \pm 1, j}(t), \mathrm{u}_{i, j \pm 1}(t)\right)\right)  \tag{4.3}\\
\frac{d}{d t} \mathrm{u}_{i, j}(t) & =-\gamma\left(\mathrm{u}_{i, j}(t)-\Theta_{\theta, \epsilon}\left(\mathrm{x}_{i, j}(t)\right)\right)
\end{align*}\right.
$$

Here the "time-delay" parameter $\gamma$ denotes the speed ratio of which $\mathrm{x}_{i, j}$ and $\mathrm{u}_{i, j}$ approaches to $\mathcal{F}_{\epsilon}\left(\mathrm{u}_{i, j}(t), \mathrm{u}_{i \pm 1, j}(t), \mathrm{u}_{i, j \pm 1}(t)\right)$ and $\Theta_{\theta, \epsilon}\left(\mathrm{x}_{i, j}(t)\right)$, respectively. Next, we convert the spatial discrete parameter $(i, j) \in \mathbb{Z}^{2}$ into a continuous parameter $\left(e_{1}, e_{2}\right) \in \mathbb{R}^{2}$. To obtain a well-defined system of PDE, we need to introduce the four auxiliary fields $\mathrm{u}^{(1+)}, \mathrm{u}^{(1-)}, \mathrm{u}^{(2+)}$ and $u^{(2-)}$ (see [11]).

|  | $u^{(2+)}$ |  |
| :--- | :---: | :---: |
| $\mathrm{u}^{(1-)}$ | u | $\mathrm{u}^{(1+)}$ |
|  | $\mathrm{u}^{(2-)}$ |  |

Four auxiliary fields are given for each $u$.
The "propagation speed" parameter $\lambda<1$ denotes the speed of the spatial change of the patterns. Then we obtain the following PDE:

Figure 10 shows the spatial pattern created by (4.4) with the initial configuration $\mathrm{x}\left(0 ; e_{1}, e_{2}\right)=1-\exp \left(-\left(75 e_{1} / 0.52\right)^{2}\right) \cdot \exp \left(-\left(75 e_{2} / 0.52\right)^{2}\right)$ and $\mathrm{u}\left(0 ; e_{1}, e_{2}\right)=\mathrm{u}^{(1 \pm)}\left(0 ; e_{1}, e_{2}\right)=\mathrm{u}^{(2 \pm)}\left(0 ; e_{1}, e_{2}\right)=0$. The figure enjoys an apparent similarity to the pattern created by Ulam's CA.

Next we apply IUD to Rule $150\left(\mathbf{2}^{\mathbb{Z}}, G\right)$. Let $\hat{\gamma}>1$ be the time delay parameter and $\hat{\lambda}<1$ be the propagation speed parameter, as in the case of Ulam's CA.

Lemma 4 Via IUD, Rule $150\left(\mathbf{2}^{\mathbb{Z}}, G\right)$ becomes a PDE given in (4.8), which preserves the self-organizing pattern of the CA.


Figure 11. Evolution of the PDE for $\mathcal{G}_{\hat{\epsilon}}$ with $\hat{\epsilon}=0.005, \theta=0.4, \Delta t=0.7, \hat{\gamma}=$ 1.6, $\hat{\lambda}=0.9$ and the initial condition $\mathrm{y}(0 ; s)=\exp \left(-(75 s / 0.52)^{2}\right)$ and $\mathrm{p}(0 ; s)=$ $\mathrm{p}^{( \pm)}(0 ; s)=0$.

Proof. We recall the elementary CA Rule 150 has the local rule $(G y)_{l}=$ $y_{l}+y_{l-1}+y_{l+1}(\bmod 2)$ for $y \in \mathbf{2}^{\mathbb{Z}}$. By direct calculation, we can show that this rule is equivalent to the following max-plus equation:

$$
\begin{align*}
&(G y)_{l}= \max \left\{y_{l-1}-\max \left(y_{l-1}-1,0\right), y_{l}, y_{l+1}-\max \left(y_{l+1}-1,0\right)\right. \\
&\left.y_{l-1}-\max \left(y_{l-1}-1,0\right)+y_{l}+y_{l+1}-\max \left(y_{l+1}-1,0\right)-1\right\} \\
&-\max \left\{0, y_{l-1}-\max \left(y_{l-1}-1,0\right)+y_{l}-1,\right. \\
& y_{l}+y_{l+1}-\max \left(y_{l+1}-1,0\right)-1, \\
&\left.y_{l+1}-\max \left(y_{l+1}-1,0\right)+y_{l+1}-\max \left(y_{l+1}-1,0\right)-1\right\} . \tag{4.5}
\end{align*}
$$

To convert this equation into an ordinary differential equation, we replace the discrete variable $y_{l} \in \mathbf{2}$ with a continuous one denoted by $\mathrm{y}_{l}$ which takes the value in $[0,1]$. Then we introduce the rescaled variables $\mathcal{Y}_{l}:=e^{\mathrm{y}_{l} / \hat{\epsilon}}$, $\mathcal{Y}_{l \pm 1}:=e^{\mathrm{y}_{l \pm 1} / \hat{\epsilon}}$ and $\hat{\sigma}:=e^{-1 / \hat{\epsilon}}$. By using the identity formula (2.8), the $\operatorname{map} \mathcal{G}_{\hat{\epsilon}}: \mathbb{R}^{3} \rightarrow \mathbb{R}$ with $\hat{\epsilon}>0$ is given by for each $l \in \mathbb{Z}$ :

$$
\quad \mathcal{G}_{\hat{\epsilon}}\left(\mathrm{y}_{l}, \mathrm{y}_{l \pm 1}\right) \text { } \quad=\hat{\epsilon} \log \frac{\frac{\mathcal{Y}_{l-1}}{\hat{\sigma} \mathcal{Y}_{l-1}+1}+\mathcal{Y}_{l}+\frac{\mathcal{Y}_{l+1}}{\hat{\sigma} \mathcal{Y}_{l+1}+1}+\frac{\hat{\sigma} \mathcal{Y}_{l-1} \mathcal{Y}_{l} \mathcal{Y}_{l+1}}{\left(\hat{\sigma} \mathcal{Y}_{l-1}+1\right)\left(\hat{\sigma} \mathcal{Y}_{l+1}+1\right)}}{1+\hat{\sigma}\left(\frac{\mathcal{Y}_{l-1} \mathcal{Y}_{l}}{\hat{\sigma} \mathcal{Y}_{l-1}+1}+\frac{\mathcal{Y}_{l} \mathcal{Y}_{l+1}}{\hat{\sigma} \mathcal{Y}_{l+1}+1}+\frac{\mathcal{Y}_{l+1} \mathcal{Y}_{l-1}}{\left(\hat{\sigma} \mathcal{Y}_{l+1}+1\right)\left(\hat{\sigma} \mathcal{Y}_{l-1}+1\right)}\right)} .
$$

The filter function $\Theta_{\theta, \hat{\epsilon}}(2.9)$ is adopted and we take the continuum limit. Then we obtain a differential equation with the time delay parameter $\hat{\gamma}>1$,

$$
\left\{\begin{align*}
\frac{d}{d t} \mathrm{y}_{l}(t) & =-\left(\mathrm{y}_{l}(t)-\mathcal{G}_{\hat{\epsilon}}\left(\mathrm{p}_{l}(t), \mathrm{p}_{l \pm 1}(t)\right)\right)  \tag{4.7}\\
\frac{d}{d t} \mathrm{p}_{l}(t) & =-\hat{\gamma}\left(\mathrm{p}_{l}(t)-\Theta_{\theta, \hat{\epsilon}}\left(\mathrm{y}_{l}(t)\right)\right)
\end{align*}\right.
$$

We convert the spatial discrete parameter $l \in \mathbb{Z}$ into a continuous parameter $s \in \mathbb{R}$. To obtain a well-defined system of PDE, we need to introduce the auxiliary fields $p^{(+)}(t ; s), p^{(-)}(t ; s)$ and the propagation speed $\hat{\lambda}<1$ (see [11]). The we obtain the following PDE:

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t} \mathrm{y}(t ; s)=-\left(\mathrm{y}(t ; s)-\mathcal{G}_{\hat{\epsilon}}\left(\mathrm{p}(t ; s), \mathrm{p}^{(+)}(t ; s), \mathrm{p}^{(-)}(t ; s)\right)\right)  \tag{4.8}\\
\frac{\partial}{\partial t} \mathrm{p}(t ; s)=-\hat{\gamma}\left(\mathrm{p}(t ; s)-\Theta_{\theta, \hat{\epsilon}}(\mathrm{y}(t ; s))\right) \\
\frac{\partial}{\partial t} \mathrm{p}^{(+)}(t ; s)=-\hat{\gamma}\left(\mathrm{p}^{(+)}(t ; s)-\hat{\lambda} \frac{\partial}{\partial s} \mathrm{p}^{(+)}(t ; s)-\Theta_{\theta, \hat{\epsilon}}(\mathrm{y}(t ; s))\right) \\
\frac{\partial}{\partial t} \mathrm{p}^{(-)}(t ; s)=-\hat{\gamma}\left(\mathrm{p}^{(-)}(t ; s)+\hat{\lambda} \frac{\partial}{\partial s} \mathrm{p}^{(-)}(t ; s)-\Theta_{\theta, \hat{\epsilon}}(\mathrm{y}(t ; s))\right)
\end{array}\right.
$$

Figure 11 shows the spatial pattern created by (4.8) with the initial configuration $\mathrm{y}(0 ; s)=\exp \left(-(75 s / 0.52)^{2}\right)$ and $\mathrm{p}(0 ; s)=0$. The figure enjoys an apparent similarity to the pattern created by Rule 150 .

Finally, we consider the relation between the PDE (4.4) associated with Ulam's CA and the PDE (4.8) associated with Rule 150.

Let $\hat{S}:=\left\{\left(e_{1}, e_{2}\right) \in \mathbb{R}^{2}\right.$ satisfying $\left.e_{2}-e_{1}=3 / 2\right\} \subset \mathbb{R}^{2}$. We numerically solve the $\operatorname{PDE}$ (4.4) with the following initial configuration: $\mathrm{x}\left(e_{1}, e_{2}\right)=\max \left(h_{1}\left(e_{1}, e_{2}\right), h_{2}\left(e_{1}, e_{2}\right)\right)$ and $\mathrm{u}\left(0 ; e_{1}, e_{2}\right)=\mathrm{u}^{(1 \pm)}\left(0 ; e_{1}, e_{2}\right)=$ $\mathrm{u}^{(2 \pm)}\left(0 ; e_{1}, e_{2}\right)=0$, where the maps $h_{1}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ and $h_{2}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ are defined by

$$
\begin{align*}
& h_{1}\left(e_{1}, e_{2}\right)= \begin{cases}\exp \left(-\left(\left(75 e_{1}+75 e_{2}+1\right) / 0.52\right)^{2}\right) & \text { if } e_{1}+e_{2} \leq 0 \\
\exp \left(-\left(\left(75 e_{1}+75 e_{2}-1\right) / 0.52\right)^{2}\right) & \text { if } e_{1}+e_{2} \geq 0\end{cases}  \tag{4.9}\\
& h_{2}\left(e_{1}, e_{2}\right)=\exp \left(-\left(75 e_{1} / 0.52\right)^{2}\right) \cdot \exp \left(-\left(75 e_{2} / 0.52\right)^{2}\right) \tag{4.10}
\end{align*}
$$

The map $h_{1}$ corresponds to the condition of a configuration being in $\Omega$ (3.3). The map $h_{2}$ gives a single site seed in $\hat{S}$. We restrict the solution on $\hat{S}$ and then obtain Figure 12. We compare Figure 12 with Figure 11, the evolution pattern of (4.8); two figures are definitely similar to each other. This observation can be summarized as follows:

Theorem 2 The solution on $\hat{S}$ of the evolution pattern of the PDE (4.4) associated with Ulam's CA and the evolution pattern of the PDE (4.8) associated with Rule 150 are similar in the sense of [11].


Figure 12. The solution on $\hat{S}$ of the PDE for $\mathcal{F}_{\epsilon}$ with $\epsilon=0.004, \theta=0.5, \Delta t=0.7$, $\gamma=1.6, \lambda=0.8$ with the initial condition $\mathrm{x}\left(0 ; e_{1}, e_{2}\right)=\max \left(h_{1}\left(e_{1}, e_{2}\right), h_{2}\left(e_{1}, e_{2}\right)\right)$ and $\mathrm{u}\left(0 ; e_{1}, e_{2}\right)=\mathrm{u}^{(1 \pm)}\left(0 ; e_{1}, e_{2}\right)=\mathrm{u}^{(2 \pm)}\left(0 ; e_{1}, e_{2}\right)=0$.

## 5. Conclusion

In this paper we considered the relation between CAs and PDEs in Figure 13.

We showed that the elementary CA Rule 150 is embedded into Ulam's CA. An interesting new phenomenon is shown by the existence of the unbounded fully blocking pattern. The pattern divides the configuration space of Ulam's CA into a one-dimensional configuration space and the other spaces. However, it is not likely that the same method can immediately be applied to find another non-trivial example; it is difficult to find a fully blocking pattern that separates a one-dimensional invariant space.

Via IUD, we derived PDEs from Ulam's CA and Rule 150. We showed that the numerical evolution patterns of these PDEs are similar to each other. This successful example is an essential first step in understanding the relation between CAs and PDEs.

As far as the author knows, there exist only a few results on IUD [11], [19]. The reason might be that the procedure of IUD has some subtlety and there is no canonical way to determine the best PDE. To overcome this difficulty, it would be useful to define an index that measures the difference between the patterns of obtained PDEs and that of the original CA.


Figure 13. Outline of the relation between the CAs and their PDEs.
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