Global convergence of a trust-region algorithm for inequality constrained optimization
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Abstract. This paper presents a trust-region algorithm for $n$-dimensional nonlinear optimization subject to $m$ nonlinear inequality constraints. Equivalent KKT conditions are derived, being the basis for constructing the new algorithm. Global convergence of the algorithm to a first-order KKT point is established under mild conditions on the trial steps. Condition $m \leq n$ is required.
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1. Introduction

In this paper, we study the following nonlinear inequality constrained optimization problem:

$$\begin{align*}
\text{minimize} & \quad f(x) \\
\text{subject to} & \quad H(x) \leq 0,
\end{align*}$$

(1.1)

where $H(x) = (h_1(x), h_2(x), \ldots, h_m(x))^T$, $f(x)$ and $h_i(x) \ i \in I = \{1, 2, \ldots, m\}$ are $\mathbb{R}^m \rightarrow \mathbb{R}$ twice continuously differentiable. We assume $m \leq n$ in this paper, which is important for our argument.

Trust-region algorithms are very efficient for solving nonlinear optimization problems. Many authors have studied the trust-region algorithm for solving equality constrained problems. (see [1], [2], [4], [5], [10], for example). However, for nonlinear inequality constrained optimization problems, the results about trust region methods are very few. (see [3], [6], [9], [7], for example). The paper [7] considers problems with equality constraints and bound constraints. Therefore, adding slack variables, any problem of the form (1.1) falls under the framework of [7], independently of the number of inequality constraints. Under regularity assumptions, some subsequence of the algorithm defined in [7] converges to a KKT point of the original

1991 Mathematics Subject Classification : 65K05, 90C30, 49M37.
problem. The paper [9] presents a trust region method for an arbitrary closed set and prove a global convergence theorem. But it is very difficult to solve the subproblems arisen in the algorithm of [9]. Very general problems have been discussed in [12]. The basic idea of [12] is to reduce the smooth constrained optimization problem into a nonsmooth unconstrained problem by using $l_\infty$ exact penalty function and then to solve the nonsmooth problem by the trust region method. The global convergence of the method has been proved under the assumption that the penalty parameter is bounded. When the penalty parameter tends to infinity, the method of [12] is still convergent, but the limit is not the KKT point of the original problem. The work [3] discusses a interior trust region approach for non-linear optimization only for a special case, that is the optimization problem with bounded constraints. [6] extends the method of [3] to the problem with bound constraints for partial variables and equality constraints.

This paper presents a new trust region method for nonlinear optimization with inequality constraints. We change the problem into an equivalent problem with equality constraints and non-negative constraints by using slack variables. Then we derive new equivalent KKT conditions, which are the basis for constructing our algorithm. The subproblems in the algorithm can be solved by the method proposed in [4] and [6]. We have proved that at least one accumulation point of the new algorithm is KKT point.

The problem proposed by this paper is different from [4] and [6]. Assume $p$ is the number of bound constraints, the paper [6] requires that $m \leq n$ and $p = n - m$. Hence, the problem of [6] can be reduced to an optimization problem with simply bound constraints. In our paper, by introducing slack variables problem (1.1) is changed into problem (2.1), where the number $p$ of bound constraints is $m$. So our problem can not be reduced as in [6]. The paper [4] only considers equality constrained problems.

The paper is organized as follows. In Section 2, we derive equivalent first-order conditions; In Section 3, we present a method to compute trial step; In Section 4, the new trust-region algorithm is formulated; Section 5 gives a global convergence theorem of the algorithm; The numerical example is given at last section.

In this paper, the vector and matrix norms used are $l_2$ norm, subscripted indices $k$ represents the evaluation of a function at a particular point. For example, $f_k$ represents $f(x_k)$, $l_k$ represents $l(x_k, s_k, \lambda_k)$. 
2. Optimality conditions

By introducing slack variables $s \in \mathbb{R}^m$, we obtain the following problem for the variables $x \in \mathbb{R}^n$ and $s \in \mathbb{R}^m$, which is equivalent to (1.1).

$$\begin{align*}
\text{minimize} & \quad f(x) \\
\text{subject to} & \quad H(x) + s = 0, \quad s \geq 0.
\end{align*}$$

(2.1)

Denote $u = (x^T, s^T)^T \in \mathbb{R}^{m+n}$, $C(u) = H(x) + s \in \mathbb{R}^m$,

$$l(x, s, \lambda) = f(x) + \sum_{i=1}^{m} \lambda_i(h_i(x) + s_i),$$

$$A(x) = (\nabla h_1(x), \nabla h_2(x), \ldots, \nabla h_m(x)) \in \mathbb{R}^{n \times m},$$

$$J(u) = (A^T(x), I_m) \in \mathbb{R}^{m \times (n+m)}, \text{ (the Jacobian of } C(u).)$$

A point $u^* = ((x^*)^T, (s^*)^T)^T$ satisfies the first-order KKT conditions of problems (2.1) if there exists $\lambda^* \in \mathbb{R}^m$, $\mu^* \in \mathbb{R}^m$ such that:

$$\nabla f(x^*) + A(x^*)\lambda^* = 0, \quad \lambda^* - \mu^* = 0,$$

$$H(x^*) + s^* = 0,$$

$$\mu_i^* s_i^* = 0, \quad (i \in I), \quad \mu^* \geq 0; \quad s^* \geq 0.$$

(2.2)

We assume in this paper that $\text{rank } A(x) = m$. So the constraint qualification is satisfied.

(2.2) can be rewritten as follows

$$\begin{align*}
H(x^*) + s^* = 0, \quad s^* \geq 0, \\
\nabla f(x^*) + A(x^*)\lambda^* = 0, \\
\mu_i^* s_i^* = 0, \quad (i \in I), \quad \mu^* \geq 0; \quad s^* \geq 0.
\end{align*}$$

(2.3)

Since $\text{rank } A(x) = m$, we can make QR factorization of $A(x)$ as follows

$$A(x) = (Y(x), Z(x)) \begin{pmatrix} R(x) \\ 0 \end{pmatrix},$$

where $Y(x) \in \mathbb{R}^{n \times m}$, the columns of $Y(x)$ form a orthonormal basis of the space of $A(x)$; $Z(x) \in \mathbb{R}^{n \times (n-m)}$, the columns of $Z(x)$ form an orthonormal
bases for the null space of $A(x)$; $R(x) \in R^{m\times m}$ is an $m \times m$ nonsingular upper triangular matrix. It is easy to see that

$$Y(x)^T Y(x) = I_m, \quad Z(x)^T Z(x) = I_{n-m},$$

$$Y(x) Y(x)^T + Z(x) Z(x)^T = I_n.$$

Since $\text{rank } A(x^*) = m$, the equation $\nabla f(x^*) + A(x^*) \lambda^* = 0$ can be written as:

$$Y(x^*)^T \nabla f(x^*) + R(x^*) \lambda^* = 0,$$

$$Z(x^*)^T \nabla f(x^*) = 0,$$

that is:

$$\lambda^* = -R(x^*)^{-1} Y(x^*)^T \nabla f(x^*),$$

$$Z(x^*)^T \nabla f(x^*) = 0. \quad (2.4)$$

Conversely, if (2.4) holds then

$$\nabla f(x^*) + A(x^*) \lambda^*$$

$$= (Y(x^*) Y(x^*)^T + Z(x^*) Z(x^*)^T) \nabla f(x^*) + Y(x^*) R(x^*) \lambda^*$$

$$= Y(x^*) [Y(x^*) \nabla f(x^*) + R(x^*) \lambda^*] + Z(x^*) Z(x^*)^T \nabla f(x^*) = 0.$$

Hence (2.3) is equivalent to

$$H(x^*) + s^* = 0, \quad s^* \geq 0,$$

$$Z(x^*)^T \nabla f(x^*) = 0, \quad (2.5)$$

$$s^*_i > 0 \quad \Rightarrow [-R(x^*)^{-1} Y(x^*)^T \nabla f(x^*)]_i = 0,$$

$$s^*_i = 0 \quad \Rightarrow [-R(x^*)^{-1} Y(x^*)^T \nabla f(x^*)]_i \geq 0.$$

We denote $\nabla F(u) = (\nabla f(x)^T, 0^T_m) \in R^{n+m}$ and introduce a matrix $D(u) \in R^{n \times n}$ as follows:

$$D(u) = \begin{pmatrix} \tilde{D}(u) & 0 \\ 0 & I_{n-m} \end{pmatrix}, \quad (2.6)$$
where $\tilde{D}(u) \in R^{m \times m}$ is the following diagonal matrix:

$$(\tilde{D}(u))_{ii} = \begin{cases} 1, & \text{if } [-R(x)^{-1}Y(x)^{T}\nabla f(x)]_i < 0, \\ s_i, & \text{if } [-R(x)^{-1}Y(x)^{T}\nabla f(x)]_i \geq 0. \end{cases}$$

Then last two equations of (2.5) can be written as:

$$\tilde{D}(u^*)[-R(x^*)^{-1}Y(x^*)^{T}\nabla f(x^*)] = 0.$$ 

We introduce another matrix $W(u) \in R^{(n+m) \times n}$:

$$W(u) = \begin{pmatrix} -Y(x)R(x)^{-T} & Z(x) \\ I_m & 0_{m \times (n-m)} \end{pmatrix}.$$ 

It is obvious that rank $W(u) = n$, $J(u)W(u) = 0$, and the columns of $W(u)$ form a basis for the null space of $J(u)$. Then we have the following proposition:

**Proposition 2.1** The point $u^* = ((x^*)^{T}, (s^*)^{T})^{T}$ is a first order KKT point of (1.1) if and only if $u^*$ satisfies:

1. $H(x^*) + s^* = 0,$
2. $s^* \geq 0,$
3. $D(u^*)W(u^*)^{T}\nabla F(u^*) = 0.$

**Remark 2.1** At point $[-R(x)^{-1}Y(x)^{T}\nabla f(x)]_i = 0$, matrix $D(u)$ is usually discontinuous, but $D(u)W(u)^{T}\nabla F(u)$ is still continuous.

### 3. Trial steps

Constrained optimization problem is often solved by SQP trust region algorithms. For problem (2.1), at $k$th iteration, we have $u_k$ and need to compute trial step $d_k$. The trial step is computed by solving the following trust region subproblem:

$$\begin{align*}
\text{minimize} & \quad l_k + \nabla u l_k^T d + \frac{1}{2}d^T B_k d \\
\text{subject to} & \quad C_k + J_k^T d = 0, \quad s_k + (d)_s \geq 0, \quad ||d|| \leq \Delta_k,
\end{align*}$$

where $B_k \in R^{(n+m) \times (n+m)}$ is a symmetric matrix and the Hessian of the Lagrangian at $(u_k, \lambda_k)$ or an approximation to it, $\Delta_k$ is the trust region
radius at \( k \)th iteration,
\[
\mathbf{u}_k = \begin{pmatrix} x_k \\ s_k \end{pmatrix}, \quad \mathbf{d}_k = \begin{pmatrix} (d_k)_x \\ (d_k)_s \end{pmatrix}.
\]

However, this approach may lead to inconsistent constraints if \( C_k \neq 0 \). To overcome this difficulty, similarly to [4], the trial step \( \mathbf{d}_k \) is determined as \( \mathbf{d}_k = \mathbf{d}_k^n + W_k \mathbf{d}_k^t \), where \( \mathbf{d}_k^n \) is the quasi-normal component, \( \mathbf{d}_k^t \in \mathbb{R}^n \), \( W_k \mathbf{d}_k^t \) is the tangential component with respect to the null space of the \( \mathbf{J}_k \). We require \( s_k > 0 \), \( s_k + (d_k)_s > 0 \). If \( \mathbf{d}_k \) is accepted, we set \( \mathbf{u}_{k+1} = \mathbf{u}_k + \mathbf{d}_k \).

We give now the method to compute \( \mathbf{d}_k^n \) and \( \mathbf{d}_k^t \).

3.1. The quasi-normal component

The quasi-normal component \( \mathbf{d}_k^n \) is related to the trust-region subproblem as follows:

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \| C_k + \mathbf{J}_k \mathbf{d}^n \|^2 \\
\text{subject to} & \quad \| \mathbf{d}^n \| \leq \tau \Delta_k,
\end{align*}
\]

(3.1)

where \( \tau \in (0, 1) \) is a constant independent of \( k \), \( \mathbf{J}_k = (A_k^T, \mathbb{I}_m) \)

In order to keep \( s_k > 0 \) for all \( k \), we require that \( \mathbf{d}^n \) has the form:
\[
\mathbf{d}^n = \begin{pmatrix} (d)_x \\ 0 \end{pmatrix}.
\]

Then (3.1) can be rewritten as:

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \| C_k + A_k^T (d)^n_x \|^2 \\
\text{subject to} & \quad \| (d^n)_x \| \leq \tau \Delta_k.
\end{align*}
\]

(3.2)

As in most trust region algorithms, we do not have to solve (3.2) exactly and only have to compute \( d_k^n \) satisfying the following conditions: there exist constants \( \kappa_1 \) and \( \beta_1 \) such that

\[
\begin{align*}
\| \mathbf{d}_k^n \| &= \| ((d)_x^n) \| \leq \kappa_1 \| C_k \|, \quad (3.3) \\
\| C_k \|^2 - \| C_k + A_k^T (d)_x^n \|^2 &\geq \beta_1 [\| C_k \|^2 - \| C_k + A_k^T v_k^n \|^2], \quad (3.4)
\end{align*}
\]
where \( v^n_k \in \mathbb{R}^n \) is the solution of the following problem

\[
\begin{aligned}
&\min \frac{1}{2} \| C_k + A_k^T v^n \|^2 \\
&\text{subject to } \| v^n \| \leq \tau \Delta_k, \ v^n \in \text{span}\{-A_k C_k\}.
\end{aligned}
\]

Condition (3.4) is called a fraction of Cauchy decrease condition (see [4], for example), which is easily satisfied. In [4] algorithms has been provided algorithms to compute \( d^n_k \) satisfying (3.3).

3.2. The tangential component

Denote \( q_k(d) = l_k + \nabla_u l_k^T d + \frac{1}{2} d^T B_k d \), which is a quadratic approximation of \( l(x, s, \lambda) \) at point \((x_k, s_k, \lambda_k)\).

Denote

\[
d_k^t = \begin{pmatrix} d_k^{\overline{t}} & \hat{d}_k^t \end{pmatrix},
\]

where \( d_k^{\overline{t}} \in \mathbb{R}^m \), \( \hat{d}_k^t \in \mathbb{R}^{n-m} \). Then

\[
d_k = \begin{pmatrix} (d_k)_x \\ (d_k)_s \end{pmatrix} = d_k^n + W_k d_k^t
\]

\[
= \begin{pmatrix} (d_k^n)_x \\ 0 \end{pmatrix} + \begin{pmatrix} -Y_k R_k^{-T} Z_k \\ I_m \end{pmatrix} \begin{pmatrix} \tilde{d}_k^t \\ \hat{d}_k^t \end{pmatrix},
\]

which implies \( \tilde{d}_k^t = (d_k)_s \). Hence

\[
d_k^t = \begin{pmatrix} (d_k)_s \\ \hat{d}_k^t \end{pmatrix}.
\]

Now we can write subproblem for \( d_k^t \) as follows:

\[
\begin{aligned}
&\minimize \quad q_k(d_k^n + W_k d^t) = q_k(d_k^n) + \bar{g}_k^T d^t + \frac{1}{2} (d^t)^T W_k^T B_k W_k d^t \\
&\text{subject to } \| \tilde{D}_k^{-1} d^t \| \leq \Delta_k, \ (d)_s \geq -\sigma_k s_k,
\end{aligned}
\]

where \( \sigma_k \in [\sigma, 1) \), \( \sigma \in (0, 1) \) is a constant and

\[
\bar{g}_k = W_k^T [\nabla_u l_k + B_k d^n_k] = W_k^T (\nabla F_k + J_k^T \lambda_k + B_k d^n_k)
\]
\[ W_k^T (\nabla F_k + B_k d_k^p) = \begin{pmatrix} \bar{g}_{k,1} \\ \bar{g}_{k,2} \end{pmatrix}, \]  

(3.6)

\[ \bar{D}_k = \begin{pmatrix} \bar{D}_k & 0 \\ 0 & I_{n-m} \end{pmatrix}, \quad (\bar{D}_k)_{ii} = \begin{cases} 1, & \text{if } (\bar{g}_{k,1})_i < 0, \\ (s_k)_i, & \text{if } (\bar{g}_{k,1})_i \geq 0, \end{cases} \]  

(3.7)

where \( \bar{g}_{k,1} \in \mathbb{R}^m, \bar{g}_{k,2} \in \mathbb{R}^{n-m}, \bar{D}_k \in \mathbb{R}^{m\times m} \) is a diagonal matrix. Again we do not need to compute exactly \( d_k^p \), and only required \( d_k^p \) to satisfy the following fraction of Cauchy decrease condition:

\[ q_k(d_k^p) - q_k(d_k^p + W_k d_k^d) \geq \beta_2 [q_k(d_k^p) - q_k(d_k^p + W_k v_k^d)], \]  

(3.8)

where \( \beta_2 > 0 \) is a constant, \( v_k^d \in \mathbb{R}^n \) is a solution of the following problem:

\[
\begin{align*}
\text{minimize} & \quad q_k(d_k^p + W_k v) \\
\text{subject to} & \quad \|\bar{D}_k^{-1}v\| \leq \Delta_k, \quad v \in \text{span}\{-\bar{D}_k^2 \bar{g}_k\}, \quad \bar{v} \geq -\sigma_k s_k,
\end{align*}
\]  

(3.9)

where \( \bar{v} \in \mathbb{R}^m, \hat{v} \in \mathbb{R}^{n-m}, v^T = (\bar{v}^T, \hat{v}^T) \).

**Remark 3.1** It is obvious that \( \bar{v}_k^d + s_k > 0 \).

**Remark 3.2** Inexact solution of (3.5) satisfying (3.8) exists, for example, we can choice \( d_k^d = v_k^d \). In Section 6 we will introduce an algorithm to solve subproblem (3.5).

3.3. Calculation of Lagrange multiplier \( \lambda_{k+1} \)

From (2.4) we have the following formula for calculating Lagrange multiplier:

\[ \lambda_{k+1} = -R(x_k + (d_k)_x)^{-1}Y(x_k + (d_k)_x)^T \nabla f(x_k + (d_k)_x). \]  

(3.10)

3.4. Choice of merit function

We use the augmented Lagrangian as a merit function:

\[ \Phi(x, s, \lambda; \rho) = f(x) + \sum_{i=1}^{m} \lambda_i (h_i(x) + s_i) + \rho \|C(u)\|^2, \]  

(3.11)

where \( \rho > 0 \) is a penalty parameter.
At $k$th iteration, the actual reduction is defined by

$$ared(d_k; \rho_k) = \Phi(x_k, s_k, \lambda_k; \rho_k)$$
$$- \Phi(x_k + (d_k)_x, s_k + (d_k)_s, \lambda_{k+1}; \rho_k), \quad (3.12)$$

and the predicted reduction is defined by

$$pred(d_k; \rho_k) = \Phi(x_k, s_k, \lambda_k; \rho_k)$$
$$- [q_k(d_k) + \Delta \lambda_k^T (J_k d_k + C_k) + \rho_k \|J_k d_k + C_k\|^2]$$
$$= q_k(0) - q_k(d_k) - \Delta \lambda_k^T (J_k d_k + C_k)$$
$$+ \rho_k \|\|C_k\|^2 - \|J_k d_k + C_k\|^2], \quad (3.13)$$

where $\Delta \lambda_k = \lambda_{k+1} - \lambda_k$.

4. Statement of algorithm

Algorithm 4.1

Step 0. Choose $u_0 = (x_0^T, s_0^T)^T$, $x_0 \in R^n$, $s_0 \in R^m$, $s_0 > 0$, $\Delta_0 > 0$ and $\lambda_0 \in R^m$, $\rho_- \geq 1$, symmetric $B_0 \in R^{(n+m)x(n+m)}$, $a_1, \tau \in (0, 1)$, $\bar{\rho} > 0$, $\Delta_{\text{max}} \geq \Delta_{\text{min}} > 0$, $\eta \in (0, 1)$. $k := 0$.

Step 1. If $\|C_k\| + \|D_k W_k^T \nabla F_k\| \leq \varepsilon$ then stop.

Step 2. Compute $d_k^n$ satisfying (3.3) and (3.4); Compute $d_k^t$ satisfying (3.8); $d_k := d_k^n + W_k d_k^t$.

Step 3. Compute $\lambda_{k+1}$ by (3.10), $\Delta \lambda_k := \lambda_{k+1} - \lambda_k$.

Step 4. Compute pred$(d_k; \rho_{k-1})$.

If pred$(d_k; \rho_{k-1}) \geq \frac{\rho_{k-1}}{2} \|C_k\|^2 - \|J_k d_k + C_k\|^2$ then set $\rho_k = \rho_{k-1}$;

Otherwise set

$$\rho_k = \frac{2[q_k(d_k) - q_k(0) + \Delta \lambda_k^T (J_k d_k + C_k)]}{\|\|C_k\|^2 - \|J_k d_k + C_k\|^2} + \bar{\rho}. \quad (4.1)$$

Step 5. Compute ared$(d_k; \rho_k)$, pred$(d_k; \rho_k)$. If

$$\frac{ared(d_k; \rho_k)}{pred(d_k; \rho_k)} < \eta,$$

then $\Delta_k := a_1 \|d_k\|$ and goto Step 2;
Otherwise $\Delta^k := \Delta_k$, choose $\Delta_{k+1}$ such that $\Delta_{\text{max}} \geq \Delta_{k+1} \geq \max\{\Delta_{\text{min}}, \Delta^k\}$.

**Step 6.** $x_{k+1} := x_k + (d_k)_x; s_{k+1} := s_k + (d_k)_s$, compute $B_{k+1}$, $k := k + 1$ goto Step 1.

**Remark 4.1** From Step 4 we have:

$$\rho_k \geq \rho_{k-1} \geq 1, \quad (4.2)$$

$$\text{pred}(d_k; \rho_k) \geq \frac{\rho_k}{2} \left[ ||C_k||^2 - ||J_k d_k + C_k||^2 \right]. \quad (4.3)$$

In fact, if $\rho_k = \rho_{k-1}$ then (4.2) and (4.3) are obvious. If $\rho_k$ is updated by (4.1) then (4.2) is obvious and we have

$$\frac{\rho_k}{2} = \frac{q_k(d_k) - q_k(0) + \Delta \lambda^T_k (J_k d_k + C_k)}{||C_k||^2 - ||J_k d_k + C_k||^2} + \frac{\bar{\rho}}{2}$$

$$\geq \frac{q_k(d_k) - q_k(0) + \Delta \lambda^T_k (J_k d_k + C_k)}{||C_k||^2 - ||J_k d_k + C_k||^2},$$

$$q_k(0) - q_k(d_k) - \Delta \lambda^T_k (J_k d_k + C_k) \geq -\frac{\rho_k}{2} \left[ ||C_k||^2 - ||J_k d_k + C_k||^2 \right],$$

which combining with (3.13) yields (4.3).

5. **Global convergence**

5.1. **Assumptions of global convergence**

In order to establish the global convergence of Algorithm 4.1, we need some assumptions (compare with [4–6]).

**AS.1** For all $k$, $u_k, u_k + d_k \in \Omega \subset R^{n+m}$,

$$\Omega = \begin{pmatrix} \Omega_x \\ \Omega_s \end{pmatrix}, \quad \Omega_x \subset R^n, \quad \Omega_s = R_+^m,$$

where $\Omega_x$ is an open convex set of $R^n$.

**AS.2** $f(x), h_i(x)$ $(i \in I)$ are twice continuously differentiable on $\Omega_x$.

**AS.3** For any $x \in \Omega_x$, $\text{rank } A(x) = m$.

**AS.4** $f(x), \nabla f(x), \nabla^2 f(x), h_i(x), Y(x), Z(x), R(x), \nabla^2 h_i(x), R(x)^{-1}$ are uniformly bounded on $\Omega_x$.

**AS.5** $\{B_k\}, \{s_k\}$ are bounded.
Hence there are constants \( \nu_i > 0 \), \( (i = 1, 2, \ldots, 9) \) independent of \( k \) and \( u \), such that:

\[
\begin{align*}
\|\nabla f(x)\| &\leq \nu_1, \quad \|Y_k\| \leq \nu_2, \quad \|R_k^{-1}\| \leq \nu_3, \\
\|R_k\| &\leq \nu_4, \quad \|R_k\| \leq \nu_5, \quad \|W_k\| \leq \nu_6, \\
\|\overline{D}_k\| &\leq \nu_7, \quad \|B_k\| \leq \nu_8, \quad \|\lambda_k\| \leq \nu_9.
\end{align*}
\]  
(5.1)

From now on we assume that above assumptions hold.

5.2. Intermediate results

**Lemma 5.1** Assume \( d_k \) is computed by algorithm 4.1. Then for each \( k \) we have

\[
\|C_k\|^2 - \|J_kd_k + C_k\|^2 \geq \kappa_2\|C_k\| \min\{\tau \Delta_k, \kappa_3\|C_k\|\},
\]  
(5.2)

where \( \kappa_2, \kappa_3 \) are positive constants independent of \( k \).

**Proof.** We have \( d_k = d_k^n + W_kd_k^t \) and

\[
A_k^T(d_k^n)_{x} = (A_k^T, I_m) \begin{pmatrix} (d_k^n)_{x} \\ 0 \end{pmatrix} + J_kW_kd_k^t = J_kd_k.
\]

Then \( \|C_k\|^2 - \|J_kd_k + C_k\|^2 = \|C_k\|^2 - \|A_k^T(d_k^n)_{x} + C_k\|^2 \). From reference [9] and global assumptions we have

\[
\begin{align*}
\|C_k\|^2 - \|A_k^T(d_k^n)_{x} + C_k\|^2 &\geq \frac{1}{2} \|A_kC_k\| \min\{\tau \Delta_k, \frac{\|A_kC_k\|}{\|A_k^T\|^2}\}, \\
\|A_kC_k\| &\geq \frac{\|C_k\|}{\nu_2\nu_3}, \quad \|A_kA_k^T\| \leq \nu_2^{\nu_3^2}\nu_4^2.
\end{align*}
\]

Hence

\[
\|C_k\|^2 - \|J_kd_k + C_k\|^2 \geq \kappa_2\|C_k\| \min\{\tau \Delta_k, \kappa_3\|C_k\|\},
\]

where \( \kappa_2 = \frac{1}{2\nu_2\nu_3}, \kappa_3 = \frac{1}{\nu_2^3\nu_3^2\nu_4^2} \). The proof is completed. \( \square \)

**Lemma 5.2** Assume \( d_k^t \) is an approximate solution of (3.5) and satisfies (3.8). Then we have

\[
q_k(d_k^n) - q_k(d_k^n + W_kd_k^t) \geq \kappa_4\|\overline{D}_k\overline{g}_k\| \min\{\kappa_5\|\overline{D}_k\overline{g}_k\|, \kappa_6\Delta_k\},
\]  
(5.3)

where \( \kappa_4, \kappa_5, \kappa_6 \) are positive constants independent of \( k \).
Proof. Denote
\[ \hat{g}_k = \bar{D}_k \bar{g}_k = \begin{pmatrix} \hat{g}_{k,1} \\ \hat{g}_{k,2} \end{pmatrix}. \]
Define \( \psi : R^+ \to R \) as follows:
\[ \psi(t) = q_k \left( d_k^T - tW_k \bar{D}^2 \frac{\bar{g}_k}{\| \bar{D}_k \bar{g}_k \|} \right) - q_k (d_k^T) \]
\[ = -t \| \bar{g}_k \| + \frac{1}{2} t^2 r_k, \]
where \( r_k = \hat{g}_k^T \hat{B}_k \hat{g}_k / \| \hat{g}_k \|^2, \hat{B}_k = \bar{D}_k W_k^T B_k W_k \bar{D}_k. \)

It is obvious that
\[ v = -t \bar{D}_k^2 \frac{\bar{g}_k}{\| \bar{D}_k \bar{g}_k \|} = -t \bar{D}_k \frac{\hat{g}_k}{\| \hat{g}_k \|} \in \text{span}\{-\bar{D}_k^2 \bar{g}_k\}, \]
we denote
\[ v = \begin{pmatrix} \bar{v} \\ \hat{v} \end{pmatrix} = -\frac{t}{\| \hat{g}_k \|} \begin{pmatrix} \hat{D}_k \hat{g}_{k,1} \\ \hat{g}_{k,2} \end{pmatrix}, \]
where \( \bar{v} \in R^m, \hat{v} \in R^{n-m}. \) Then \( v = -t \bar{D}_k \hat{g}_{k,1} / \| \hat{g}_k \|. \)

We require \( v \) to satisfy feasible conditions of (3.9), i.e.
\[ (i) \| \bar{D}_k^{-1} v \| \leq \Delta_k, \quad (ii) \bar{v} \geq -\sigma_k s_k. \]

It is easy to show that the two conditions above are satisfied for \( t \in [0, T_k], \) where \( T_k = \min\{\Delta_k, \sigma_k \min\{\| \hat{g}_k \| / (\hat{g}_k)_i, (\hat{g}_k)_i > 0\}\}. \)

Let \( t_k^* \) be the minimum point of \( \psi \) in \([0, T_k]. \)

If \( t_k^* \in (0, T_k) \) then it is obvious \( 0 < r_k \leq \| \hat{B}_k \|, \) and
\[ \psi(t_k^*) = -\frac{\| \hat{g}_k \|^2}{2 r_k} \leq -\frac{\| \hat{g}_k \|^2}{2 \| \hat{B}_k \|}, \tag{5.4} \]

Assume \( t_k^* = T_k. \) Then for case \( r_k > 0, \) we have \( \| \hat{g}_k \| / r_k \geq T_k, \) i.e. \( r_k T_k \leq \| \hat{g}_k \|; \) For case \( r_k \leq 0, \) we have also \( r_k T_k \leq \| \hat{g}_k \|. \) Hence, for \( t_k^* = T_k \) we have
\[ \psi(t_k^*) = \psi(T_k) = -T_k \| \hat{g}_k \| + \frac{T_k^2}{2} T_k^2 \leq -\frac{1}{2} T_k \| \hat{g}_k \|. \]
which combining with (5.4) yields
\[-\psi(t_k^*) \geq \frac{1}{2} \|\hat{g}_k\| \min\left\{ \frac{\|\hat{g}_k\|}{\|\hat{B}_k\|}, T_k \right\}.\]

Because of
\[T_k \geq \min\{\Delta_k, \sigma_k\} \geq \Delta_k \min\left\{1, \frac{\sigma}{\Delta_{\max}}\right\} = \kappa_6 \Delta_k,\]
\[\|\hat{B}_k\| \leq \nu_6^2 \nu_7^2 \nu_8,\]
we conclude that
\[-\psi(t_k^*) \geq \frac{1}{2} \|\overline{D}_k \overline{g}_k\| \min\{\kappa_5 \|\overline{D}_k \overline{g}_k\|, \kappa_6 \Delta_k\},\]
where \(\kappa_5 = 1/\nu_6^2 \nu_7^2 \nu_8\), \(\kappa_6 = \min\{1, \sigma/\Delta_{\max}\}\) are constants independent of \(k\).

From the definition of \(v_k^d\) we have
\[q_k(d_k^n) - q_k(d_k^n + W_k v_k^d) \geq -\psi(t_k^*) \geq \frac{1}{2} \|\overline{D}_k \overline{g}_k\| \min\{\kappa_5 \|\overline{D}_k \overline{g}_k\|, \kappa_6 \Delta_k\},\]
which combining with (3.8) implies (5.3) with \(\kappa_4 = \beta_2/2\). \(\square\)

**Lemma 5.3** Assume \(d_k\) is computed by algorithm. Then
\[\text{pred}(d_k; \rho) \geq \kappa_4 \|\overline{D}_k \overline{g}_k\| \min\{\kappa_5 \|\overline{D}_k \overline{g}_k\|, \kappa_6 \Delta_k\} - \kappa_7 \|C_k\| + \rho [\|C_k\|^2 - \|J_k d_k + C_k\|^2].\] (5.5)

**Proof.** From (3.13) and \(d_k = d_k^n + W_k d_k^t\) we have
\[\text{pred}(d_k, \rho) = [q_k(0) - q_k(d_k^n) - \Delta \lambda_k^T (J_k d_k + C_k)] + [q_k(d_k^n) - q_k(d_k^n + W_k d_k^t)] + \rho [\|C_k\|^2 - \|J_k d_k + C_k\|^2].\]
By using global assumptions, condition (3.3) and Lemma 5.1 we obtain
\[q_k(0) - q_k(d_k^n) - \Delta \lambda_k^T (J_k d_k + C_k) = -\nabla u l_k^T d_k^n - \frac{1}{2} (d_k^n)^T B_k d_k^n - \Delta \lambda_k^T (J_k d_k + C_k) \geq -\|\nabla u l_k^T\| \|d_k^n\| \|d_k^n\| - \|\Delta \lambda_k\| \|C_k\| \geq -\kappa_7 \|C_k\|,\]
where \( \kappa_7 = \left[ \nu_1 + (\nu_2 \nu_4 + 1) \nu_9 + \frac{1}{3} \nu_8 \tau \Delta_{\text{max}} \right] \kappa_1 + 2 \nu_9 \) is a constant independent of \( k \). Then (5.5) follows from Lemma 5.2.

**Lemma 5.4** ([1]) There is a positive constant \( \kappa_8 \) independent of \( k \) such that

\[
| \text{ared}(d_k; \rho_k) - \text{pred}(d_k; \rho_k) | \leq \kappa_8 \rho_k \| d_k \|^2. \tag{5.6}
\]

### 5.3. Global Convergence

**Lemma 5.5** If \( \| C_k \| \leq \alpha \Delta_k, \| \bar{D}_k \bar{g}_k \| + \| C_k \| > \epsilon \) and

\[
\alpha \leq \min \left\{ \frac{\epsilon}{3 \Delta_{\text{max}}}, \frac{\kappa_4 \epsilon}{3 \kappa_7 \min \left\{ \frac{2 \kappa_5 \epsilon}{3 \Delta_{\text{max}}}, \kappa_6 \right\}} \right\}. \tag{5.7}
\]

Then

\[
\text{pred}(d_k; \rho_k) \geq \frac{\kappa_4}{2} \| \bar{D}_k \bar{g}_k \| \min \{ \kappa_5 \| \bar{D}_k \bar{g}_k \|, \kappa_6 \Delta_k \}
+ \rho \left[ \| C_k \|^2 - \| J_k d_k + C_k \|^2 \right], \tag{5.8}
\]

\[
\rho_k \geq \kappa_9 \Delta_k, \tag{5.9}
\]

where \( \kappa_9 \) is a constant independent of \( k \).

**Proof.** From \( \| \bar{D}_k \bar{g}_k \| + \| C_k \| \geq \epsilon \) and (5.7) we have \( \| C_k \| \leq \frac{\epsilon}{3}, \| \bar{D}_k \bar{g}_k \| > \frac{2}{3} \epsilon \). Then it follows from Lemma 5.3 and (5.7) that

\[
\text{pred}(d_k; \rho)
\geq \frac{\kappa_4}{2} \| \bar{D}_k \bar{g}_k \| \min \{ \kappa_5 \| \bar{D}_k \bar{g}_k \|, \kappa_6 \Delta_k \}
+ \frac{1}{3} \epsilon \kappa_4 \min \left\{ \frac{2 \epsilon \kappa_5}{3 \kappa_6}, \kappa_6 \Delta_k \right\}
- \kappa_7 \| C_k \| + \rho \left[ \| C_k \|^2 - \| J_k d_k + C_k \|^2 \right]
\geq \frac{\kappa_4}{2} \| \bar{D}_k \bar{g}_k \| \min \{ \kappa_5 \| \bar{D}_k \bar{g}_k \|, \kappa_6 \Delta_k \}
+ \frac{1}{3} \epsilon \kappa_4 \Delta_k \min \left\{ \frac{2 \epsilon \kappa_5}{3 \Delta_{\text{max}}}, \kappa_6 \right\}
- \kappa_7 \alpha \Delta_k + \rho \left[ \| C_k \|^2 - \| J_k d_k + C_k \|^2 \right]
\geq \frac{\kappa_4}{2} \| \bar{D}_k \bar{g}_k \| \min \{ \kappa_5 \| \bar{D}_k \bar{g}_k \|, \kappa_6 \Delta_k \}
+ \rho \left[ \| C_k \|^2 - \| J_k d_k + C_k \|^2 \right].
\]

(5.8) is proved.

From Lemma 5.1 and (5.8) we have

\[
\text{pred}(d_k; \rho) \geq \frac{\kappa_4}{2} \| \bar{D}_k \bar{g}_k \| \min \{ \kappa_5 \| \bar{D}_k \bar{g}_k \|, \kappa_6 \Delta_k \}
\]
\[ \geq \frac{\kappa_4 \epsilon}{3} \min \left\{ \frac{2\kappa_5 \epsilon}{\Delta_{\text{max}}}, \kappa_6 \right\} \Delta_k = \kappa_9 \Delta_k, \]

where \( \kappa_9 = \frac{\kappa_4 \epsilon}{3} \min \left\{ \frac{2\kappa_5 \epsilon}{\Delta_{\text{max}}}, \kappa_6 \right\} \) is a constant. \( (5.9) \) is proved. \( (5.8) \) implies that

\[ \text{pred}(d_k; \rho_{k-1}) \geq \rho_{k-1} \left[ ||C_k||^2 - ||J_k d_k + C_k||^2 \right]. \]

Then from Step 4 of the algorithm we know \( \rho_k = \rho_{k-1} \).

**Theorem 5.6** The algorithm is valid, that is, interior loop (Step 2–Step 5) can be ended in finite times at each iteration.

**Proof.** Let the index of interior loop be \( i \) and the correspondent values be

\[ \Delta_{k,i}, d_{k,i}, \rho_{k,i}, \text{pred}(d_{k,i}; \rho_{k,i}), \text{ared}(d_{k,i}; \rho_{k,i}). \]

The values \( C_k, J_k, W_k \) are not changed in interior loop.

The proof is by contradiction. If \( i \rightarrow +\infty \) then from algorithm we have \( \Delta_{k,i} \rightarrow 0 \) and

\[ \left| \frac{\text{ared}(d_{k,i}; \rho_{k,i})}{\text{pred}(d_{k,i}; \rho_{k,i})} - 1 \right| > 1 - \eta. \quad (5.10) \]

We consider two cases:

**Case (i):** Assume \( ||C_k|| \neq 0 \). Then from \( (4.3) \) and **Lemma 5.1** we know

\[ \text{pred}(d_{k,i}; \rho_{k,i}) \geq \frac{\rho_{k,i}}{2} \left[ ||C_k||^2 - ||C_k + J_k d_{k,i}||^2 \right] \]

\[ \geq \frac{\rho_{k,i}}{2} \kappa_2 ||C_k|| \min \{ \tau \Delta_{k,i}, \kappa_3 ||C_k|| \} \]

\[ \geq \frac{\rho_{k,i}}{2} \kappa_2 ||C_k|| \min \{ \tau, \frac{\kappa_3 ||C_k||}{\Delta_{\text{max}}} \} \Delta_{k,i}, \]

which combining with **Lemma 5.4** yields

\[ \left| \frac{\text{ared}(d_{k,i}; \rho_{k,i})}{\text{pred}(d_{k,i}; \rho_{k,i})} - 1 \right| \leq \frac{\kappa_8 \rho_{k,i} ||d_{k,i}||^2}{\frac{\rho_{k,i}}{2} \kappa_2 ||C_k|| \min \{ \tau, \frac{\kappa_3 ||C_k||}{\Delta_{\text{max}}} \} \Delta_{k,i}} \]

\[ \leq \frac{2\kappa_8}{\kappa_2 ||C_k|| \min \{ \tau, \frac{\kappa_3 ||C_k||}{\Delta_{\text{max}}} \} } \Delta_{k,i} \rightarrow 0. \]

It contradicts with \( (5.10) \).
Case (ii): Assume $\|C_k\| = 0$. Then it follows from (3.3), (2.6) and (3.7) that $d_{k,i}^n = 0$, and

$$
\bar{g}_k = \begin{pmatrix}
\bar{g}_{k,1} \\
\bar{g}_{k,2}
\end{pmatrix} = \begin{pmatrix}
-R_k^{-1}Y_k^T \nabla f_k \\
Z_k^T \nabla f_k
\end{pmatrix},
$$

$$
\hat{D}_k = \tilde{D}_k, \quad D_k = \bar{D}_k, \quad \|D_k W_k^T \nabla F_k\| = \|\bar{D}_k \bar{g}_k\|.
$$

Therefore, it follows from Lemma 5.4 and Lemma 5.5 that $\rho_{k,i} = \rho_{k-1}$ and

$$
\frac{\text{ared}(d_{k,i}; \rho_{k-1})}{\text{pred}(d_{k,i}; \rho_{k-1})} - 1 \leq \frac{\kappa_8 \rho_{k-1} \|d_{k,i}\|^2}{\kappa_9 \triangle_{k,i}} \to 0,
$$

which contradicts with (5.10) again. The proof is completed.

\textbf{Lemma 5.7} If $\|\bar{D}_k \bar{g}_k\| + \|C_k\| > \epsilon$ for all $k$ then the sequence $\{\rho_k\}$ and $\Phi(x_k, s_k, \lambda_k; \rho_k)$ are bounded.

\text{Proof.} See Lemma 7.11 and Lemma 7.12 of paper [4].

\textbf{Lemma 5.8} If $\|\bar{D}_k \bar{g}_k\| + \|C_k\| > \epsilon$ for all $k$ then there exists a constant $\Delta^*_{\text{independent}}$ of $k$ such that

$$
\Delta^k \geq \Delta^*,
$$

where $\Delta^k$ is the accepted radius of trust region method at the $k$th iteration.

\text{Proof.} We consider the $k$th iteration. Denote by $\Delta_k = \Delta_{k,0}$ the starting radius. Let $j$ be the number of interior loop, $d_{k,j} = d_k$ is the accepted trial step.

1. If $j = 0$ then

$$
\Delta^k = \Delta_{k,0} = \Delta_k \geq \Delta_{\text{min}}.
$$

2. If $j \geq 1$ then discuss three cases:

   (i) $\|C_k\| > \alpha \Delta_{k,i}$ for all $i = 0, 1, 2, \ldots, j$.

   (ii) There exists a largest index $l < j$ such that $\|C_k\| > \alpha \Delta_{k,i}$ for $i = l + 1, \ldots, j$ holds.

   (iii) $\|C_k\| = 0$.

Case (i): In this case $i = 0, 1, \ldots, j - 1$ correspond reject steps. From
of trust-region algorithm for inequality constrained optimization

\[ (4.3) \text{, Lemma 5.1 and Lemma 5.4 we have} \]
\[
1 - \eta \leq \left| \frac{\text{ared}(d_{k,i}; \rho_{k,i})}{\text{pred}(d_{k,i}; \rho_{k,i})} - 1 \right| \leq \frac{2\kappa_{8}\|d_{k,i}\|}{\kappa_{2}\|C_{k}\| \min\{\tau, \alpha\kappa_{3}\}}
\]
\[
\|d_{k,i}\| \geq \frac{\kappa_{2}\|C_{k}\| \min\{\tau, \alpha\kappa_{3}\}(1 - \eta)}{2\kappa_{8}} \geq \frac{\kappa_{2}\alpha\Delta_{\min} \min\{\tau, \alpha\kappa_{3}\}(1 - \eta)}{2\kappa_{8}}.
\]

Hence
\[
\Delta^{k} = \Delta_{k,j} = a_{1}\|d_{k,j-1}\| \geq K_{11}, \quad (5.13)
\]
where
\[
K_{11} = \frac{a_{1}\kappa_{2}\alpha\Delta_{\min} \min\{\tau, \alpha\kappa_{3}\}(1 - \eta)}{2\kappa_{8}}.
\]

Case (ii): For \( i = 0, 1, \ldots, l \) holds \( \|C_{k}\| \leq \alpha\Delta_{k,i} \). From Lemma 5.5 we know \( \text{pred}(d_{k,i}; \rho_{k,i}) \geq \kappa_{9}\Delta_{k,i} \). Since \( d_{k,i} \) is rejected step, it follows from Lemma 5.4 and Lemma 5.7 that
\[
1 - \eta < \left| \frac{\text{ared}(d_{k,i}; \rho_{k,i})}{\text{pred}(d_{k,i}; \rho_{k,i})} - 1 \right| \leq \frac{\kappa_{8}\rho^{*}\|d_{k,i}\|}{\kappa_{9}},
\]
\[
\|d_{k,i}\| \geq \frac{\kappa_{9}(1 - \eta)}{\kappa_{8}\rho^{*}}, \quad (5.14)
\]
where \( \rho^{*} \) is an upper bound of \( \{\rho_{k}\} \).

For \( i = l + 1, \ldots, j \) holds \( \|C_{k}\| > \alpha\Delta_{k,i} \). If \( j = l + 1 \), then from the way of updating the trust-region radius, we have \( \Delta^{k} = \Delta_{k,j} = a_{1}\|d_{k,i}\| \). If \( j > l + 1 \), then same as in Case (i) we have for rejected step \( d_{k,i} \)
\[
\|d_{k,i}\| \geq \frac{\kappa_{2}\|C_{k}\| \min\{\tau, \alpha\kappa_{3}\}(1 - \eta)}{2\kappa_{8}} \geq \frac{\kappa_{2}\alpha\min\{\tau, \alpha\kappa_{3}\}(1 - \eta)}{2\kappa_{8}} \Delta_{k,l+1} = \frac{\kappa_{2}\alpha\min\{\tau, \alpha\kappa_{3}\}(1 - \eta)}{2\kappa_{8}} a_{1}\|d_{k,i}\|,
\]
\[ \Delta^k = a_1 \|d_{k,j-1}\| \geq \frac{a_1^2 \kappa_2 \alpha \min\{\tau, \alpha \kappa_3\} (1 - \eta)}{2 \kappa_8} \|d_{k,l}\|. \]

Denote
\[ K_{12} = \min\left\{ a_1, \frac{a_1^2 \kappa_2 \alpha \min\{\tau, \alpha \kappa_3\} (1 - \eta)}{2 \kappa_8} \right\}. \]

Then for \( i = l + 1, \ldots, j \) we have
\[ \Delta^k = \Delta_{k,j} \geq K_{12} \|d_{k,l}\|. \]

Since \( d_{k,l} \) is rejected step, which satisfies (5.14), we have for Case (ii)
\[ \Delta^k \geq K_{12} \frac{\kappa(1 - \eta)}{\kappa_8 \rho^*}. \] (5.15)

Case (iii): Similar to the Proof of Theorem 5.6 we have \( \|\bar{D}_{k} \bar{g}_k\| > \epsilon \). Then from Lemma 5.5 we have \( \rho_{k,i} = \rho_{k-1} \) and
\[ \text{pred}(d_{k,i}; \rho_{k,i}) \geq \frac{\kappa_4}{2} \epsilon \min\left\{ \frac{\kappa_5 \epsilon}{\Delta_{\max}}, \kappa_6 \right\} \Delta_{k,i}. \]

For rejected step \( d_{k,i} \), we have
\[ \left| \frac{\text{ared}(d_{k,i}; \rho_{k-1})}{\text{pred}(d_{k,i}, \rho_{k-1})} - 1 \right| > 1 - \eta. \]

Hence combination of Lemma 5.4 and Lemma 5.7 implies that
\[ \|d_{k,i}\| \geq \frac{(1 - \eta) \kappa_4 \epsilon \min\{\frac{\kappa_5 \epsilon}{\Delta_{\max}}, \kappa\}}{2 \kappa_8 \rho^*}. \]

Therefore, we have
\[ \Delta^k = a_1 \|d_{k,j-1}\| \geq K_{13}, \] (5.16)

where
\[ K_{13} = \frac{a_1 (1 - \eta) \kappa_4 \epsilon \min\{\frac{\kappa_4 \epsilon}{\Delta_{\max}}, \kappa_6\}}{2 \kappa_8 \rho^*}. \]

Finally, it follows from (5.12), (5.13), (5.15) and (5.16) that (5.11) holds with \( \Delta^* = \min\{\Delta_{\min}, K_{11}, K_{12} \frac{\kappa_9 (1 - \eta)}{\kappa_8 \rho^*}, K_{13}\} \). The proof is completed. \( \square \)
Theorem 5.9  The sequences of \{u_k\} generated by Algorithm 4.1 satisfies
\[
\lim_{k \to +\infty} \inf \| D_k W_k^T \nabla F_k \| + \| C_k \| = 0. \tag{5.17}
\]

Proof.  First we proof
\[
\lim_{k \to +\infty} \inf \| \bar{D}_k \bar{g}_k \| + \| C_k \| = 0. \tag{5.18}
\]

The proof of (5.18) is by contradiction. Suppose for all \(k\)
\[
\| \bar{D}_k \bar{g}_k \| + \| C_k \| > \epsilon.
\]
We discuss two cases: (i) \(\| C_k \| \leq \alpha \Delta^k\); (ii) \(\| C_k \| > \alpha \Delta^k\), where \(\alpha\) is defined by (5.7).

Case (i):  From Lemma 5.5 and Lemma 5.8 we have
\[
pred(d_k; \rho_k) \geq \kappa_9 \Delta^k \geq \kappa_9 \Delta^*.
\]

Case (ii):  From (4.2), (4.3), Lemma 5.1 and Lemma 5.8 we have
\[
pred(d_k; \rho_k) \geq \frac{\rho_k}{2} [\| C_k \|^2 - \| J_k d_k + C_k \|^2]
\geq \frac{1}{2} \kappa_2 \| C_k \| \min\{\tau \Delta^k, \kappa_3 \| C_k \|\}
\geq \frac{\kappa_2}{2} \alpha \min\{\tau, \kappa_3 \alpha\} (\Delta^*)^2.
\]

Denote \(K_{14} = \min\{\kappa_9 \Delta^*, \frac{\kappa_2}{2} \alpha \min\{\tau, \kappa_3 \alpha\} (\Delta^*)^2\}\). Then for two cases
\[
pred(d_k; \rho_k) \geq K_{14}.
\]

Hence, for all \(k\) we have
\[
\Phi_k - \Phi_{k+1} \geq \eta \ pred(d_k; \rho_k) \geq \eta K_{14},
\]
which contradicts with boundedness of \(\Phi(x_k, s_k, \lambda_k; \rho_k)\). Then (5.18) holds.

Next we prove (5.17).
Let \(\lim_{k \in K_1} [\| \bar{D}_k \bar{g}_k \| + \| C_k \|] = 0\). We have \(\lim_{k \in K_1} \| C_k \| = \lim_{k \in K_1} \| d_k^o \| = 0\) by (3.3). Because of the global assumptions and the expression of \(\bar{g}_k\) we have
\[
\lim_{k \in K_1} \| \bar{D}_k \bar{g}_k \| = \lim_{k \in K_1} \| \bar{D}_k W_k^T \nabla F_k \| = 0. \tag{5.19}
\]
Next we only show that $\tilde{D}_k$ can be replaced by $D_k$. From expressions (2.6) and (3.7) we need only to consider $\tilde{D}_k$ and $\hat{D}_k$. Denote
\[
B_k = \begin{pmatrix}
B_{k1} & B_{k2} \\
B_{k3} & B_{k4}
\end{pmatrix},
\]
where $B_{k1} \in \mathbb{R}^{n \times n}$, $B_{k2} \in \mathbb{R}^{n \times m}$, $B_{k3} \in \mathbb{R}^{m \times n}$, $B_{k4} \in \mathbb{R}^{m \times m}$.

Given $i \in \{1, 2, \ldots, m\}$. Assume there exists $\epsilon_1 > 0$ such that for all $k \in K_1$ holds
\[
|((\tilde{D}_k - \hat{D}_k)(-R_k^{-1}Y_k^T \nabla f_k))_i| > \epsilon_1.
\]
(5.20)
It is obvious that $(-R_k^{-1}Y_k^T \nabla f_k)_i \not\rightarrow 0$. Then exists $\epsilon_2 > 0$ and $K_2 \subset K_1$ such that $|(-R_k^{-1}Y_k^T \nabla f_k)_i| > \epsilon_2$ for $k \in K_2$. There are two cases for $k$:

(i) $(-R_k^{-1}Y_k^T \nabla f_k)_i > \epsilon_2 > 0$;
(ii) $(-R_k^{-1}Y_k^T \nabla f_k)_i < -\epsilon_2 < 0$.

For Case (i) we have $(\tilde{D}_k)_i = (s_k)_i$. From $\lim_{k \in K_2} \|d_k^n\| = 0$ and the global assumptions we know for sufficiently large $k \in K_2$ holds
\[
(\tilde{g}_{k,1})_i = [-R_k^{-1}Y_k^T \nabla f_k + (-R_k^{-1}Y_k^T B_{k1} + B_{k3})(d_k^n)_x]_i > \frac{\epsilon_2}{2} > 0.
\]
Hence $(\tilde{D}_k)_i = (s_k)_i = (\tilde{D}_k)_i$. Similarly for Case (ii) we have $(\tilde{D}_k)_i = (\hat{D}_k)_i = 1$ for sufficiently large $k \in K_2$.

Therefore $\lim_{k \in K_2} |(\tilde{D}_k - \hat{D}_k)_i| = 0$. It contradicts with (5.20). So we obtain
\[
\liminf_k |((\tilde{D}_k - \hat{D}_k)(-R_k^{-1}Y_k^T \nabla f_k))_i| = 0.
\]
Hence we have
\[
\liminf_k \norm{(\tilde{D}_k - \hat{D}_k)(-R_k^{-1}Y_k^T \nabla f_k)} = \liminf_k \norm{(D_k - \overline{D}_k)W_k^T \nabla F_k} = 0,
\]
which combining with (5.19) yields
\[
\liminf_k \|D_k W_k^T \nabla F_k\| = 0,
\]
and
\[
\liminf_k \|D_k W_k^T \nabla F_k\| + \|C_k\| = 0.
\]
The theorem has been proved. □

Remark 5.1 Theorem 5.9 and Proposition 2.1 show that there exists at least one accumulation point of \( \{x_k\} \) generated by the Algorithm 4.1, which is a KKT point of (1.1).

6. Numerical example

First we give a method to solve subproblems of (3.2) and (3.5) respectively to satisfy \( \text{(3.3)}, \text{(3.4)} \) and \( \text{(3.8)} \).

The quasi-normal component \( d_k^n \) is computed by the following formulas:

\[
d_k^n = \begin{pmatrix} -\alpha_k Y_k R_k^{-T} C_k \\ 0 \end{pmatrix},
\]

where

\[
\alpha_k = \begin{cases} 1, & \text{if } \| -Y_k R_k^{-T} C_k \| \leq \tau \Delta_k, \\ \frac{\tau \Delta_k}{\| -Y_k R_k^{-T} C_k \|}, & \text{otherwise}. \end{cases}
\]

(6.2)

We apply the basic conjugate-gradient algorithm proposed by Steihang and Toint to solve the problem (3.5) and modify it to incorporate the constraint \( (d)_s \geq -\sigma_k s_k \).

Algorithm 6.1

Step 1. Set \( (d^t)^0 = 0 \in R^n, r_0 = -\bar{g}_k, q_0 = \bar{D}_k r_0, d_0 = q_0, 1 >> \epsilon_1 > 0 \).

Step 2. For \( i = 1, 2, \ldots \) do

1. set

\[
(d^t)^i = \begin{pmatrix} (d^t_1)^i \\ (d^t_2)^i \end{pmatrix}, \quad d_i = \begin{pmatrix} d_i^1 \\ d_i^2 \end{pmatrix},
\]

where \( (d^t_1)^i \in R^m, d_i^1 \in R^m \).

Compute \( \gamma_i = \frac{r_i^T q_i}{d_i^T (W_k^T B_k W_k) d_i} \).

2. Compute \( \tau_i = \max \{ \tau > 0 : \| \bar{D}_k^{-1} ((d^t)^i + \tau d_i) \| \leq \Delta_k; (d^t)^i + \tau d_i^1 \geq -\sigma_k s_k \} \).

3. If \( \gamma_i \leq 0 \) or \( \gamma_i > \tau_i \), then set \( d_k^t = (d^t)^i + \tau_i d_i \) goto Step 3; Otherwise set \( (d^t)^{i+1} = (d^t)^i + \gamma_i d_i \).
(4) Update the residuals: \( r_{i+1} = r_i - \gamma_i (W_k^T B_k W_k) d_i, q_{i+1} = \bar{D}_k^2 r_{i+1} \).

(5) Check truncation criteria: If \( \sqrt{\frac{r_{i+1}^T q_{i+1}}{r_0^T q_0}} \leq \epsilon_1 \), set \( d_k^t = (d^t)^{i+1} \) goto Step 3.

(6) Compute \( \alpha_i = \frac{r_{i+1}^T q_{i+1}}{r_i^T q_i} \) and set \( d_{i+1} = q_{i+1} + \alpha_i d_i \).

**Step 3.** Compute \( d_k = d_k^n + W_k d_k^t \).

A Matlab subroutine is programming to test Algorithm 4.1. We choose parameters of Algorithm 4.1 as \( \tau = 0.8, a_1 = 0.5, \eta = 0.01, \Delta_{\text{max}} = 10, \Delta_{\text{min}} = 0.01, \bar{\rho} = 0.01, \rho_{-1} = 3 \).

The chosen test example is problem 43 of [7],

\[
\text{minimize } f(x) = x_1^2 + x_2^2 + 2x_3^2 + x_4^2 - 5x_1 - 5x_2 - 21x_3 + 7x_4 \\
\text{subject to } x_1^2 + x_2^2 + x_3^2 + x_4^2 + x_1 - x_2 + x_3 - x_4 - 8 \leq 0, \\
x_1^2 + 2x_2^2 + x_3^2 + 2x_4^2 - x_1 - x_4 - 10 \leq 0, \\
2x_1^2 + x_2^2 + x_3^2 + 2x_1 - x_2 - x_4 - 5 \leq 0.
\]

The optimal point of the example is \( x^* = (0, 1, 2, -1) \), and optimal value \( f(x^*) = -44 \). We choose \( \sigma_k = 0.995 \) for all \( k \). There are two choices for \( B_k \),

\[
B_k^{(1)} = \begin{pmatrix} 
\nabla_x^2 l_k & 0 \\
0 & 0 
\end{pmatrix}, \quad B_k^{(2)} = I_{(n+m) \times (n+m)}.
\]

The result is reported in Table 6.1.

<table>
<thead>
<tr>
<th>((x_0, s_0))</th>
<th>((1,1,1,1,1,1,1))</th>
<th>((1.5,1.5,1.5,1.5,1.1,1,1))</th>
<th>((2,2,2,2,2,2,2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(B_k)</td>
<td>(B_k^{(1)})</td>
<td>(B_k^{(2)})</td>
<td>(B_k^{(1)})</td>
</tr>
<tr>
<td>(k)</td>
<td>64</td>
<td>85</td>
<td>104</td>
</tr>
<tr>
<td>(x_k)</td>
<td>(x^*)</td>
<td>(x^*)</td>
<td>(x^*)</td>
</tr>
<tr>
<td>(f(x_k))</td>
<td>-44.0000</td>
<td>-44.0000</td>
<td>-44.0000</td>
</tr>
<tr>
<td>(\text{res 1})</td>
<td>4.3844E-12</td>
<td>1.6429E-12</td>
<td>2.1909E-13</td>
</tr>
</tbody>
</table>

where \( \text{res 1} = \|C_k\|, \text{res 2} = \|D_k W_k^T \nabla F_k\| \).
From Table 6.1 we can see that the calculated result is coincident with the theoretical analysis.
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