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1. Introduction

A problem in enumerative geometry frequently boils down to the computation of
an integral on a moduli space. We have intersection theory (with Fulton’s won-
derful Intersection Theory[7] as a prime reference) to thank for allowing us to
make rigorous sense of such integrals, but for their computations we often need
to look elsewhere. If a torus lurks in the background, acting on the moduli space,
then the Atiyah–Bott localization theorem allows one to express equivariant co-
homology classes on the moduli space in terms of their “residues” living on the
connected components of the locus of fixed points (i.e., the fixed submanifolds).
This can be very useful for computations, particularly when the fixed submani-
folds are points.

We will use localization in a different way. Here, the moduli space itself will
be a fixed submanifold for a torus action on a larger ambient space. Localiza-
tion is applied in this context to relateresidueson the moduli space to residues
on simpler spaces by means of suitable equivariant maps. This point of view can
lead immediately to remarkably simple derivations of some complicated-looking
formulas—for example, when applied to

(a) Schubert calculus on the flag manifold or
(b) Gromov–Witten invariants of rational curves.

In (a), the partial flag manifold Fl(1,2, . . . , m, n) is realized as a fixed subman-
ifold of a blown-up projective spaceP(Hom(W, V )), whereW andV are vector
spaces of ranksm andn respectively, and all torus actions come from the “stan-
dard” torus action of(C∗)m onW ∗. The full locus of fixed points is a disjoint union
of m! fixed submanifolds in this setting, each isomorphic to the partial flag man-
ifold but with different (equivariant) Euler classes. For this warm-up application,
we will simply list the results of Kong [11], where residues on the flag manifold are
computed resulting, in particular, in some new methods for computing Schubert
calculus on the GrassmannianG(m, n). It would be quite interesting to compare
this with other methods (e.g. Gröbner bases) for making such computations.

In (b), the Kontsevich–Manin moduli space of stable mapsM̄0,m(X, β) of ra-
tional curves with image homology classβ is realized as a fixed submanifold of

Received March 16, 2000. Revision received April 19, 2000.
Supported in part by NSF Research Grant DMS-9970412.

65



66 Aaron Bertram

the “graph space”̄G0,m(X, β) := M̄0,0(X × (P1)m, (β,1m)), again with a stan-
dard torus action. The main applications take place in this setting.

Form = 1, we investigate theJ-functions introduced by Givental in his gener-
alization of the enumerative side of mirror symmetry to arbitrary projective mani-
folds (see [10]). TheJ-function is a power series associated to a complex projec-
tive varietyX and an ample system of nef divisors that encodes all the one-point
Gromov–Witten invariants. The coefficients of theJ-function are push-forwards
of residues, and our point of view on residues leads to a simple proof of the multi-
plicativity of theJ-functions. Our point of view also leads to a non-obvious prop-
erty of theJ-function under push-forward. TheJ-function of projective space is
computed in this context as an immediate consequence of the existence of a nice
“linear” approximation to the graph space. Following Givental’s proof of the enu-
merative mirror conjecture for complete intersections in toric varieties, Kim was
led to the formulation of a “quantum Lefschetz principle” relating theJ-function
for X with J-functions for very ample divisor classes inX [10]. This has recently
been proved by Lee [13] in the general case by building on the proof in [3] of the
caseX = Pn, which we briefly discuss here.

Whenm > 1 there are many other fixed submanifolds in the graph space be-
sidesM̄0,m(X, β), but they all are built out of Kontsevich–Manin spaces involving
smallerm and/or smallerβ. This has been exploited in joint work with Kley [4] to
produce recursive formulas form-point Gromov–Witten invariants and in particu-
lar to prove that, when the cohomology is generated by divisor classes, them-point
Gromov–Witten invariants can be “reconstructed” from one-point Gromov–Witten
invariants. We will give the formula and an outline of the proof of reconstruction
in the two-point case as a final application of localization. Another proof of recon-
struction has been achieved with very different techniques and different formulas
by Lee and Pandharipande [14]. As a direct consequence of reconstruction, the
small quantum cohomology of Fano complete intersections inPn (or, indeed, any
toric variety) can be explicitly computed, since the one-point invariants are com-
puted from the quantum Lefschetz principle. As another consequence, the quantum
cohomology of products are determined by reconstruction, since theJ-functions
multiply.

2. Localization

When a torusT = (C∗)m acts on a compact complex manifoldM, the fixed sub-
manifoldsF ⊂ M are closed and embedded (of varying dimensions). There is
an equivariant cohomology space H∗T (M,Q) that is naturally a module over the
cohomology of the classifying space H∗(BT,Q) ∼= Q[t1, . . . , tm]. If E is a lin-
earized vector bundle overM, then there are equivariant Chern classescTd (E) tak-
ing values in H2d

T (M,Q); in particular, the normal bundlesNF/M to the fixed loci
are canonically linearized (for the trivial action ofT onF ) and yield equivariant
Euler classes,

εT (F/M)∈H∗(F,Q)⊗Q Q[t1, . . . , tm] ∼= H∗T (F,Q),

which are the top equivariant Chern classes of the normal bundles.
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The Atiyah–Bott localization theorem [1] states that these Euler classes are in-
vertible in H∗(F,Q)⊗Q Q(t1, . . . , tm), and one can recover an equivariant Chern
classα ∈H∗T (M,Q) uniquely (modulo torsion) as a sum of residues,∑

F

i∗
i∗α

εT (F/M)
,

wherei∗ andi∗ are the equivariant pull-back and push-forward associated to the
equivariant inclusioni : F ↪→ M. It follows from the uniqueness that taking
residues is functorial. That is, if8 : M → M ′ is an equivariant map andj : F ′ ↪→
M ′ is the inclusion of a component of the fixed submanifold, then∑

F⊂8−1(F ′ )

8
∣∣
F∗

i∗α
εT (F/M)

= j ∗f∗α
εT (F ′/M ′)

(†)

where the sum is over the componentsF of the fixed locus that are contained in
8−1(F ′) andα is any equivariant cohomology class onM (see [3] or [15]).

Thus, if we are asked to integrate a cohomology classγ on a compact complex
manifoldF and ifF happens to be isomorphic to a component of the fixed locus
of an action ofT onM as just described, then the formula (†) expresses residues
atF in terms of residues atF ′ and at the other fixed loci contained in8−1(F ′). If
γ can be expressed in terms of residues of equivariant cohomology classes, then
this formula yields a relation among integrals of cohomology classes related toγ.

This will be our point of view throughout the rest of this paper.

3. Flag Manifolds and Grassmannians

The partial flag manifold

Fl(1,2, . . . , m, V ) = {V1⊂ V2 ⊂ · · · ⊂ Vm ⊂ V ∼= Cn | Vr ∼= Cr}
is a component of the fixed-point locus of an action ofT onM.

In this case,M is the blow-up ofP(Hom(W, V )) along

Z1
∼= P(W ∗)× P(V ) ⊂ Z2 ⊂ · · · ⊂ Zm−1⊂ P(Hom(W, V )),

whereW ∼= Cm andZr is the locus of maps of rank≤ r. That is,M is obtained
by blowing up alongZ1, followed by the proper transform ofZ2, followed by the
proper transform ofZ3, and so forth. If we choose a basise1, . . . , em ofW and let
T act on the dual spaceW ∗ with weights(t1, . . . , tm), then this induces an action
of T onM, and the following are checked in [11].

(i) The intersection of them−1 exceptional divisors onM is

E1∩ · · · ∩ Em−1
∼= Fl(1,2, . . . ,W ∗)× Fl(1,2, . . . , m, V ).

(ii) The fixed-point loci for the action ofT onM are all contained in this inter-
section and correspond via the foregoing isomorphism to

3I × Fl(1,2, . . . , m, V ),
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where3I are the (isolated) fixed points of the action ofT on Fl(1,2, . . . ,W ∗),
indexed by the permutations ofm letters so that the permutation(i1, . . . , im)
corresponds to the flag

3(i1, ...,im) = {〈xi1〉 ⊂ 〈xi1, xi2〉 ⊂ · · · }.
(iii) Let ζi be the relative hyperplane class for the projection

Fl(1,2, . . . , i +1, V )→ Fl(1,2, . . . , i, V )

pulled back to Fl(1, . . . , m, V ). Then the equivariant Euler class to the fixed
locusFI = 3I × Fl(1, . . . , m, V ) is

εT (FI/M) =
∏

1≤j<k≤m
(tik − tij )

m−1∏
s=1

(tis+1 − tis − ζs).

We are therefore in a position to apply the formula (†) to the following diagram:

M
8−−→ M ′ = P(Hom(W, V ))x

FI

On the right side, each fixed locus belongs toZ1 ⊂ P(Hom(W, V )) asF ′i =
pi × P(V ), wherepi ∈P(W ∗) is the fixed point〈xi〉. In that case, one computes
that

εT (F
′
I/M

′) =
∏
s 6=i
(h+ ts − ti)n,

whereh is the hyperplane class onP(V ).
An FI belongs to8−1(F ′i ) exactly whenI is of the form(i, i2, . . . , im). In that

case, the induced map

8
∣∣
FI

: 3I × Fl(1, . . . , m, V )→ pi × P(V )

is the natural projection, which we will denote byπ. Thus (†) withα = 1 gives us
the following interesting formula for Schubert calculus.

Schubert Formula 1.∑
{I | i1=i}

π∗

(
1∏

1≤j<k≤m(tik − tij )
∏m−1

s=1 (tis+1 − tis − ζs)

)
= 1∏

s 6=i(h+ ts − ti)n
.

This formula encodes all the information about intersection numbers on the flag
manifold of the form∫

Fl(1,2, ...,m,V )
ha ∪ ζ a1

1 ∪ · · · ∪ ζ am−1
m−1 .
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Of course, the same intersection numbers could be obtained by applying the
Grothendieck relation to each of powers of theζi . But there is a second for-
mula which is much more interesting; it involves cohomology classes pulled back
from the Grassmannian under

ρ : Fl(1,2, . . . , m, V )→ G(m,V ).

Recall that such a cohomology class is a symmetric polynomial

τ(q1, . . . , qm)

in the Chern roots−qi of the universal subbundleS ⊂ V ⊗OG(m,n).
The main theorem of Kong’s thesis [11] is the following.

Schubert Formula 2.∑
{I | i1=i}

π∗

(
ρ∗τ(q1, . . . , qm)∏

1≤j<k≤m(tik − tij )
∏m−1

s=1 (tis+1 − tis − ζs)

)

= τ(h+ t1− ti , . . . , h+ tm − ti)∏
s 6=i(h+ ts − ti)n

+ irrelevant terms,

where the irrelevant terms are monomials in theti that do not appear on the left
side of the equation.

Example. Whenm = 2, seti = 1, t1= 0, andt2 = t. Then

π∗
ρ∗τ(q1, q2)

t(t − ζ1)
= τ(h, h+ t)

(h+ t)n + irrelevant terms.

If we consider the coefficients oft−2 on both sides and integrate, we obtain the
following new way of doing Schubert calculus on G(2, V ):∫

G(2,V )
τ (q1, q2) =

∫
Fl(1,2,V )

π∗h ∪ ρ∗τ

= coefficient ofhnt−2 in
h · τ(h, h+ t)
(h+ t)n .

Kong proved this formula by finding a suitable equivariant classα onM that
restricts to the givenτ on each of the fixed componentsFI . Thisτ is well enough
approximated by the pull-back of the corresponding equivariant class of a split
bundle onM ′ to give the formula.

The foregoing example form = 2 can be similarly worked out form > 2,with the
main difference that there are(m−1)! terms on the left which sum together to the
attractive formula on the right. It can be shown that this suffices to compute Schu-
bert calculus, and it seems that an analysis of the complexity of this computation
ought to be done.

Finally, there is no obstruction to carrying out this program whenV is replaced
by a vector bundle over a base varietyX. Kong [11] also showed how the Chern
classes ofV figure into this “relative” setting.
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4. Gromov–Witten Invariants of Rational Curves

We will describe the relevant Kontsevich–Manin spaces (and maps among them)
only set-theoretically, for simplicity. The interested reader may go to the literature
(e.g. [8]) for rigorous constructions of the spaces and morphisms.

A mapf : C → X from anm-pointed rational curve isstableif:

(1) C has only nodes as singularities, and the marked points are smooth; and
(2) every component ofC collapsed byf has at least three distinguished points

(i.e., marked points and/or nodes).

The space
M̄0,m(X, β)

is the Kontsevich–Manin moduli space of isomorphism classes of stable maps with
m marked points and image homology classβ. If X is “convex” (e.g., a homo-
geneous space), then this moduli space is smooth as an orbifold of the expected
dimension. Otherwise, there is a “virtual class” onX with “all the expected prop-
erties” (see [2]). There is always an injective morphism

M̄0,m(X, β) ↪→ Ḡ0,m(X, β) = M̄0,0(X × (P1)m, (β,1m)),

where the latter space is the “graph space” associated to the former.
Given a stable mapf : C → X and pointsp1, . . . , pm ∈C,we obtain the image

of [f ] in the graph space by attaching a copy ofP1 to each of the points, gluing the
marked pointpi ∈ C to 0∈ P1, and collapsing eachP1 to construct the resulting
stable mapg : C ∪∐P1→ X.

It is convenient to number theP1, soP1
i = P(Wi) is the particularP1 that we

attach topi. The actions ofC∗ on the dual spacesW ∗i with weights(0, ti) give
a natural action of the torusT on the product of theP1 and hence on the graph
space above. Moreover, them-pointed Kontsevich–Manin space is one of the
components of the fixed locus for the torus action.

One computes (using e.g. [8]) that

εT
(
M̄0,m(X, β)/Ḡ0,m(X, β)

) = m∏
i=1

ti(ti − ψi),

where theψi are the “gravitational descendants”ψi = c1(σ
∗
i (ω)). Hereω is the

relative dualizing sheaf of the universal curveC overM̄0,m(X, β) andσi is the sec-
tion of C corresponding to theith marked point.

The Casem = 1

Here we lett = t1 andψ = ψ1.

If H is an ample divisor onX then, following Givental, we define

JX,H (q) = 1+
∑
β 6=0

eβ∗

(
1

t(t − ψ)
)
qdegH (β),
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whereeβ : M̄0,1(X, β)→ X is the evaluation mapeβ([f ]) = f(p). Since only a
finite number of classesβ have a given degree againstH, this sum makes sense.
More generally, we will suppose that (a)H is a systemH = (H1, . . . , Hr) of
(linearly independent) nef divisors and (b) some linear combination of theHi is
ample. In this case, we define

JX,H (q) = 1+
∑
β 6=0

eβ∗

(
1

t(t − ψ)
)
qdegH1(β)

1 · · · qdegHr(β)
r .

The following “functorial” properties of theJ-function are easily proved once
we recognize that the coefficients are push-forwards of residues.

Product Formula. LetX andX ′ be simply connected projective manifolds(so
the curve classes onX × X ′ are all of the form(β, β ′)), and letH andH ′ be
ample systems of divisors as before. Then

JX×X ′,(π∗1H,π∗2H ′ )(q, q
′) = π∗1JX,H (q) · π∗2JX ′,H ′(q ′).

Proof. Kontsevich–Manin spaces are functorial, in the sense that a mapf : X→ Y

gives rise to maps

f0,m : M̄0,m(X, β)→ M̄0,m(Y, f∗β)

and to analogous compatible equivariant maps on the graph spaces. Hence the
projection maps give rise to a diagram of “lifts” of the identity map:

Ḡ0,1(X ×X ′, (β, β ′)) 8−−→ Ḡ0,1(X, β)× Ḡ0,1(X
′, β ′)x x

M̄0,1(X ×X ′, (β, β ′)) φ−−→ M̄0,1(X, β)× M̄0,1(X
′, β ′)y y

X ×X ′ −−→ X ×X ′.
Note that8 is birational whenX andX ′ are convex (and “virtally birational” al-
ways) even thoughφ is not birational (the two sides have different dimensions!).
Thus8∗1= 1 and we may apply (†) to the class 1 to obtain

φ∗

(
1

t(t − ψ)
)
= π∗1

(
1

t(t − ψ)
)
π∗2

(
1

t(t − ψ)
)
.

Further pushing forward toX ×X ′ yields the desired product formula.

Push-Forward Formula. Supposef : X → Y is given. Then there are equi-
variant classesfβ∗1∈H∗(M̄0,1(Y, f∗β),Q)[t ] such that

f∗JX,H (q) = f∗1+
∑
β 6=0

(ef∗β)∗

(
fβ∗1

t(t − ψ)
)
qdegH1(β)

1 · · · qdegHr(β)
r .
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Proof. Here we consider the diagram of lifts off,

Ḡ0,1(X, β)
8−−→ Ḡ0,1(Y, f∗β)x j

x
M̄0,1(X, β)

φ−−→ M0,1(Y, f∗β)y y
X

f−−→ Y ,

and note that applying (†) to the class 1 again yields

f∗eβ∗

(
1

t(t − ψ)
)
= (ef∗β)∗φ∗

(
1

t(t − ψ)
)
= (ef∗β)∗

(
j ∗8∗1
t(t − ψ)

)
and hence the push-forward formula withfβ∗1 := j ∗8∗1.

Remark. If f is an embedding thenφ∗ψ = ψ, in which case the projection
formula tells us thatfβ∗1= φ∗1 is constant int. However, it seems that, in gen-
eral,fβ∗1 is not constant int. Computing it would be very interesting when (for
instance)f is the inverse of a blow-up along a submanifold.

J -Function of Projective Space. LetH be the hyperplane class onPn. Then

JPn,H (q) =
∞∑
d=0

ed∗

(
1∏d

k=1(H + kt)n+1

)
q d.

Proof. The spaceḠ0,1(P(V ), d ) has a natural birational map to a “linear” space
P(Hom(Symd(W ), V ), whereW = W1. A general element of the graph space is
represented by a degree-d morphismf : P1→ Pn that maps to an(n+1)-tuple of
degree-d polynomials(p0(x, y) : · · · : pn(x, y)) with no common factors. When
the curve underlying the stable map picks up extra components, the(n+1)-tuple
of polynomials picks up common factors. In particular, the image ofM̄0,1(Pn, d )

under this weighted blow-down is a copy ofPn, embedded via

{xd} × P(V ) ↪→ P(Symd(W ∗))× P(V ) ↪→ P(Hom(Symd(W ), V ).

We therefore have the following diagram:

Ḡ0,1(Pn, d )
8−−→ P(Hom(Symd(W ), V )

i

x j

x
M̄0,1(Pn, d )

ed−−→ Pn.

One computes (see [5])εT (Pn/P(Hom(Symd(W ), V ))) =∏d
k=1(H + kt)n+1, so

that (†) now applies with the class 1, giving us
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ed∗

(
1

t(t − ψ)
)
= 1∏d

k=1(H + kt)n+1
.

This proves the formula.

Quantum Lefschetz Hyperplane. (We limit ourselves here to considering
hypersurfaces inPn, as in [3]; see [13] for the general version.)Letf : X ↪→ Pn

be a hypersurface of degreel and letH denote the hyperplane class, either onPn

or onX. Let

IX/Pn,H (q) =
∞∑
d=0

∏dl
k=0(lH + kt)∏d
k=1(H + kt)

q d .

Then the following statements hold:

(a) if l < n, thenf∗JX,H (q) = IX/Pn,H (q);
(b) if l = n, thenf∗JX,H (q) = e(−l/t)qIX/Pn,H (q);
(c) if l = n+ 1, then there area(q), b(q)∈ qQ[[q]] such that

f∗JX,H (q) = e(H/t)a(q)+b(q)IX/Pn,H (qa(q)).

Proof. Use the diagram forPn and observe that

f∗JX,H (q) = lH +
∑
d>0

ed∗

(
j ∗8∗[X]T
t(t − ψ)

)
q d,

where [X]T is the equivariant Chern class

[X]T = cTdl+1(π∗e
∗
dOPn(l ))∈H∗T (Ḡ0,1(Pn, d ),Q).

Thus, the proof of quantum Lefschetz amounts to a detailed analysis of the class
j ∗8∗[X]T ∈H ∗(Pn,Q)[t ]. This is obtained by decomposing [X]T along bound-
ary strata of the graph space by means of intersection theory. In particular, the
open stratum of the graph space contributes

∏dl
k=0(lH + kt) via an approximation

of π∗e∗dOPn(l ) by Symdl(W ∗) ⊗ 8∗O(l ) in much the same way that the graph
space is approximated byP(Hom(Symd(W ), V )). In the casel < n, this is the
only stratum that contributes toj ∗8∗[X]T , giving us (a). In the other cases, the
boundary strata do contribute but in a self-similar manner. When tallied up, these
contributions give formulas (b) and (c) in the casesl = n andl = n+ 1, respec-
tively. It is unknown whether a more general “change of coordinates” analogous
to (b) and (c) occurs in the general type casesl > n+1.

The Casem > 1

Reconstruction. In [4], reconstruction theorems make use of the following
diagrams of K-M spaces and graph spaces:

Ḡ0,m(X, β)
8−−→ Ḡ0,m−1(X, β)× M̄0,0(P1

1 × P1
m, (1,1))

i

x j

x
M̄0,m(X, β)

π−−→ M̄0,m−1(X, β).
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As in the product formula,8 is derived from projections;M̄0,m−1(X, β) is in-
cluded in the graph space in the ordinary way, and the inclusionj is given by the
additional inclusion of the point corresponding to the inclusion of the intersecting
lines{0} × P1

m ∪ P1
1 × {0} in P1

1 × P1
m.

The fixed loci contained in8−1(M̄0,m−1(X, β)), in addition toM̄0,m(X, β), are
isomorphic to one of the following:

M̄0,k+1(X, β1)×X M̄0,m−k(X, β − β1)) or M̄0,m−1(X, β).

The induced maps tōM0,m−1(X, β) are the gluing maps to boundary divisors (see
[8]) and to the identity map, respectively.

The equation (†) now tells us that, given an equivariant cohomology classα on
Ḡ0,m(X, β), there is a relation among the residues ofα along the fixed loci just
listed and the residue of8∗α along the fixed locusM̄0,m−1(X, β). So the ques-
tion now becomes: How can we find interesting equivariant classesα on the graph
space? The only source we know of for producing good residue classes comes
from the linear approximation tōG0,1(Pn, d ). Namely, suppose a morphism (not
necessarily an embedding)f : X→ Pn is given. Then we can pull back equivari-
ant cohomology classes via

Ḡ0,m(X, β)→ Ḡ0,1(X, β)→ Ḡ0,1(Pn, d )→ P(Hom(Symd(W ), V )).

After all the equivariant Euler classes are computed, recursive formulas are ob-
tained. Thus, in this context the necessity of considering cohomology classes
generated by divisor classes springs from our inability to find useful equivariant
classes not coming from the linear approximation spaces toḠ0,1(Pn, d ). We con-
clude by stating the most useful of the reconstruction theorems we obtain. When
the cohomology ofX is generated by divisor classes, this theorem already suffices
to express (small) quantum cohomology in terms of theJ-function.

Reconstruction Theorem for Two-Point Invariants. Givenf : X→ Pn,

letH be the hyperplane class onPn and onX. Define

Fβ(t) = eβ∗
(

1

t(t − ψ)
)

(these are the coefficients ofJ ) and

Gβ(γ, t) = e1
β∗

(
e2
β

∗
γ

t − ψ2

)
for evaluation mapse1

β, e
2
β : M0,2(X, β) → X and the cohomology classγ ∈

H∗(X,Q), extended by linearity in the first factor.
Then the expression

Gβ(H
a, t)+

( ∑
β1+β2=β

Gβ1(Fβ2(−t)(H − dβ2t)
a, t)

)
+ Fβ(−t)(H − dβ t)a

is polynomial int, wheredβ is the degree off∗β ∈H2(Pn,Z).
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SinceGβ(H a, t) is polynomial int−1 (with no constant term), this formula ex-
pressesGβ(H a, t) in terms of coefficients ofJ andGβ ′(H a, t) for smallerβ ′.
Hence it inductively determinesGβ(H a, t) in terms ofJ.
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