# Expanding Factors for Pseudo-Anosov Homeomorphisms 

E. RYKKEN

## 1. Introduction and Definitions

Thurston classified homeomorphisms on compact surfaces up to isotopy (see [3; 5]). He showed that any homeomorphism on a compact surface may be decomposed into simpler homeomorphisms on simpler compact surfaces. These simpler homeomorphisms are either periodic or pseudo-Anosov. Here we study the dynamics of the pseudo-Anosov homeomorphisms, because they are much more complicated and much richer than those of the periodic ones. In addition, pseudoAnosov homeomorphisms on compact surfaces can be thought of as a natural extension of the study of hyperbolic toral automorphisms on the 2-dimensional torus. Using the Markov matrix, Markov partitions of these maps allow us to make a natural association with symbolic dynamics.

In the first section, we recall the basic definitions and background theorems. The second section provides several examples of pseudo-Anosov homeomorphisms on the two-dimensional sphere. In the final section, using tools from algebraic topology, we prove the following theorem, which extends a theorem concerning hyperbolic toral automorphisms on $\mathbb{T}^{2}$ [14].

Theorem 3.3. Let $f: M \rightarrow M$ be a pseudo-Anosov homeomorphism on an orientable surface of genus $g$ with oriented unstable manifolds. Let $\mathcal{P}$ be a Markov partition for $f$ with Markov matrix $\mathcal{A}$. If $f$ preserves the orientation of unstable manifolds, then the eigenvalues of $f_{* 1}: H_{1}(M ; \mathbb{R}) \rightarrow H_{1}(M ; \mathbb{R})$ are the same as those of $\mathcal{A}$ including multiplicity, with the possible exception of some zeros and roots of unity.

Hence, the expanding factor $\lambda$ is an eigenvalue of $f_{* 1}: H_{1}(M ; \mathbb{R}) \rightarrow H_{1}(M ; \mathbb{R})$. Similarly, if $f$ reverses the orientation of unstable manifolds, then the eigenvalues of $f_{* 1}: H_{1}(M ; \mathbb{R}) \rightarrow H_{1}(M ; \mathbb{R})$ are the same as those of $-\mathcal{A}$ including multiplicity, with the possible exception of some zeros and roots of unity. Hence $-\lambda$ is an eigenvalue of $f_{* 1}: H_{1}(M ; \mathbb{R}) \rightarrow H_{1}(M ; \mathbb{R})$. As a consequence of this theorem, we have the following corollary.

Corollary 3.8. Let $\lambda$ be the expanding factor of a pseudo-Anosov homeomorphism $f$. If $\lambda$ is the root of an irreducible quadratic equation over the rationals, then $\lambda$ satisfies a quadratic of the form $x^{2}+n x \pm 1$, where $n \in \mathbb{Z}$ and $|\lambda| \neq 1$.
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This is the same sort of quadratic equation that must be satisfied by the expanding factor of a two-dimensional hyperbolic automorphism.

Definition 1.1. Let $M$ be a compact two-dimensional orientable manifold with a flat Euclidean structure with a finite set $S$ of isolated cone singularities [10]. A pseudo-Anosov homeomorphism on $M$ is a homeomorphism $f: M \rightarrow M$ such that there exist two perpendicular foliations $W^{u}(f)$ and $W^{s}(f)$ and a real number $\lambda>1$ with the property that the image under $f$ of a leaf is a leaf and:
(1) $d(f(x), f(y))=\lambda d(x, y)$ if $x, y$ are in the same leaf of $W^{u}(f)$;
(2) $d(f(x), f(y))=\frac{1}{\lambda} d(x, y)$ if $x, y$ are in the same leaf of $W^{s}(f)$.

We call $W^{u}(f)$ the unstable foliation, $W^{s}(f)$ the stable foliation, and $\lambda$ the $e x$ panding factor of $f$.

A pseudo-Anosov homeomorphism $f$ is hyperbolic and locally affine. That is, in local coordinates (which are compatible with the flat Euclidean structure), the map $f$ is affine except at points of $S$. Furthermore, $f(S)=S$ and a singularity of angle $k \pi$ maps to a singularity of angle $k \pi$.

Definition 1.2. A rectangle $R$ in $M$ is the image of a closed Euclidean rectangle $\tilde{R}$ under a continuous map $\pi$ such that $\pi$ is a one-to-one Euclidean map on the interior of $\tilde{R}$.

Definition 1.3. Let $W^{u}(x, f)$ be the leaf of the unstable foliation that contains $x$. Let $W^{s}(x, f)$ be the leaf of the stable foliation that contains $x$. For $x \in \operatorname{int} R$, let $W^{u}(x, f, R)$ be the component of $W^{u}(x, f) \cap R$ that contains $x$ and define $W^{s}(x, f, R)$ similarly. Let the width of a rectangle $R_{i}$ be given by $r_{i}=$ length of $W^{s}\left(x, f, R_{i}\right)$, where $x \in R_{i}$. Let the length of a rectangle $R_{i}$ be given by $l_{i}=$ length of $W^{u}\left(x, f, R_{i}\right)$, where $x \in R_{i}$.

Definition 1.4. Suppose $f$ is a pseudo-Anosov homeomorphism on M. A Markov partition for $f$ on $M$ is a finite covering of $M$ by rectangles, $\left\{R_{1}, R_{2}, \ldots, R_{n}\right\}$, such that:
(1) for $i \neq j$, int $R_{i} \cap \operatorname{int} R_{j}=\emptyset$;
(2) if $x \in \operatorname{int} R_{i}$ and $f(x) \in \operatorname{int} R_{j}$, then $f\left(W^{u}\left(x, f, R_{i}\right)\right) \supset W^{u}\left(f(x), f, R_{j}\right)$ and $f\left(W^{s}\left(x, f, R_{i}\right)\right) \subset W^{s}\left(f(x), f, R_{j}\right)$.

For an example of a Markov partition for a hyperbolic toral automorphism on $\mathbb{T}^{2}$, see [12, Sec. 8.5.1].

Definition 1.5. We define the Markov matrix for a Markov partition $\mathcal{P}$ with $n$ rectangles to be the $n \times n$ matrix given by

$$
M_{i j}=\#\left[\operatorname{int} f\left(W^{u}\left(x_{j}, f, R_{j}\right)\right) \cap \operatorname{int} W^{s}\left(x_{i}, f, R_{i}\right)\right]
$$

where $x_{i} \in \operatorname{int} R_{i}$ and $x_{j} \in \operatorname{int} R_{j}$ for $1 \leq i, j \leq n$ and where we have used "\#" to denote "the number of components of".

The matrix does not depend on the choice of $x_{i}$ or $x_{j}$, and $M_{i, j}$ should be thought of as the number of times that int $f\left(R_{j}\right)$ crosses int $R_{i}$.

Theorem 1.6. Let $f: M \rightarrow M$ be a pseudo-Anosov homeomorphism. Then $f$ has a Markov partition.

Proof. See the proof by Fathi and Shub [5].
Let $\mathcal{M}$ be the Markov matrix for a Markov partition of a pseudo-Anosov homeomorphism. Since $\mathcal{M} \geq 0$ is mixing, by the Perron-Frobenius theorem (see [9]) we have that $\mathcal{M}$ has a unique, real, and positive largest eigenvalue that exceeds the moduli of all the other eigenvalues. To this maximal eigenvalue there corresponds an eigenvector with positive coordinates. Moreover, no irreducible and nonnegative matrix can have two linearly independent nonnegative eigenvectors. Thus, if we can find an eigenvalue of $\mathcal{M}$ with positive eigenvector, then it must be the unique, real, and positive largest eigenvalue of $\mathcal{M}$. The following result is well known and an easy computation.

Theorem 1.7. Let $f$ be a pseudo-Anosov homeomorphism with expanding factor $\lambda$, and let $\mathcal{P}$ be a Markov partition for $f$ with $n$ rectangles with Markov matrix M. Let $r=\left\{r_{1}, r_{2}, \ldots, r_{n}\right\}$, where $r_{i}$ is the width of the rectangle $R_{i}$, and let $l=$ $\left\{l_{1}, l_{2}, \ldots, l_{n}\right\}$, where $l_{i}$ is the length of the rectangle $R_{i}$. Then $r$ is a right eigenvector for $\mathcal{M}$ with eigenvalue $\lambda$, and $l$ is a left eigenvector for $\mathcal{M}$ with eigenvalue $\lambda$. Hence $\lambda$ is the unique, real, and positive largest eigenvalue of $\mathcal{M}$.

We can consider the index for singularities of a line field or foliation. For a foliation, pick any line field along the foliation. Here we consider a disk around the singularity and consider a vector in the direction of the line field. We then calculate the winding number as the vector travels counterclockwise around the boundary circle. If the line field has an even number of prongs at the singularity, then it is orientable and the index is an integer. If there are an odd number of prongs at the singularity, then the line field is not orientable and the index is a fraction. In general, if there are $k$ prongs, then $I_{p}=(2-k) / 2$ (see Figure 1). This is analogous to the fixed point index for a vector field.


Figure 1 Index for singularities of a line field or foliation.

## Theorem 1.8 .

(1) (Poincare-Hopf) Suppose $X$ is a smooth vector field with isolated zeros on a compact manifold $M$ (if $M$ has a boundary, then assume $X$ points outward at all boundary points). Then $\sum I_{p}=\chi(M)$.
(2) Suppose $M$ is a compact 2-dimensional manifold with a flat Euclidean structure having isolated cone singularities. Assume that there is an Euclidean foliation on $M$. Let $\tilde{M}$ be the branched double cover of $M$ that orients the line field. Then $\chi(\tilde{M})=2 \chi(M)-n$, where $n$ is the number of singularities with an odd number of prongs.
(3) Suppose $M$ is a compact 2-dimensional manifold with a flat Euclidean structure having isolated cone singularities. Assume that there is an Euclidean foliation on $M$. Then $\sum I_{p}=\chi(M)$.

Proof.
(1) For a proof, see [11, pp. 35-41].
(2) See [4].
(3) The proof is straightforward and follows from the Poincare-Hopf theorem by using the branched double cover of the manifold that orients the line field.

Recall that $\chi\left(S^{2}\right)=2$ and that, if $M$ is an orientable surface of genus $g$, then $\chi(M)=2-2 g$. The equality $\sum I_{p}=\chi(M)$ places restrictions on the combinations of singularities that can exist on a given manifold. For example, if the manifold is $S^{2}$ then there must be at least four singularities with angle $\pi$.

## 2. Examples of Pseudo-Anosov Homeomorphisms

We will consider examples of orientation-preserving pseudo-Anosov homeomorphisms that lie on $S^{2}$. Since orientation-preserving homeomorphisms of $S^{2}$ are homotopic to the identity, they have at least one fixed point. The group of isotopy classes of homeomorphisms of $S^{2}$ with one distinguished fixed point that permutes a specified set of $n$ other points is isomorphic to the braid group on $n$ symbols [1]. The braid group on $n$ symbols is generated by permutations that permute two elements at a time. Consider a tree with $n$ vertices and $n-1$ edges embedded in a disk. The isotopy class of a map on this disk that permutes the vertices and pointwise fixes the boundary can be thought of as an element of the braid group. If the image of the tree lies in a small neighborhood of the tree, then we can also think of the map as a map of the tree. We will call this a map on a thick tree structure. A paper by Franks and Misiurewicz [8] explains how to generate pseudo-Anosov homeomorphisms by considering certain irreducible maps on thick tree structures.

To generate examples, given two vertices on the tree that are joined by an edge, we define the following map. Consider a disk containing the two vertices that lies in a small neighborhood of the tree. Consider a slightly larger disk which contains the first disk but which also lies in a small neighborhood of the tree. On the inner disk, rotate by $180^{\circ}$ in either the clockwise or counterclockwise direction. Fix the
outer disk and, on the annulus between them, interpolate in a continuous way. We will call this a flip (in either a clockwise or counterclockwise direction). Let $\sigma_{A B}$ denote a clockwise flip on vertices $A$ and $B$, and let $\sigma_{A B}^{-1}$ denote the counterclockwise flip.

Example 1. Consider a tree, with two edges (1 and 2) and three vertices ( $A, B, C$ ), embedded in a disk; see Figure 2. We will generate a map on this disk by $\sigma_{A C} \sigma_{A B}^{-1}$, that is, by first flipping vertices $A$ and $B$ in a counterclockwise direction and then flipping vertices $A$ and $C$ in a clockwise direction. This gives us the picture shown in Figure 2 of a map on a tree embedded in a disk.


Figure 2 Map on tree for Example 1.

Because the image of the tree lies in a small neighborhood of the tree, we think of this map as a map of the tree. We have a Markov partition of this map on the tree, with each edge being a rectangle. The resulting Markov matrix for this partition is

$$
M=\left[\begin{array}{ll}
1 & 1 \\
1 & 2
\end{array}\right]
$$

In general, given such a map on a tree and its corresponding Markov matrix, we will use the following procedure to obtain a pseudo-Anosov homeomorphism on $S^{2}$. Consider the left eigenvector $\left(l_{1}, \ldots, l_{n}\right)$ and the right eigenvector $\left(r_{1}, \ldots, r_{n}\right)$ for the Perron-Frobenius eigenvalue $\lambda$ of the Markov matrix. Construct $n$ rectangles, $\left\{R_{i}\right\}_{i=1}^{n}$, with $R_{i}$ having dimensions $l_{i} \times r_{i}$; then replace the edges in our tree with the rectangles. With identifications on the boundaries of the rectangles, this will form a disk.

If $|\lambda|>1$, the map on the disk will stretch a rectangle in the horizontal or unstable direction by a factor of $\lambda$ and shrink the rectangle in the vertical or stable direction by a factor of $1 / \lambda$. Thus $\lambda$ is called the expanding factor. In this example, the expanding factor is $\lambda=(3+\sqrt{5}) / 2$.

The image rectangle is placed in the disk according to the map on the thick tree structure. Notice that since $\left(l_{1}, l_{2}\right)$ is a left eigenvector, we have $\lambda l_{1}=l_{1}+l_{2}$ and $\lambda l_{2}=l_{1}+2 l_{2}$. But these are exactly what is needed for the image of $R_{1}$ to cross
$R_{1}$ and $R_{2}$ each exactly once and for the image of $R_{2}$ to cross $R_{1}$ exactly once and $R_{2}$ exactly twice. Since $\left(r_{1}, r_{2}\right)$ is a right eigenvector, we have $r_{1}+r_{2}=\lambda r_{1}$ and $r_{1}+2 r_{2}=\lambda r_{2}$. Again, this is exactly what is needed for the images of the rectangles to fit in the horizontal direction.

We identify the edges of the rectangles that correspond to the $r_{i}$ either with parts of themselves or with edges of other rectangles. For example, if a vertex is at the end of the tree then there is a single edge incident to it. Hence, there is a single rectangle incident to that vertex, and we give identification to the side of the rectangle incident to it with length $r_{i}$ by folding it at its center. We make all identifications in such a fashion that the images of the rectangles will cross the rectangles in the same order as the images of the edges wrap around the edges on the thick tree. This procedure may not always work.

Finally, we identify points on the boundary by "sewing" it up, preserving arclengths starting at the cusps. This will produce a map on $S^{2}$. In general, if there are $k$ cusps then there will be a fixed point on the boundary with angle $k \pi$. In this case there is only one cusp, so there will be a fixed point on the boundary that occurs at a singularity with angle $\pi$. In this example, there are exactly four singularities with angle $\pi$ and none with angle more than $2 \pi$.


Figure 3 Map on tree for Example 2.

Example 2. Consider a tree with three edges and four vertices ( $A, B, C, D$ ) embedded in a disk (see Figure 3). The tree is such that all three edges have vertex $D$ in common. Pairwise, they have no other vertices in common. We will generate a map on this disk by $\sigma_{C B} \sigma_{A C} \sigma_{A D}^{-1}$. This gives us the picture shown in Figure 3. The Markov matrix is

$$
M=\left[\begin{array}{lll}
1 & 1 & 1 \\
2 & 2 & 3 \\
1 & 0 & 2
\end{array}\right]
$$

The largest eigenvalue is $\lambda=2+\sqrt{3}$. Constructing three rectangles, we have the picture shown in Figure 4. There are four singularities with angle $\pi$. As there are two cusps, the fixed point on the boundary will have angle $2 \pi$.


Figure 4 Pseudo-Anosov homeomorphism of Example 2.


Figure 5 Tree for Example 3.

Example 3. Consider the tree shown in Figure 5, with four edges and five vertices $(A, B, C, D, E)$, embedded in a disk. We will generate a map on this disk by $\sigma_{B C} \sigma_{C D} \sigma_{A D} \sigma_{A E}^{-1}$. In this case the Markov matrix is

$$
M=\left[\begin{array}{llll}
1 & 1 & 1 & 1 \\
4 & 2 & 3 & 6 \\
2 & 0 & 2 & 3 \\
1 & 0 & 0 & 2
\end{array}\right]
$$

The largest eigenvalue is

$$
\frac{1}{2}\left(\frac{7}{2}+\frac{\sqrt{13}}{2}+\sqrt{-4+\left(-\frac{7}{2}-\frac{\sqrt{13}}{2}\right)^{2}}\right)
$$

In this example, there are five singularities with angle $\pi$ and the singularity on the boundary has angle $3 \pi$.

## 3. Lifts of Pseudo-Anosov Homeomorphisms and the Expanding Factor

Suppose $f$ is a pseudo-Anosov homeomorphism on $M$. Let $M^{\prime}=M \backslash\{$ singularities with an odd number of prongs\}. Then $M^{\prime}$ has a two-fold covering space $\tilde{M}^{\prime}$, which orients the line field. From algebraic topology, we have the following theorem.

Theorem 3.1. Let $Y$ be connected and locally path connected, and let $g$ : $\left(Y, y_{0}\right) \rightarrow\left(X, x_{0}\right)$ be continuous. If $(\tilde{X}, p)$ is a covering space of $X$, then there exists a unique $\tilde{g}:\left(Y, y_{0}\right) \rightarrow\left(\tilde{X}, \tilde{x}_{0}\right)$ (where $\left.\tilde{x}_{0} \in p^{-1}\left(x_{0}\right)\right)$ lifting $g$ if and only if $g_{*} \pi_{1}\left(Y, y_{0}\right) \subseteq p_{*} \pi_{1}\left(\tilde{X}, \tilde{x}_{0}\right)$.

Proof. See [13, pp. 284-286].
Since $f$ permutes the singularities with an odd number of prongs, $f: M^{\prime} \rightarrow M^{\prime}$ is also a homeomorphism. If we let $Y=\tilde{M}^{\prime}$ and $g=f \circ p$ then, by Theorem 3.1, we have that $f: M^{\prime} \rightarrow M^{\prime}$ will lift to $\tilde{f}: \tilde{M}^{\prime} \rightarrow \tilde{M}^{\prime}$; that is, the diagram

will commute if and only if $f_{*}\left(p_{*} \pi_{1}\left(\tilde{M}^{\prime}\right)\right) \subseteq p_{*} \pi_{1}\left(\tilde{M}^{\prime}\right)$. But $p_{*} \pi_{1}\left(\tilde{M}^{\prime}\right)$ is the subgroup of $\pi_{1}\left(M^{\prime}\right)$ of homotopy classes of loops that respect orientation of the line field, and $f_{*}$ will preserve this subgroup. Hence, $f_{*}\left(p_{*} \pi_{1}\left(\tilde{M}^{\prime}\right)\right) \subseteq p_{*} \pi_{1}\left(\tilde{M}^{\prime}\right)$ and $f$ lifts. Since $f$ is a homeomorphism, we can consider $f^{-1}$. We can also lift $f^{-1}$ to a continuous map $\left(\tilde{f}^{-1}\right)$ that satisfies $f^{-1} \circ p=p \circ\left(\tilde{f}^{-1}\right)$. Hence, $p \circ\left(\tilde{f}^{-1}\right) \circ \tilde{f}=f^{-1} \circ p \circ \tilde{f}=f^{-1} \circ f \circ p=p$. Thus $\left(\tilde{f}^{-1}\right) \circ \tilde{f}$ is a lift of the identity map on $M^{\prime}$. This implies that $\left(\tilde{f}^{-1}\right) \circ \tilde{f}$ is a covering translation $\alpha$. Since covering translations are homeomorphisms, we will have $\left(\alpha^{-1} \circ\left(\tilde{f}^{-1}\right)\right) \circ \tilde{f}=$ id and $\tilde{f}$ is a homeomorphism. If we replace the $n$ deleted points and extend $\tilde{f}$, we will have a homeomorphism $\tilde{f}: \tilde{M} \rightarrow \tilde{M}$ such that $f \circ p=p \circ \tilde{f}$. Thus we have the following theorem.

Theorem 3.2. If $f: M \rightarrow M$ is a pseudo-Anosov homeomorphism, then $f$ lifts to a pseudo-Anosov homeomorphism $\tilde{f}: \tilde{M} \rightarrow \tilde{M}$, where $\tilde{M}$ is the branched double cover that orients the unstable line field of $M$.

Proof. From the foregoing discussion we have that $f$ lifts to a homeomorphism $\tilde{f}: \tilde{M} \rightarrow \tilde{M}$. The branched double cover $\tilde{M}$ has a pseudo-Euclidean structure. The foliations $W^{u}(f)$ and $W^{s}(f)$ will lift to two perpendicular foliations on $\tilde{M}$. Furthermore, the expanding factor for $\tilde{f}$ will be the same as the one for $f$. Hence $\tilde{f}$ is a pseudo-Anosov homeomorphism.

From Theorem 1.8 we have that $\chi(\tilde{M})=2 \chi(M)-n$, where $n$ is the number of singularities with an odd number of prongs. Thus, in Examples 1 and 2, $\chi(\tilde{M})=$ 0 ; in these examples, $\tilde{M}$ is the 2-dimensional torus. In Example 3, $\chi(\tilde{M})=-2$; here $\tilde{M}$ is the orientable surface of genus 2 . In general, if $k$ is odd then singularities with angle $k \pi$ contribute $(2-k) / 2$ to the Euler characteristic of $M$, but their lifts contribute $1-k$ to the Euler characteristic of $\tilde{M}$. If $k$ is even then they contribute $(2-k) / 2$ to the Euler characteristic of $M$, but their lifts contribute $2-k$ to the Euler characteristic of $\tilde{M}$. This implies that, if $M$ has only singularities of angle $\pi$ or $2 \pi$, then $\tilde{M}$ is the 2 -dimensional torus. If $M$ has singularities of angle $3 \pi$ or more, we no longer lift to the torus but instead to an orientable surface of genus $g$ with $g \geq 2$.

If the covering space is the torus then, since singularities of angle $\pi$ and $2 \pi$ both lift to points of angle $2 \pi, \tilde{f}$ will be a hyperbolic toral automorphism. The only expanding factors for hyperbolic toral automorphisms of $\mathbb{T}^{2}$ are roots of quadratics of the form $x^{2}+n x \pm 1$, where $n \in \mathbb{Z}$ and $|\lambda| \neq 1$. Thus our original expanding factor must be a root of a quadratic of this form.

The covering space will always be an orientable surface of genus $g$ with oriented unstable manifolds. In general, we have the following result.

Theorem 3.3. Let $f: M \rightarrow M$ be a pseudo-Anosov homeomorphism on an orientable surface of genus $g$ with oriented unstable manifolds. Let $\mathcal{P}$ be a Markov partition for $f$, with Markov matrix $\mathcal{A}$. If $f$ preserves the orientation of unstable manifolds then the eigenvalues of $f_{* 1}: H_{1}(M ; \mathbb{R}) \rightarrow H_{1}(M ; \mathbb{R})$ are the same as those of $\mathcal{A}$ including multiplicity, with the possible exception of some zeros and roots of unity. Hence, the expanding factor $\lambda$ is an eigenvalue of $f_{* 1}: H_{1}(M ; \mathbb{R}) \rightarrow$ $H_{1}(M ; \mathbb{R})$. If $f$ reverses the orientation of unstable manifolds then the eigenvalues of $f_{* 1}: H_{1}(M ; \mathbb{R}) \rightarrow H_{1}(M ; \mathbb{R})$ are the same as those of $-\mathcal{A}$ including multiplicity, with the possible exception of some zeros and roots of unity. Hence $-\lambda$ is an eigenvalue of $f_{* 1}: H_{1}(M ; \mathbb{R}) \rightarrow H_{1}(M ; \mathbb{R})$.

In order to prove this theorem, we will need the following two lemmas.
Lemma 3.4. Suppose we have the commutative diagram

where the rows are exact and where $A, B$, and $C$ are vector spaces. Then there exists a choice of basis such that

$$
\beta=\left[\begin{array}{cc}
\alpha & * \\
0 & \gamma
\end{array}\right]
$$

and hence the set of eigenvalues of $\beta$ is the union of those of $\alpha$ and $\gamma$.
The proof is straightforward.
Lemma 3.5. Suppose we have the commutative diagram

where the rows are exact and where $A, B, C$, and $D$ are vector spaces. Then the eigenvalues of $\gamma$ are a subset of those of $\beta$ and $\delta$.

Proof. Consider the short exact sequence

$$
0 \longrightarrow B / \operatorname{Im} f \xrightarrow{\bar{g}} C \xrightarrow{h} \operatorname{Im} h \longrightarrow 0 .
$$

Since $\delta h=h \gamma$, we have $\delta(\operatorname{Im} h) \subseteq \operatorname{Im} h$. Furthermore, since $\beta f=f \alpha$, we have $\beta(\operatorname{Im} f) \subseteq \operatorname{Im} f$. Hence $\bar{\beta}: B / \operatorname{Im} f \rightarrow B / \operatorname{Im} f$ is well-defined. Thus we have the commutative diagram


By Lemma 3.4, the set of eigenvalues of $\gamma$ is the union of those of $\bar{\beta}$ and $\left.\delta\right|_{\operatorname{Im} h}$. However, the eigenvalues of $\left.\delta\right|_{\operatorname{Im} h}$ are a subset of those of $\delta$. And since we have the commutative diagram

it follows that the eigenvalues of $\bar{\beta}$ are a subset of those of $\beta$.
Proof of Theorem 3.3. Let $S$ be the union of the stable boundaries of the rectangles in our partition. This is a finite set of contractible intervals or prongs. Let $U$ be the union of the interiors of the unstable boundaries of the rectangles in our partition. The set $U$ is a finite set of contractible intervals. Let $X=M \backslash U$. Then $S \subseteq X \subseteq M$. Now $f(S) \subseteq S$ and $f(X) \subseteq X$, which gives us the following commutative diagram of pairs of spaces:


By the theorem of exact sequences of triples in algebraic topology, we have the following commutative diagram with exact rows:


Consider $H_{1}(M, X)$. Every line segment in $M$ with endpoints in $X$ can be deformed within its homotopy class to a line segment $X$. Hence, $H_{1}(M, X)=0$.

Next consider $\left(\left.f\right|_{X}\right)_{* 1}: H_{1}(X, S) \rightarrow H_{1}(X, S)$. For each rectangle in our partition, consider a line segment across the rectangle in the unstable direction with endpoints in the stable boundaries, oriented compatibly with the orientation of the unstable manifolds. This set of line segments forms a set of generators for $H_{1}(X, S)$. Suppose $f$ is orientation-preserving on unstable manifolds. With respect to this basis, $f_{* 1}$ is the matrix whose $i j$ th entry is given by the number of times the image under $f$ of the $j$ th generator crosses $i$ th rectangle. Since $f$ preserves the orientation of unstable manifolds, the image will always cross with an orientation that is compatible with the orientation of the unstable manifolds. Hence the $i j$ th entry will be the same as the geometric intersection number of $R_{i} \cap f\left(R_{j}\right)$ and hence $f_{* 1}$ will be the same as $\mathcal{A}$, the Markov matrix. Similarly, if $f$ is orientation-reversing on unstable manifolds, then $f_{* 1}$ will be the same as $-\mathcal{A}$.

Finally, consider $f_{* 2}: H_{2}(M, X) \rightarrow H_{2}(M, X)$. For each component of $U$, consider a small disk with boundary in $X$ that contains this component of $U$ and no others. This set of disks forms a set of generators for $H_{2}(M, X)$. Given a component $u \subseteq U$, either the closure of $u$ contains a periodic point or not. A component cannot contain more than one periodic point. Consider an iterate of $f, f^{m}$, such that (a) the periodic points in $U$ are fixed and (b) if the closure of $U$ contains prongs then the prongs are also fixed. Let $F$ be the set of these fixed points. Since under $f^{-1}$ the set of intervals of $U$ would have to map to themselves, each component of $U$ must lie in the unstable manifold of one of the points of $F$. If the closure of $u$ contains a fixed point $p$ then $f^{m}(u)$ will intersect itself and perhaps other generators on the unstable manifold of $p$. If the closure of $u$ does not contain a fixed point, then $f^{m n}(u)$ for some large $n$ will not intersect any of the generators. Hence we can order the generators-with those having fixed points first-such that $f_{* 2}^{m}: H_{2}(M, X) \rightarrow H_{2}(M, X)$ is given by the matrix

$$
f_{* 2}^{m}=\left[\begin{array}{cccc}
1 & 0 & 0 & \\
0 & \ddots & 0 & 0 \\
0 & 0 & 1 & \\
* & * & * & N
\end{array}\right]
$$

where $N$ is nilpotent. Hence the eigenvalues of $f_{* 2}$ are zeros and roots of unity.

By Lemma 3.5, the eigenvalues of $f_{* 1}: H_{1}(M, S) \rightarrow H_{1}(M, S)$ are a subset of those of $\left(\left.f\right|_{X}\right)_{* 1}: H_{1}(X, S) \rightarrow H_{1}(X, S)$, that is, a subset of those of $\mathcal{A}$ or $-\mathcal{A}$. Furthermore, the eigenvalues of $\left(\left.f\right|_{X}\right)_{* 1}: H_{1}(X, S) \rightarrow H_{1}(X, S)$ are a subset of those of $f_{* 1}: H_{1}(M, S) \rightarrow H_{1}(M, S)$ and $f_{* 2}: H_{2}(M, X) \rightarrow H_{2}(M, X)$. Hence, if $f$ is orientation-preserving on unstable manifolds then any eigenvalue of $\mathcal{A}$ that is not zero or a root of unity must also be an eigenvalue of $f_{* 1}: H_{1}(M, S) \rightarrow$ $H_{1}(M, S)$. Thus the eigenvalues of $f_{* 1}: H_{1}(M, S) \rightarrow H_{1}(M, S)$ are those of $\mathcal{A}$, with the possible exception of some zeros and roots of unity. Likewise, if $f$ is orientation-reversing on unstable manifolds then any eigenvalue of $-\mathcal{A}$ that is not zero or a root of unity must also be an eigenvalue of $f_{* 1}: H_{1}(M, S) \rightarrow H_{1}(M, S)$. Thus the eigenvalues of $f_{* 1}: H_{1}(M, S) \rightarrow H_{1}(M, S)$ are those of $-\mathcal{A}$, with the possible exception of some zeros and roots of unity.

Since $f(S) \subseteq S$, we may apply the theorem of exact sequences of pairs in algebraic topology to the pair $(M, S)$. Thus we have the following commutative diagram with exact rows:


Since $S$ is the union of a finite number of contractible intervals or prongs, we know that $H_{1}(S)=0$.

Next consider $\left(\left.f\right|_{S}\right)_{* 0}: H_{0}(S) \rightarrow H_{0}(S)$. We can consider each component of $S$ as a basis element for $H_{0}(S)$. Each basis element is either periodic or eventually periodic under $\left.f\right|_{S}$. Hence, with the proper ordering, $\left.f\right|_{S}$ is given by the matrix

$$
\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
* & \ddots & 0 & 0 \\
* & * & 0 & 0 \\
* & * & * & P
\end{array}\right]
$$

where $P$ is a permutation matrix. Since $\left(\left.f\right|_{S}\right)_{* 0}$ is also given by this matrix, the eigenvalues of $\left(\left.f\right|_{S}\right)_{* 0}: H_{0}(S) \rightarrow H_{0}(S)$ are zeros and roots of unity.

By Lemma 3.5, the eigenvalues of $f_{* 1}: H_{1}(M) \rightarrow H_{1}(M)$ are a subset of those of $f_{* 1}: H_{1}(M, S) \rightarrow H_{1}(M, S)$. Furthermore, the eigenvalues of $f_{* 1}$ : $H_{1}(M, S) \rightarrow H_{1}(M, S)$ are a subset of those of $f_{* 1}: H_{1}(M) \rightarrow H_{1}(M)$ and $\left(\left.f\right|_{S}\right)_{* 0}: H_{0}(S) \rightarrow H_{0}(S)$. Hence, any eigenvalue of $f_{* 1}: H_{1}(M, S) \rightarrow H_{1}(M, S)$ that is not zero or a root of unity must be an eigenvalue of $f_{* 1}: H_{1}(M) \rightarrow H_{1}(M)$. Thus the eigenvalues of $f_{* 1}: H_{1}(M) \rightarrow H_{1}(M)$ are those of $f_{* 1}: H_{1}(M, S) \rightarrow$ $H_{1}(M, S)$, with the possible exception of some zeros and roots of unity. If $f$ is orientation-preserving on unstable manifolds, this implies that the eigenvalues of $f_{* 1}: H_{1}(M) \rightarrow H_{1}(M)$ are those of $\mathcal{A}$ including multiplicity, with the possible exception of some zeros and roots of unity. Hence $\lambda$ is an eigenvalue of $f_{* 1}: H_{1}(M) \rightarrow H_{1}(M)$. If $f$ is orientation-reversing on unstable manifolds, this implies that the eigenvalues of $f_{* 1}: H_{1}(M) \rightarrow H_{1}(M)$ are those of $-\mathcal{A}$ including multiplicity, with the possible exception of some zeros and roots of unity. Hence $-\lambda$ is an eigenvalue of $f_{* 1}: H_{1}(M) \rightarrow H_{1}(M)$.

Now $H_{1}(M)$ has a basis such that $f_{* 1}: H_{1}(M) \rightarrow H_{1}(M)$ is given by a $2 g \times 2 g$ matrix with integer entries, where $g$ is the genus of $M$. Since characteristic polynomials are monic, either $\lambda$ or $-\lambda$ satisfies a monic polynomial with integer coefficients of degree $2 g$.

We also have the following results.
Proposition 3.6. If $f: M \rightarrow M$ is an orientation-reversing homeomorphism of a closed oriented surface and if $\mu$ is an eigenvalue of $f_{*}: H_{1}(M ; \mathbb{R}) \rightarrow H_{1}(M ; \mathbb{R})$, then $-1 / \mu$ is also an eigenvalue and has the same multiplicity.

Proof. See [2].
Using the ideas of this proof, we can also show that the next proposition holds.
Proposition 3.7. If $f: M \rightarrow M$ is an orientation-preserving homeomorphism of a closed oriented surface and if $\mu$ is an eigenvalue of $f_{*}: H_{1}(M ; \mathbb{R}) \rightarrow$ $H_{1}(M ; \mathbb{R})$, then $1 / \mu$ is also an eigenvalue and has the same multiplicity.

Even if the branched double cover that orients the unstable line field is not $\mathbb{T}^{2}$, we can still ask what sort of a quadratic equation is satisfied by a quadratic expanding factor of a pseudo-Anosov homeomorphism. Because $\lambda$ or $-\lambda$ satisfies a monic polynomial with integer coefficients, if $\lambda$ satisfies an irreducible quadratic then it must be a monic one with integer coefficients. Hence $\lambda$ is integral over $\mathbb{Z}$. Theorem 3.3 and Propositions 3.6 and 3.7 give us the following result.

Corollary 3.8. Let $\lambda$ be the expanding factor of a pseudo-Anosov homeomorphism $f$, and suppose $\lambda$ is the root of an irreducible quadratic equation over the rationals. Then $\lambda$ satisfies a quadratic of the form $x^{2}+n x \pm 1$, where $n \in \mathbb{Z}$ and $|\lambda| \neq 1$.

Proof. If $\mu$ is an element of the quadratic field $\mathbb{Q}[\sqrt{d}]$ (where $d$ is a square-free integer), then $\mu$ is of the form $a+b \sqrt{d}$ with $a, b \in \mathbb{Q}$. We define the conjugate of $\mu$ as $\sigma(\mu)=a-b \sqrt{d}$, and we define the norm of $\mu$ as $N(\mu)=\mu \sigma(\mu)$. If $\mu$ is integral over $\mathbb{Z}$, then both $\mu+\sigma(\mu)$ and $N(\mu)$ are integers. Hence $\mu$ will satisfy the equation $x^{2}-(\mu+\sigma(\mu)) x+N(\mu)$ and so $\lambda$ satisfies the equation $x^{2}-(\lambda+\sigma(\lambda)) x+N(\lambda)$. We will show one of four possible cases. Suppose $f$ preserves the orientation of both stable and unstable manifolds. By Theorem 3.3, $\lambda$ is a root of $f_{* 1}: H_{1}(M) \rightarrow H_{1}(M)$; by Proposition $3.7,1 / \lambda$ is also a root of $f_{* 1}$. Now $N(\lambda) N(1 / \lambda)=N(1)=1$. Since both $\lambda$ and $1 / \lambda$ are integral, we must have $N(\lambda)= \pm 1$. The other three cases are similar.

The following is an example of a pseudo-Anosov homeomorphism with a quadratic expanding factor whose branched double cover that orients the unstable manifold is an orientable surface of genus 3 .

Example 4. Consider the homeomorphism with expanding factor $2+\sqrt{3}$ in Example 2. By the Markov matrix, this homeomorphism has five or fewer fixed points. There is a fixed point on the boundary that lies in two rectangles. Hence
there are three fixed points that lie in the interiors of rectangles. One of these lies in the interior of $R_{1}$; call it $P$. We can cut along the stable boundary of $P$ until we hit the unstable boundary of $R_{1}$ (see Figure 6). If we do this with two copies of the map, we can rotate one copy by $180^{\circ}$ and sew one copy to the other along the cuts in the stable boundaries. We sew side $A$ to side $B$ and side $B$ to side $A$ (see Figure 7). This is the branched cover formed by the two-fold cover of the disk punctured at $P$. The fundamental group of a punctured disk is $\mathbb{Z}$. The subgroup associated to this cover is $2 \mathbb{Z}$. Since isomorphisms of $\mathbb{Z}$ preserve this subgroup, the map must lift to the covering space. We can replace the punctured point and, when we sew up the boundary, we will obtain a pseudo-Anosov homeomorphism with the same expanding factor.


Figure 6

The unstable boundary will sew together as follows. Let $P_{1}$ and $P_{2}$ be the two points on the boundary that become identified and form a fixed point when the unstable boundary is sewn together. Let $Q$ be the point on the unstable boundary of $R_{1}$ that lies on the stable manifold of the fixed point in $R_{1}$. Let $a$ be the distance along the unstable boundary from $Q$ to $P_{1}$, and let $b$ be the distance along the unstable boundary from $P_{1}$ to $P_{2}$. Finally, let $c$ be the distance from $P_{2}$ to $Q$. We have that $a+c=b$. The two copies will fit together as shown in Figure 7. This creates a pseudo-Anosov homeomorphism with the same expanding factor,


Figure 7
$2+\sqrt{3}$. There are, however, eight singularities of angle $\pi$ and two with angle $4 \pi$. Hence, the Euler characteristic of branched double covering space must be -4 . Thus, the branched double covering space must be an orientable surface of genus 3 .

Thus, a pseudo-Anosov homeomorphism with a quadratic expanding factor must satisfy the same type of polynomial as those given by hyperbolic toral automorphisms, even though the map does not have the 2-torus as its lift.
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