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## 0. Introduction

A $C^{2}$ function $f: M \rightarrow \mathbf{R}$ on a Riemannian manifold $M$ is called a Morse function if, at every critical point $p$, in local coordinates the Hessian matrix $H f_{p}$ is nonsingular. The classical Morse's lemma states that, in suitable local coordinates centered at a critical point, $f$ is expressed as a sum and difference of squares of coordinates.

Morse functions have been of great importance in differential topology and dynamical systems. Möbius's proof of the classification of surfaces decomposed a surface into elementary pieces bounded by noncritical level sets of a Morse function (Möbius [9]; see Hirsch [3] for a modern presentation). In a far-reaching development of Möbius's idea, Smale [12] used Morse functions in an essential way to prove his generalized Poincaré conjecture: he showed that, for a generic set of Morse functions $f$, the stable and unstable manifolds of singular points of the gradient vector field $\nabla f$ provide dual cell decompositions of $M$. For discussion of Smale's work see Hirsch [4].

Stable and unstable manifolds of $\nabla f$ also played a key role in Smale's work [13] on structural stability of generic gradient flows. One-parameter families of Morse-like functions were utilized by Cerf [2] for analyzing the diffeomorphism group of $S^{3}$.

In a different type of application, which motivated this paper, Rimon and Koditschek [11] used gradients of Morse functions to attack a problem in robotics. They gave a formula for analytic Morse functions on domains consisting of a closed $n$-ball $D^{n}$ with the the interiors of smaller $n$-balls deleted, having prescribed critical points and boundary values. It is noteworthy that the RimonKoditschek formula depends discontinuously on a certain parameter derived from the data. This raises the problem of determining whether continuous formulas exist.

We simplify the problem by considering only Morse functions $f: D^{2} \rightarrow \mathbf{R}$ on the closed unit disk $D=D^{2}$ having the following properties.

[^0]Hypothesis 0.1.
(a) $f$ has precisely $r$ local maxima;
(b) $f$ has no local minima;
(c) the gradient vector field $\nabla f$ of $f$ points inward at boundary points of $D$;
(d) $f$ is of differentiability class $C^{2}$.

The space $\mathcal{M}_{r}$ of such functions is given the $C^{2}$ topology. Thus $\mathcal{M}_{r}$ is an open set in the Banach space of $C^{2}$ functions on the disk.

We are chiefly concerned with $r=3$. The Morse inequalities (or older results going back to Poincaré and even Maxwell) imply that a function in $\mathcal{M}_{3}$ has precisely two saddle points in addition to the three local maxima.

Let $\mathcal{C}_{r}$ be the space of unordered sets of $r$ distinct points in the interior Int $D$ of the disk. Define the continuous map $\mu_{r}: \mathcal{M}_{r} \rightarrow \mathcal{C}_{r}$, which assigns to each $f$ its set of maxima. In Section 3 we show that this is a locally trivial fibre space.

Our main result is that $\mu_{3}$ does not have a section.
Theorem 0.2. There is no continuous map $\sigma: \mathcal{C}_{3} \rightarrow \mathcal{M}_{3}$ such that $\mu_{3} \circ \sigma$ is the identity map of $\mathcal{C}_{3}$.

Note that it is easy to construct a section of $\sigma: \mathcal{C}_{2} \rightarrow \mathcal{M}_{2}$ of $\mu_{2}$; for example, $\sigma(a, b)=\sigma_{a, b}$ where

$$
\begin{equation*}
\sigma_{a, b}(x)=-\|x-a\|^{2}\|x-b\|^{2} \tag{1}
\end{equation*}
$$

The same formula works in any dimension. The analogous formula for three or more critical points does not always define a Morse function, however; this is discussed in Section 3.

We consider also the space $\hat{\mathcal{M}}_{r}$ of labeled Morse functions in $\mathcal{M}_{r}$ : An element of $\hat{\mathcal{M}}_{r}$ is an ordered pair $\left(f,\left(m_{1}, \ldots, m_{r}\right)\right.$ ), where $f \in \mathcal{M}_{r}$ and $\left(m_{1}, \ldots, m_{r}\right)$ is a list of its maxima. $\hat{\mathcal{M}}_{r}$ is topologized so that the natural "forgetful" map $\Phi_{\mathcal{M}}: \hat{\mathcal{M}}_{r} \rightarrow \mathcal{M}_{r}$ is a covering space.

Denote by $\hat{\mathcal{C}}_{r} \subset D \times \cdots \times D$ the manifold of lists of $r$ distinct points of the disk. The forgetful map $\Phi_{\mathcal{V}}: \hat{\mathcal{C}}_{r} \rightarrow \mathcal{C}_{r}$ is a covering space. The map $\hat{\mu}=\hat{\mu}_{r}: \hat{\mathcal{M}}_{r} \rightarrow$ $\hat{\mathcal{C}}_{r}$, which assigns to each labeled Morse function its list of maxima, is continuous.

The question of whether $\hat{\mu}_{r}$ has a section is a natural one. It is easy to see that $\hat{\mu}_{2}$ has a section. We prove in Section 3 that, in contrast to Theorem $0.2, \hat{\mu}_{3}: \hat{\mathcal{C}}_{3} \rightarrow$ $\hat{\mathcal{M}}_{3}$ does have a section.

Theorem 0.2 is an immediate corollary of a more general result, Theorem 0.4, about families of $C^{1}$ vector fields on $D^{2}$ whose flows have dynamical properties similar to the gradients of the Morse functions considered in Theorem 0.2, but which are not required to be gradient fields.

Our main tools are unstable manifolds, and especially their saddle connections. A key computation makes use of the structure of the braid group on three strands.

Analogous questions can be raised for higher-dimensional disks, and indeed for Morse functions on arbitrary manifolds. We suspect that, except for very special cases, there do not exist sections.

All maps are assumed or easily proved to be continuous unless the contrary is mentioned. Sections, in particular, are continuous.

It will be more convenient to work with vector fields than with functions. Let $X: D \rightarrow \mathbf{R}^{2}$ be a $C^{1}$ vector field. An equilibrium $p \in D$ is a point for which $X(p)=0$, or equivalently, a fixed point for the flow $\Psi$ generated by $X$. Recall that $p$ is hyperbolic if the Jacobian matrix $D X(p)$ is invertible and has no pure imaginary eigenvalue. A hyperbolic equilibrium is a sink if the real parts of the eigenvalues are negative, and a saddle if one eigenvalue is positive and the other is negative. A sink is an asymptotically stable fixed point for $\Psi$.

Let $r$ denote a positive integer. We work in the space $\mathcal{V}_{r}$ of $C^{1}$ vector fields $X: D \rightarrow \mathbf{R}^{2}$ on the disk having the following properties.

Hypothesis 0.3.
(a) all equilibria are hyperbolic with real eigenvalues;
(b) there are $r$ sinks, $r-1$ saddles, and no other equilibria;
(c) $X$ is transverse inward on $\partial D$;
(d) every complete semitrajectory in $D$ converges to an equilibrium;
(e) there are no heteroclinic or homoclinic loops.

These properties are equivalent to Smale's Axiom A, and they imply the existence of a smooth Liapunov function for the corresponding flow (see Smale [13]).

It is easy to see that $\mathcal{V}_{r}$ is an open set of the Banach space of $C^{1}$ vector fields on the disk (compare Abraham and Robbins [1]). In particular, we may consider $\mathcal{V}_{r}$ as an infinite-dimensional analytic manifold.

It is clear that the gradient vector field of a function in $\mathcal{M}_{r}$ lies in $\mathcal{V}_{r}$, and that the resulting map $\mathcal{M}_{r} \rightarrow \mathcal{V}_{r}$ is a homeomorphism onto its image. By assigning to each vector field its set of sinks, we define a continuous map $\mathcal{V}_{r} \rightarrow \mathcal{C}_{r}$. By a convenient abuse of notation we denote this by $\mu_{r}$. In Theorem 3.2 we prove that $\mu_{r}$ is a fibre bundle projection.

Theorem 0.2 is an immediate consequence of the following.
Theorem 0.4. The map $\mu_{3}: \mathcal{V}_{3} \rightarrow \mathcal{C}_{3}$ has no section.
As the spaces $\mathcal{V}_{r}$ for $r>3$ will play little role in this paper, we simplify notation by setting $\mathcal{V}_{3}=\mathcal{V}$ and $\mu_{3}=\mu$.

Later we shall need to consider the covering space $\Phi_{\mathcal{V}}: \hat{\mathcal{V}} \rightarrow \mathcal{V}$, where $\hat{\mathcal{V}}$ is the space of pairs comprising a vector field in $\mathcal{V}$ together with an ordering of its sinks, and $\Phi_{\mathcal{V}}$ is the forgetful map.

Outline of Proof. The proof is by contradiction. A section $\sigma: \mathcal{C}_{3} \rightarrow \mathcal{V}$ of $\mu$ induces the homomorphism of fundamental groups $\sigma_{*}: \pi_{1}\left(\mathcal{C}_{3}\right) \rightarrow \pi_{1}(\mathcal{V})$. By Hypothesis $0.3(\mathrm{~b})$, every $X \in \mathcal{V}$ has two saddles. These vary continuously with $X$. The resulting continuous map $v: \mathcal{V} \rightarrow \mathcal{C}_{2}$ induces the homomorphism $\nu_{*}: \pi_{1}(\mathcal{V}) \rightarrow$ $\pi_{1}\left(\mathcal{C}_{2}\right)$ of fundamental groups.

Since $\pi_{1}\left(\mathcal{C}_{r}\right)=B_{r}$, the braid group on $r$ strands, $\sigma$ determines in this way a homomorphism of braid groups, $\nu_{*} \circ \sigma_{*}: B_{3} \rightarrow B_{2}$. This homomorphism may, of course, depend on $\sigma$; however, by analyzing $\sigma$ on a particular toral subset of
$\mathcal{C}_{3}$, we can make an a priori computation of the value of $v_{*} \circ \sigma_{*}$ on a certain element of $B_{3}$. Finally, it will be easy to show algebraically, from the structure of braid groups, that no homomorphism $B_{3} \rightarrow B_{2}$ can realize this computation. This contradiction will complete the proof.

Section 1 sets up the basic definitions and constructions needed for Section 2, in which Theorem 0.4 is proven. Section 3 further explores the bundle of Morse functions and has some positive results. The final section contains some open problems and discussion.

## 1. Loops, Isotopies, and Winding Numbers

In this section we develop the topological tools needed for the proof of the main theorem. Smale [13] or Hirsch and Pugh [5] can be consulted for the theory of stable and unstable manifolds.

## The Unstable Manifold Complex

Let $\Psi$ denote the flow generated by a vector field $X \in \mathcal{V}$. Let $p \in \operatorname{Int} D$ be a saddle equilibrium for $X$. The stable manifold $W^{s}(p, X)=W^{s}(p)$ is the set of $x \in$ $D$ such that $\lim _{t \rightarrow \infty} \Psi_{t}(x)=p$. There is an injective $C^{1}$ immersion $h: J \rightarrow$ $D$, where $J \subset \mathbf{R}$ is a closed infinite interval, such that $h(J)=W^{s}(p, X)$. If $W^{s}(p, X)$ is disjoint from the boundary circle $\partial D$, then $J=\mathbf{R}$; otherwise, the unique endpoint of $J$ is mapped by $h$ to $W^{s}(p, X) \cap \partial D$.

The unstable manifold of $p$ is the set $W^{u}(p)=W^{u}(p, X)$ comprising all points $x \in D$ such that $\lim _{t \rightarrow-\infty} \Psi_{t}(x)=p$. It is the injective image of a $C^{1}$ immersion of $\mathbf{R}$.

Deleting $p$ from its stable manifold leaves two branches of the stable manifold, homeomorphic to open or half-open intervals. The unstable manifold similarly has two branches. Each branch is invariant under the flow and is therefore a $C^{2}$ curve; its closure is a $C^{1}$ arc. Only a stable branch (i.e., a branch of a stable manifold) can be a half-open interval, by Hypothesis 0.3(c). This occurs when a point of the stable branch is on the disk's boundary.

A saddle connection is a branch that connects two saddles, or connects one saddle to itself; however, the latter situation (a homoclinic loop) is precluded by Hypothesis 0.3(e). Nor can two branches reciprocally connect a pair of saddles (producing a heteroclinic loop). By $0.3(\mathrm{e})$, there is at most one saddle connection.

Each unstable branch is a complete orbit, which by $0.3(\mathrm{~d})$ connects two equilibria. These equilibria are distinct by $0.3(\mathrm{e})$; one or both may be saddles.

Given $X \in \mathcal{V}$, let $K_{X}$ be the unstable manifold complex of the saddles of $X$, that is, the closure of the union of the unstable manifolds of the saddles. We show in Proposition 1.1 that $K_{X}$ is a contractible graph having as vertices the three sinks and two saddles of $X$. These graphs divide into two homeomorphism types-"Tshaped" and "V-shaped"-according to whether $X$ has a saddle connection or not. By labeling the equilibria we make $K_{X}$ into a labeled graph.

Figure 1 is a picture of the two types of complexes. Small parts of the stable manifolds have been drawn to indicate the saddles, and arrows on the unstable manifolds indicate the direction of the flow.


Figure 1 The two combinatorial types of unstable manifold complexes

Proposition 1.1. For each vector field $X \in \mathcal{C}_{3}$, one of the following conditions holds for the complex $K_{X}$ :
(i) there are no saddle connections and $K_{X}$ is homeomorphic to a compact interval;
(ii) there is just one saddle connection and $K_{X}$ is homeomorphic to the triod

$$
\mathrm{T}=\left\{(x, y) \in \mathbf{R}^{2}: x y=0,-1 \leq x \leq 1,0 \leq y \leq 1\right\}
$$

Proof. Suppose there is no saddle connection; then each unstable branch limits at a sink. Since there are four unstable branches and three sinks, two unstable branches must limit at the same sink.

These two branches can not be from the same saddle, say $s$. For otherwise the closure of their union would form a Jordan curve bounding a simply connected compact invariant set $R \subset$ Int $D$. For any point $x \in W^{s}(s) \cap R$, there exists an equilibrium $\lim _{t \rightarrow \infty} \phi_{-t} x=p$. But $p$ must be a saddle, violating the assumption of no saddle connections.

A similar argument shows that of the four unstable branches, precisely two limit at a common sink. This suffices to prove (i). Similarly, if there is a saddle connection it is easy to see that (ii) holds.

Let $\mathcal{V}_{\mathrm{T}} \subset \mathcal{V}$ denote the closed set of vector fields in $\mathcal{V}$ having a saddle connection; that is, $\mathcal{V}_{\mathrm{T}}$ is the set of vector fields with T -shaped unstable manifold complexes. It is known that $\mathcal{V}_{\mathrm{T}}$ is a closed set which is a $C^{1}$ submanifold (Abraham and Robbins [1]).

## Isotopies of Unstable Manifold Complexes

A path in a space $E$ is a map $I \rightarrow E$ defined on the closed unit interval $I=[0,1]$. A path which identifies the endpoints of $I$ is a loop.

Let $Y: I \rightarrow \mathcal{V}$ be path, that is, a 1-parameter family of vector fields. Denote the unstable manifold complex $K_{Y(t)}$ by $K_{t}$.

A labeling for $Y$ is an indexed set of five paths $\left\{\lambda_{i}: I \rightarrow D: i=1, \ldots, 5\right\}$ in $D$ such that, for each $t \in I$, the set $\left\{\lambda_{i}(t), i=1, \ldots, 5\right\}$ consists of the five equilibria of $Y(t)$. Even if $Y$ is a loop, it is possible that some of the paths $\lambda_{i}$ are not loops. If all the $\lambda_{i}$ are loops then we say that the labeling $\left\{\lambda_{i}\right\}$ is consistent.

Because the equilibria occurring in a 1-parameter family of vector fields in $V$ cannot coalesce (owing to hyperbolicity), every labeling $\left\{\lambda_{i}\right\}$ has the important property that, for all $t$,

$$
\lambda_{i}(t) \neq \lambda_{j}(t) \quad \text { if } i \neq j
$$

By continuity, the labeling is completely determined by its initial values $\left\{\lambda_{i}(0)\right\}$. Moreover, for each $i$, the type (sink or saddle) of the equilibrium $\lambda_{i}(t)$ remains constant as $t$ varies.

We often denote a labeling by $\left\{O(t), P(t), Q(t), s_{1}(t), s_{2}(t)\right\}$, with $O, P, Q$ labeling sinks and $s_{1}, s_{2}$ labeling saddles.

## Lemma 1.2. Every path $Y$ in $\mathcal{V}$ has a labeling.

Proof. It suffices to prove this locally in $I$, that is, to show that every point of $I$ has a closed interval neighborhood $J \subset I$ such that $Y \mid J$ has a labeling. For this it suffices to construct the paths $\lambda_{i}(t)$ separately for each $i$.

Fix $t_{0} \in I$ and let $p_{0} \in \operatorname{Int} D$ be an equilibrium for the vector field $Y\left(t_{0}\right): D \rightarrow$ $\mathbf{R}^{2}$. We seek a map $\lambda: J \rightarrow \mathbf{R}^{2}$ in a subinterval $J$ containing $t_{0}$ such that

$$
\begin{align*}
Y(t)(\lambda(t)) & =0,  \tag{2}\\
\lambda\left(t_{0}\right) & =p_{0} . \tag{3}
\end{align*}
$$

Hyperbolicity of $p_{0}$ validates application of the implicit function theorem to obtain the desired map $\lambda$.

The path $Y: I \rightarrow \mathcal{V}$ is pure if either $Y(I) \subset \mathcal{V}_{\mathrm{T}}$ or $Y(I) \subset \mathcal{V} \backslash \mathcal{V}_{\mathrm{T}}$. Thus either all the $K_{t}$ are T -shaped or all are V -shaped. In the first case we say $Y$ has type T and in the second case type V .

An isotopy of unstable manifold complexes over $Y$ is a map

$$
\begin{equation*}
H: K_{0} \times I \rightarrow D, \quad H(x, t)=H_{t}(x) \tag{4}
\end{equation*}
$$

with the following properties:
(a) for each $t \in I, H_{t}$ maps $K_{0}$ homeomorphically onto $K_{t}$,
(b) $H_{0}$ is the identity map of $K_{0}$.

Each vector field $Y(t)$ has nondegenerate equilibria (Hypothesis 0.3(a)); thus, given a labeling $\left\{\lambda_{i}\right\}$, both $\left\{\lambda_{i}\right\}$ and $\left\{H_{t}\left(\lambda_{i}(0)\right)\right\}$ are labelings with the same initial values. Hence, $H_{t}\left(\lambda_{i}(0)\right)=\lambda_{i}(t)$ for all $i \in\{1, \ldots, 5\}$ with $t \in I$.

Proposition 1.3. If $Y: I \rightarrow \mathcal{V}$ is a pure path, then there is an isotopy of unstable manifold complexes over Y. In fact, every labeling extends to an isotopy.

The first thing we need to establish is that the way unstable branches connect equilibria cannot change discontinuously in $t$. Let $\left\{\lambda_{i}\right\}$ be a labeling for a pure path $Y$. We abbreviate $W^{s}\left(\lambda_{i}(t), Y(t)\right)=W^{s}(i, t)$, and similarly for $W^{u}$.

An $i, j$ connection at $t \in I$ is a branch of $W^{u}(i, t)$ going from a saddle $\lambda_{i}(t)$ to a sink or another saddle $\lambda_{j}(t)$. Equivalently, it is $W^{u}(i, t) \cap W^{s}(j, t)$.

Lemma 1.4. If $Y: I \rightarrow \mathcal{V}$ is a pure path and there is an $i, j$ connection at some $t_{0} \in I$, then there is an $i, j$ connection at each $t \in I$.

Proof. Fix a compact arc $A$ in the branch $W^{u}\left(i, t_{0}\right) \cap W^{s}\left(j, t_{0}\right)$ having $\lambda_{i}\left(t_{0}\right)$ as an endpoint. Continuity of unstable manifolds (Hirsch and Pugh [5]) means that, for any $\varepsilon>0$, there exists $\delta>0$ such that if $\left|t-t_{0}\right|<\delta$ then $W^{u}(i, t)$ contains a compact arc $A_{t}$ having $\lambda_{i}(t)$ as endpoint, and there is diffeomorphism $g_{t}: A \rightarrow$ $A_{t}$ within $\varepsilon$ of the identity map of $A$ in the $C^{1}$ topology.

Consider the case where $\lambda_{j}\left(t_{0}\right)$ is a sink for $Y\left(t_{0}\right)$, so that $W^{s}\left(j, t_{0}\right)$ is an open set in $D$. It is well known (see e.g. Hirsch and Smale [6, Chap. 16]) that, for any compact set $Q \subset W^{s}\left(j, t_{0}\right)$, there is a neighborhood $\mathcal{N}$ of $Y\left(t_{0}\right)$ in space of $C^{1}$ vector fields on $D$ such that if $X \in \mathcal{N}$ then $X$ has a unique hyperbolic $\operatorname{sink} q$ with the property that $Q \subset W^{s}(q, X)$. This implies that for $t$ sufficiently near $t_{0}$ we have $A \cap W^{s}(j, t) \neq \emptyset$. It follows that there exists $\delta>0$ such that $\left|t-t_{0}\right|<$ $\delta$ implies $g_{t}(A) \cap W^{s}(j, t) \neq \emptyset$. Since $g_{t}(A) \subset W^{u}\left(\lambda_{i}(t)\right)$, this exhibits an $i, j$ connection for $t$ near $t_{0}$.

Suppose now that $\lambda_{j}\left(t_{0}\right)$ is a saddle and that $\lambda_{i}\left(t_{0}\right)$ is also. Then $K_{t_{0}}$ is T-shaped, so $K_{t}$ is T-shaped for all $t$. Of the four unstable branches, three go to sinks and one goes from $\lambda_{i}\left(t_{0}\right)$ to $\lambda_{j}\left(t_{0}\right)$. Under sufficiently small perturbations, the corresponding unstable branches go to corresponding sinks, by the preceding continuity considerations. Therefore it must be that, for all $t$, a branch of $W^{u}\left(\lambda_{i}, t\right)$ connects to a saddle. Since there are no homoclinic loops, it must connect to $W^{u}\left(\lambda_{j}, t\right)$.
Proof of Proposition 1.3. For each $i$ we define $H_{t}$ on equilibria in $K_{0}$ by

$$
H_{t}\left(\lambda_{i}(0)\right)=\lambda_{i}(t) .
$$

Let $i, j$ be such that there is an $i, j$ connection at some $t \in I$. Hence, by Lemma 1.4 there is an $i, j$ connection at $t$ for all $t \in I$. We denote this branch by $B_{t}(i, j)=W^{u}(i, t) \cap W^{s}(j, t)$; its closure is a $C^{1}$ compact arc $C_{t}(i, j)$. For each $t \in I$, the union of these arcs is $K_{t}$.

We define $H_{t}(i, j): C_{0}(i, j) \rightarrow C_{t}(i, j)$ so that it multiplies length by a constant, as follows. For any $s \in I$ and $z \in C_{s}(i, j)$, let $A_{s}(z)$ denote the arc length along $C_{s}(i, j)$ from $\lambda_{i}(s)$ to $z$. For $x \in C_{0}(i, j)$ we define $H_{t}(x)$ to be the point $y \in C_{t}(i, j)$ such that

$$
\frac{A_{t}(y)}{A_{t}(1)}=\frac{A_{0}(x)}{A_{0}(1)}
$$

Continuity of unstable manifolds implies that the resulting map $H(x, t): K_{0} \rightarrow$ $K_{t}$ is continuous and thus a homeomorphism.

It is easy to see, using purity of $Y$ and continuity of stable manifolds, that for any $t_{1}, t_{2} \in S^{1}$ the unstable manifold complexes of $X\left(t_{1}\right)$ and $X\left(t_{2}\right)$ are isomorphic as labeled graphs.

Corollary 1.5. All the unstable manifold complexes $K_{t}$ for a pure path are isomorphic as labeled graphs.

## Winding Numbers

Let $S^{1}=\left\{x \in \mathbf{R}^{2}:\|x\|=1\right\}$ denote the unit circle. Recall that to each loop $\lambda: I \rightarrow S^{1}$ there corresponds an integer $\operatorname{deg}_{S}(\lambda)$ called its degree, defined as follows. Express $\lambda(t)$ continuously as $\lambda(t)=(\cos \theta(t), \sin \theta(t))$. As $\theta(t)$ is well defined modulo $2 \pi$, we can define $\operatorname{deg}_{S}(\lambda)=(\theta(1)-\theta(0)) / 2 \pi$. Loops that are homotopic (through loops) have the same degree.

Let $P^{1}$ denote the (real) projective line, that is, the space of lines through the origin in $\mathbf{R}^{2}$. An element $L \in P^{1}$ is represented in homogeneous coordinates by $[a, b]$, where $(a, b) \neq(0,0)$ is any point on $L \backslash(0,0)$. The formula

$$
h(\cos \theta, \sin \theta)=\left[\cos \frac{\theta}{2}, \sin \frac{\theta}{2}\right]
$$

defines a homeomorphism $h: S^{1} \rightarrow P^{1}$.
To a loop $\lambda: I \rightarrow P^{1}$ we also assign a degree:

$$
\operatorname{deg}_{P}(\lambda)=\operatorname{deg}_{S}\left(h^{-1} \circ \lambda\right),
$$

noting that $h^{-1} \circ \lambda$ is a loop in the circle.
Consider now the canonical double covering projection

$$
\pi: S^{1} \rightarrow P^{1}, \quad(x, y) \mapsto[x, y]
$$

The following lemma is well known.
Lemma 1.6.
(a) If $\lambda: I \rightarrow S^{1}$ is a loop, then $\operatorname{deg}_{P}(\pi \circ \lambda)=2 \operatorname{deg}_{S} \lambda$.
(b) A loop in $P^{1}$ lifts through $\pi$ to a loop in $S^{1}$ if and only if its degree is even.

Recall that $\mathcal{C}_{2}$ is the space of unordered pairs of distinct points in the disk and that $\hat{\mathcal{C}}_{2}$ is the space of ordered pairs of such points. The canonical map $\psi: \mathcal{C}_{2} \rightarrow P^{1}$ into the (real) projective line $P^{1}$ is defined by sending $\{u, v\} \in \mathcal{C}_{2}$ to the point of $P^{1}$ with homogeneous coordinates $\left[u_{1}-v_{1}, u_{2}-v_{2}\right]$. Thus $\psi(\{u, v\})=\left[u_{1}-v_{1}\right.$, $\left.u_{2}-v_{2}\right]$. We denote by $\hat{\psi}: \mathcal{C}_{2} \rightarrow S^{1}$ the unique continuous map covering $\psi$ so that the following diagram commutes:

where the vertical maps are the canonical projections.
Let $\rho: I \rightarrow \mathcal{C}_{2}$ be a loop. To $\rho$ we associate an integer, called its projective relative winding number $\operatorname{PRWN}(\rho)$, defined as the degree of the composition

$$
I \xrightarrow{\lambda} \mathcal{C}_{2} \xrightarrow{\psi} P^{1} .
$$

This is invariant under homotopies of loops in $\mathcal{C}_{2}$.

Lemma 1.7. A loop $\rho: I \rightarrow \mathcal{C}_{2}$ lifts to a loop in $\hat{\mathcal{C}}_{2}$ if and only if $\operatorname{PRWN}(\rho)$ is even.

Proof. Consider the commutative diagram

$\operatorname{PRWN}(\rho)$ is even if and only if $\psi \circ \rho$ lifts to a loop $I \rightarrow S^{1}$, by Lemma 1.6. By properties of covering spaces, this is equivalent to $\rho$ lifting to a loop in $\hat{\mathcal{C}}_{2}$.

In the rest of this section we assume that $Y: I \rightarrow \mathcal{V}$ is a pure loop with labeling

$$
\left\{\lambda_{i}(t)\right\}=\left\{O(t), P(t), Q(t), s_{1}(t), s_{2}(t)\right\}
$$

in the notation of Section 1. Without loss of generality we assume that the labeling of $K_{0}$ is as in Figure 1.

Then for all $t$, the equilibria $O(t), P(t)$, and $Q(t)$ are sinks, while $s_{1}(t)$ and $s_{2}(t)$ are saddles. Since $Y$ is a loop, each sink (or saddle) for $Y(1)$ coincides with a sink (or saddle, respectively) for $Y(0)$, but perhaps with a different label. It turns out (Proposition 1.9) that if $Y$ takes values in $\mathcal{V}_{\mathrm{T}}$ then the labeling is in fact consistent: $\lambda_{i}(0)=\lambda_{i}(1)$ for $i=1, \ldots, 5$.

A glance at Figure 1 shows that $P(t)$ and $Q(t)$ can be topologically distinguished from $O(t)$ in $K_{t}$ (but not from each other). That is, no homeomorphism of $K_{t}$ can send $P(t)$ or $Q(t)$ to $O(t)$. Moreover, the saddles are topologically distinguishable from the sinks.

Consider a pair of distinct indices $1 \leq i, j \leq 5$ such that the map

$$
g_{i j}: I \rightarrow \mathcal{C}_{2}, \quad t \mapsto\left\{\lambda_{i}(t), \lambda_{j}(t)\right\}
$$

is a loop; that is, $\left\{\lambda_{i}(0), \lambda_{j}(0)\right\}=\left\{\lambda_{i}(1), \lambda_{j}(1)\right\}$. Denote the projective relative winding number of $g_{i j}$ by $d_{i j}^{Y}=d_{i j}$. Notice that $g_{i j}$ and $g_{j i}$ are the same map, whence $d_{i j}=d_{j i}$.

Proposition 1.8. Let $Y:[0,1] \rightarrow \mathcal{V}$ be a pure loop. Then $d_{i j}^{Y}$ is the same for all pairs $(i, j)$, where $i, j=1, \ldots, 5$ and $i \neq j$, such that $g_{i j}$ is a loop.

Proof. Consider two such pairs $(i, j)$ and $(k, l)$. We look for paths $u, v: I \rightarrow K_{0}$ such that
(a) $\{u(0), v(0)\}=\left\{\lambda_{i}(0), \lambda_{j}(0)\right\}$,
(b) $\{u(1), v(1)\}=\left\{\lambda_{k}(0), \lambda_{l}(0)\right\}$, and
(c) $u(s) \neq v(s), s \in I$.

Given such $u$ and $v$, we obtain a homotopy from $g_{i j}$ to $g_{k l}$ as follows. Define

$$
\begin{gathered}
G_{s}: I \rightarrow P^{1}, \\
G_{s}(t)=\psi\left(\left\{H_{t}(u(s)), H_{t}(v(s))\right\}\right), \quad s, t \in I,
\end{gathered}
$$

where $H$ is an isotopy of unstable manifold complexes covering the path $Y$ (see (4)). Then $H_{1}$ is a homeomorphism of $K_{0}$ to itself that permutes the equilibria among themselves, and the saddles among themselves, and fixes $O(0)$. Moreover $H_{1}$ maps each unstable branch of $Y(0)$ to an unstable branch of $Y(0)$.

Properties (a) and (b) ensure that $G_{0}=g_{i j}$ and $G_{1}=g_{k l}$, while (c) implies that $\left\{H_{t}(u(s)), H_{t}(v(s))\right\} \in \mathcal{C}_{2}$. Thus the existence of such $u, v$ will imply $d_{i j}=d_{k l}$.

If such a pair $u, v$ exists then we write $i, j \simeq k, l$. Standard homotopy theory implies that this is an equivalence relation. It therefore suffices to prove that, for any $i, j, k, l \in\{1, \ldots, 5\}$ with $i \neq j$ and $k \neq l$, we have either $i, j \simeq k, l$ or $i, j \simeq$ $l, k$.

Consider first the case that $Y$ takes values in $\mathcal{V}_{\mathrm{T}}$. Let the equilibria in $K_{0}$ be labeled $O, P, Q, s_{1}, s_{2}$, as in the left-hand side of Figure 1. We extend these labels to a labeling of $Y$ by Lemma 1.2.

In order to prove $O, s_{1} \simeq O, s_{2}$, we define $u: I \rightarrow K_{0}$ to be the constant path at $O$ and $v: I \rightarrow K_{0}$ to be the path from $s_{1}$ to $s_{2}$ whose image is the closure of $W^{u}\left(s_{1}\right) \cap W^{s}\left(s_{2}\right)$-in other words, that branch of $W^{u}\left(s_{1}\right)$ which leads to $s_{2}$ (the upper branch in Figure 1).

A similar construction shows that $O, s_{2} \simeq s_{1}, s_{2}$. Now, by transitivity, $O, s_{1} \simeq$ $s_{1}, s_{2}$.

Proceeding in this way reveals that $i, j \simeq k, l$ for $i \neq j$ and $k \neq l$. This proves the proposition for the T-shaped case. The proof for the V-shaped case of unstable manifold complexes is similar, except that for each such $i, j, k, l$ we can only prove that either $i, j \simeq k, l$ or else $i, j \simeq l, k$. This, however, suffices to complete the proof.

Proposition 1.9. Suppose $Y$ is a pure loop in $\mathcal{V}_{\mathrm{T}}$. Then every labeling is consistent.

Proof. We assume the labeling is

$$
\left\{\lambda_{1}(t), \lambda_{2}(t), \lambda_{3}(t), \lambda_{4}(t), \lambda_{5}(t)\right\}=\left\{O(t), P(t), Q(t), s_{1}(t), s_{2}(t)\right\}
$$

as usual.
By Lemma 1.7 it suffices to prove that $d_{i j}$ is even when $i \neq j$. By Proposition 1.8 it is enough to prove that $d_{4,5}$ is even or, equivalently, that the saddles cannot be interchanged by an isotopy of T-shaped unstable manifold complexes. This is obvious because in a T-shaped complex the saddles are topologically distinct.

The analogous statement is false for V-shaped pure loops, as there are loops in $\mathcal{V} \backslash \mathcal{V}_{\mathrm{T}}$ whose induced isotopy of unstable manifold complexes starts and ends with the right hand diagram in Figure 1 (ignoring labels) but exchanges $P$ and $Q$.

## 2. Proof of the Main Theorem

In proving the main theorem we make use of a certain torus $T \subset \mathcal{C}_{3}$ of configurations. If $\sigma: \mathcal{C}_{3} \rightarrow \mathcal{V}$ is a section then $\sigma(T)$ is a torus of vector fields. From loops in $T$ we obtain, via $\sigma$, isotopies of stable manifold complexes and hence winding numbers.

## Tori

The standard torus $T^{2}$ is the Cartesian product $S^{1} \times S^{1}$ of unit circles. The two projections $T^{2} \rightarrow S^{1}$ induce an isomorphism of the fundamental group of $T^{2}$ with $\mathbf{Z} \times \mathbf{Z}$. Thus to each loop in $T^{2}$ we assign an ordered pair of integers called its type. To an oriented embedded circle $\Sigma \subset T^{2}$ we assign the type of any characteristic loop for $\Sigma$. The type of an unoriented embedded circle means the type for some convenient orientation.

Lemma 2.1. Let $\Sigma \subset T^{2}$ be an oriented embedded circle of type ( $m, n$ ). Then one of the following holds:
(a) $m=n=0$; or
(b) $|m|$ and $|n|$ are relatively prime.

Proof. This well-known topological fact (due to Hopf?) can be proved as follows from the theory of covering spaces and the classification of surfaces. Suppose (a) does not hold. Then $\Sigma$ represents a nontrivial homotopy class $\alpha \in \pi_{1}\left(T^{2}\right)=$ $\mathbf{Z} \times \mathbf{Z}$. There is a unique maximal positive integer $k$ such that $\alpha=k \beta$ for some nonzero class $\beta \in \pi_{1}\left(T^{2}\right)$, namely, the greatest common divisor of $|m|,|n|$. If $k=1$ then the proof is complete.

There is a covering space $p: E \rightarrow T^{2}$ such that $\pi_{1}(E)=\mathbf{Z}, p_{*}(1)=\beta$, and $p_{*}(k)=\alpha$; we may take $E=\mathbf{R}^{2} \backslash 0$. The covering homotopy theorem yields a map $f: \Sigma \rightarrow E$ such that $p \circ f$ is the identity map of $\Sigma$. Therefore $f(\Sigma) \subset E$ is a Jordan curve representing $k$ times the generator of $\pi_{1}(E)$.

In other words, the winding number of the Jordan curve $f(\Sigma)$ about the origin in $\mathbf{R}^{2}$ is $k$, and a classical theorem says $k=1$.

We now describe an important torus of configurations (see Figure 2). Define the subset $T \subset \mathcal{C}_{3}$ to be the set of those unordered triples in the interior of $D$ that can be labeled $(O, P, Q)$, where $O$ is the origin and $P, Q$ are antipodal points on the circle of radius $\frac{1}{3}$ centered at a point at distance $\frac{1}{2}$ from $O$.


Figure 2 The torus $T$ of configurations in $\mathcal{C}_{3}$

The torus $T$ is an analytic submanifold of $\mathcal{C}_{3}$, diffeomorphic to the (nonstandard) torus $S^{1} \times P^{1}$ by the map

$$
r=\left(r_{1}, r_{2}\right): T \rightarrow S^{1} \times P^{1}, \quad\{O, P, Q\} \mapsto\left(\frac{P}{\|P\|}, \psi(\{P, Q\})\right),
$$

where $\psi: \mathcal{C}_{2} \rightarrow P^{1}$ is the canonical map defined in Section 1. Notice that $r$ induces an isomorphism $r_{*}$ of fundamental groups.

A loop $\lambda: I \rightarrow T$ determines an element in the fundamental group of $T$, which is isomorphic to $\mathbf{Z} \times \mathbf{Z}$ under $r_{*}$. Thus to each loop we associate an ordered pair of integers $(m, n)$, called its type: $m$ is the degree of the loop $r_{1} \circ \lambda: I \rightarrow S^{1}$, while $n$ is the degree of $r_{2} \circ \lambda: I \rightarrow P^{1}$. From this and the definition of the projective relative winding number (PRWN), the following computation follows easily.

Lemma 2.2. Let $\lambda: I \rightarrow T, t \mapsto(O(t), P(t), Q(t))$ be a loop such that $O(t)$ is the origin, $P(0)=P(1)$, and $Q(0)=Q(1)$. Let $a \in \mathbf{Z}$ be the PRWN of the loop in $\mathcal{C}_{2}$ defined by $t \mapsto(O(t), P(t))$. Similarly, let $b \in \mathbf{Z}$ denote the PRWN of $t \mapsto$ $(P(t), Q(t))$. Then $\lambda$ has type $(a / 2, b)$.

The following results will be used to show that certain kinds of loops in $\mathcal{V}$ must contain vector fields having T-shaped unstable manifold complexes.

Lemma 2.3. Let $\Sigma \subset T$ be an embedded circle. Assume there exists an embedded circle $\Lambda \subset \mathcal{V} \backslash \mathcal{V}_{\mathrm{T}}$ that maps homeomorphically onto $\Sigma$ under the canonical map $\mu: \mathcal{V} \rightarrow \mathcal{C}_{3}$. Then, with suitable orientation, $\Sigma$ has type $(1,2)$ or $(0,0)$.

Proof. Fix a characteristic map $v: I \rightarrow \Lambda$ for $\Lambda$. Then $v: I \rightarrow \mathcal{V}$ is a pure loop in the sense of the preceding sections, with V-shaped unstable manifold complexes.

Consider a labeling $\left\{\lambda_{i}\right\}$ for $\mu \circ v$ with

$$
\left\{\lambda_{1}(0), \lambda_{2}(0), \lambda_{3}(0), \lambda_{4}(0), \lambda_{5}(0)\right\}=\left\{O, P, Q, s_{1}, s_{2}\right\}
$$

and $O(t)$ at the origin. The labeling may not be consistent, in which case the loop interchanges $P$ with $Q$ and $s_{1}$ with $s_{2}$. In any case, $v \# v$, the composition of the path $v$ with itself, is consistently labeled.

It follows from Lemma 1.7 that the projective relative winding number $d_{12}$ of $v \# v$ is even. Therefore, from Proposition 1.8, $d_{i j}=2 n$ for all $i \neq j$. Thus $v \# v$ has type $(n, 2 n)$ by Lemma 2.2 , so the degree of $\Sigma$ is $(n / 2, n)$. Since $n / 2$ must be integral, $\Sigma$ has degree ( $k, 2 k$ ). By Lemma 2.1, $|k|=1$ or 0 .

Corollary 2.4. Let $\Lambda \subset \mathcal{V}$ be a set mapped homeomorphically by $\mu: \mathcal{V} \rightarrow \mathcal{C}_{3}$ to an embedded circle $\Sigma \subset T$. If $\Sigma$ has type $(1,0)$, then $\Lambda$ meets $\mathcal{V}_{T}$ in at least one point.

The next proposition concerns a circle of type (1,2), embedded in the torus $T$, that is covered by a pure type $T$ loop $Y$ in $\mathcal{V}$. Figure 3 suggests such a circle, together with the unstable manifold complex $K_{t}$ for $Y(t)$.


Figure 3 A (1, 2)-circle in $T$ lifting to a type-T loop

Proposition 2.5. Assume $Q^{2} \subset \mathcal{V}$ is a $C^{1}$ 2-dimensional submanifold transverse to $\mathcal{V}_{\mathrm{T}}$ that maps homeomorphically onto $T$ under $\mu$. Then $Q^{2} \cap \mathcal{V}_{\mathrm{T}}$ contains an oriented embedded circle $\Lambda$ such that $\mu(\Lambda)$ has type (1,2).

Proof. We first show that $Q^{2} \cap \mathcal{V}_{\mathrm{T}}$ is nonempty. In fact, from Corollary 2.4 we see that, if $\Sigma \subset T$ is any embedded circle of type $(1,0)$, then the circle $\Lambda=$ $\left(\mu \mid Q^{2}\right)^{-1}(\Sigma)$ must meet $\mathcal{V}_{\mathrm{T}}$. Therefore, by the transversality assumption, $Q^{2} \cap \mathcal{V}_{\mathrm{T}}$ is a nonempty compact submanifold of $Q^{2}$ of dimension 1 and hence a finite union of disjoint embedded circles $\Lambda_{j} \subset T(j=1, \ldots, N, N \geq 1)$.

Set $\mu\left(\Lambda_{j}\right)=\Sigma_{j} \subset T$. As a loop in $T, \Sigma_{j}$ has type ( $n_{j}, 2 n_{j}$ ) with $\left|n_{j}\right| \leq 1$, by Lemma 2.3. We orient $\Sigma_{j}$ so that $n_{j} \geq 0$.

It cannot be that all $n_{j}=0$. To see this, suppose otherwise. Then each $\Sigma_{j}$ bounds disk $D_{j}$ in $T$ and, since the boundaries are disjoint, each pair of these disks is either disjoint or nested. We may therefore change their indexing so that, for some $1 \leq m \leq N$, the maximal disks are disjoint disks $D_{1}, \ldots, D_{m}$ and their union contains all the $D_{j}, j=1, \ldots, N$.

Now, by shrinking $D_{1}, \ldots, D_{m}$ isotopically, one can see that there exists a type-( 1,0 ) embedded circle $\Sigma \subset T$ disjoint from the $D_{j}$. Thus $\Sigma$ is disjoint from $\mu\left(Q^{2} \cap \mathcal{T}\right)$, contradicting the second sentence of the proof. Therefore $n_{j}=1$ for some $j$.

## Completion of Proof of the Main Theorem

The following notation will be used. If $\beta$ is a loop in a space $E$, then $[\beta]$ denotes the element of the fundamental group $\pi_{1}(E)$ represented by $\beta$. When $\beta$ is a characteristic loop for an oriented embedded circle $\Gamma \subset E$, we also denote this element by $[\Gamma]$.

Suppose now there is a section $\sigma: \mathcal{C}_{3} \rightarrow \mathcal{V}$. Invoking standard approximation techniques, we assume the restriction $\sigma \mid T$ is smooth and transverse to $\mathcal{V}_{\mathrm{T}}$.

Lemma 2.6. There is an oriented embedded circle $\Lambda \subset T$ such that $:$
(i) $\sigma(\Lambda) \subset \mathcal{V}_{\mathrm{T}}$, and
(ii) $\Lambda$ has type $(1,2)$.

Proof. Apply Proposition 2.5 to $Q^{2}=\sigma(T)$.
Let $\gamma: \mathcal{V} \rightarrow \mathcal{C}_{2}$ assign to each vector field its set of saddles. We obtain a continuous map $\tau=\gamma \circ \sigma: \mathcal{C}_{3} \rightarrow \mathcal{C}_{2}$ and the corresponding homomorphism $\tau_{*}$ of fundamental groups, which in this case are braid groups. Thus a section gives us a homomorphism of braid groups $\tau_{*}: B_{3} \rightarrow B_{2}$. Because $\mathcal{C}_{2}$ admits the projective line as deformation retract, we make the identification $B_{2}=\mathbf{Z}$.

The standard presentation of $B_{3}$ has generators $a_{1}, a_{2}$ and the relation $a_{1} a_{2} a_{1}=$ $a_{2} a_{1} a_{2}$; see Figure 4 .


Figure 4 The two generators of $B_{3}$

Let $\iota: T \rightarrow \mathcal{C}_{3}$ denote the inclusion. Consider the following commutative diagram of continuous maps,

as well as the corresponding commutative diagram of homomorphisms of fundamental groups,


We will show that the section $\sigma$ cannot exist by computing $\tau_{*} \iota_{*}[\Lambda] \in \mathbf{Z}$ in two different ways. On the one hand, $\tau_{*} \iota_{*}[\Lambda]=2$. But on the other hand,

$$
\iota_{*}[\Lambda]=\left(a_{1} a_{2}\right)^{3} \in B_{3},
$$

so the fact that $\tau_{*}$ is a homomorphism makes $\tau_{*} \iota_{*}[\Lambda] *$ divisible by 3 .

To carry out these calculations, fix a characteristic loop for $\Lambda$, denoted by

$$
\alpha: I \rightarrow T, \quad t \mapsto\{O, P(t), Q(t)\}
$$

Set $X(t)=\sigma(\alpha(t)) \in \mathcal{V}$. Then $X: I \rightarrow \mathcal{V}$ is a loop with values in $\mathcal{V}_{\mathrm{T}}$. Let $s_{1}(t), s_{2}(t)$ be a continuous labeling of the saddles of $X(t)$. Then Proposition 1.9 implies that we have a consistent labeling of the equilibria of $X(t)$ as

$$
\left\{\lambda_{i}(t)\right\}=\left\{O, P(t), Q(t), s_{1}(t), s_{2}(t)\right\}
$$

Consistency means that each path $\lambda_{i}: I \rightarrow D$ is a loop.
With this notation $\gamma(X(t))=\left\{s_{1}(t), s_{2}(t)\right\}$, and from the definition of $\tau$ we see that $\tau_{*} \iota_{*}[\Lambda]$ is the PRWN of the loop $t \mapsto\left\{s_{1}(t), s_{2}(t)\right\}$ in $\mathcal{C}_{2}$.

By Proposition 1.8, we can therefore calculate $\tau_{*} \iota_{*}[\Lambda]$ as the PRWN of the loop $t \mapsto\{P(t), Q(t)\}$; this loop can also be expressed as

$$
g \circ \alpha: I \rightarrow \mathcal{C}_{2}
$$

where

$$
g: T \rightarrow \mathcal{C}_{2}, \quad\{O, P, Q\} \mapsto\{P, Q\}
$$

It follows that $\tau_{*} \iota_{*}[\Lambda]$ is the homotopy class of $g \circ \kappa: I \rightarrow \mathcal{C}_{2}$, where $\kappa$ is any loop in the torus homotopic to $\alpha$; that is, $\kappa$ can be any (1,2)-loop. For this purpose we choose the standard (1,2)-loop,

$$
\kappa: I \rightarrow T, \quad t \mapsto\{O, P(t), Q(t)\}
$$

for which $P(t)$ and $Q(t)$ are both collinear with $O$ and each wind once around the origin in concentric circles, centered at $O$, of radii $\frac{1}{6}$ and $\frac{5}{6}$ respectively (see Figure 3). Because the PRWN of $(g \circ \kappa)=2$, this gives

$$
\tau_{*} \iota_{*}[\Lambda]=2
$$

It is interesting that this is independent of the choice of $\sigma$.
On the other hand, we can also calculate $\tau_{*} \iota_{*}[\Lambda]$ as $\tau_{*}\left(\iota_{*}[\kappa]\right)$. Figure 5 suggests the proof of the fact that

$$
\iota_{*}[\kappa]=\left(a_{1} a_{2}\right)^{3} \in B_{3} .
$$



Figure 5 A (1,2)-loop in $T$ yields $\left(\sigma_{1} \sigma_{2}\right)^{3}$ in $B_{3}$

Therefore, using additive notation in $B_{2}=\mathbf{Z}$, we have

$$
\tau_{*} \iota_{*}[\Lambda]=3 \tau_{*}\left(a_{1} a_{2}\right)
$$

This yields the contradiction that 3 divides 2 , completing the proof of Theorem 0.2.

## 3. Sections of Morse Bundles

In this section we discuss some settings in which there is a section of the Morse bundle for low values of $r$, the number of maxima. Our first task is to show that $\mu_{r}: \mathcal{M}_{r} \rightarrow \mathcal{C}_{r}$ is in fact a fibre bundle. Some of the material on equivariant maps is adapted from Palais [10].

## Group Actions, Fibre Bundles, and Sections

A map $p: E \rightarrow B$ will also be denoted by $(p, E, B)$. For a subset $U \subset B$ we set $E \mid U=p^{-1} U$.

We say $(p, E, B)$ is trivial over an open set $U$ if there is a space $F$ (called the standard fibre) and a commutative diagram

where $h$ is a homeomorphism and $p_{1}$ is projection on the first factor. We call $h$ a local trivialization of $(p, E, B)$ over $U$. If $U=B$ then we call $h$ a global trivialization and say that $(p, E, B)$ is globally trivial. Notice that a globally trivial map $(p, E, B)$ has a cross-section.

If there is a local trivialization over each open set of some open cover of $B$, then $(p, E, B)$ is locally trivial map, also called a fibre bundle. For the theory of fibre bundles see the books by Hu [7], Husemoller [8] or Steenrod [14].

Let $G$ be a topological group with identity element $e$, acting continuously on a topological space $Z$ through homeomorphisms. Thus there is given a map $\rho: G \times Z \rightarrow Z$, written

$$
\rho(g, x)=\rho_{g}(x)=g \cdot x,
$$

such that the map $g \mapsto \rho_{g}$ is a homomorphism into the group of homeomorphisms of $Z$.

Let $U \subset Z$ be an open set and let $z \in U$. A local transsection at $(U, z)$ of the action $\rho$ is a map $\sigma:(U, z) \rightarrow(G, e)$ such that $\sigma(x) \cdot z=x$ for all $x \in U$. If $U=Z$ then we call $\sigma$ a global transsection. We say that $G$ acts equivariantly on $(p, E, B)$ if we have actions of $G$ on $E$ and $B$ such that $g \cdot p(x)=p(g \cdot x)$ for all $x \in E$.

Proposition 3.1. Let $G$ act equivariantly on $(p, E, B)$.
(a) If the action of $G$ on $B$ has a global transsection, then $(p, E, B)$ is globally trivial.
(b) If every $b \in B$ belongs to an open set $U \subset B$ such that the action of $G$ on $B$ has a local transsection at $(U, b)$, then $(p, E, B)$ is locally trivial.
(c) Suppose B is a manifold and $G$ is a Lie group, and suppose the action of $G$ on $B$ is simply transitive. Then $(p, E, B)$ is globally trivial and therefore has a cross-section.

Proof. Suppose $\rho:(B, b) \rightarrow(G, e)$ is a global section for $\rho$. Set $F=E_{b}$. Then the map

$$
h: B \times E_{b} \rightarrow E, \quad(x, y) \mapsto \rho(x) \cdot y
$$

is a global trivialization. This proves (a), and (b) follows.
To prove (c), fix any $b \in B$. For $x \in B$ define $\sigma(x) \in G$ to be the unique group element $g$ such that $g \cdot b=x$. The resulting map $\sigma: B \rightarrow G$ is the inverse to the evaluation map at $b: e v_{b}: G \rightarrow B, g \mapsto g \cdot b$. As $G$ and $B$ are locally Euclidean and $e v_{b}$ is continuous and bijective, it follows from invariance of domain that its inverse $\sigma$ is continuous.

Theorem 3.2. For every $r$, the following maps are fibre bundles: $\left(\mu_{r}, \mathcal{M}_{r}, \mathcal{C}_{r}\right)$, $\left(\hat{\mu}_{r}, \hat{\mathcal{M}}_{r}, \hat{\mathcal{C}}_{r}\right)$, and $\left(\mu_{r}, \mathcal{V}_{r}, \mathcal{C}_{r}\right)$.

Proof. It is easy to see that the group of $C^{2}$ diffeomorphisms of the disk acts equivariantly on each of these three maps with local transsections, so that Proposition 3.1(b) applies.

A classical topological method of obtaining sections is the following.
Proposition 3.3. Let $(p, E, B)$ be a locally trivial map of metric spaces. Let $B_{1} \subset B$ be a closed subspace that is a deformation retract of $B$. Then every section of $E \mid B_{1}$ extends to a global section of $(p, E, B)$.

Proof. This follows from the homotopy lifting property of fibre bundles (Hu [7]).

## A Canonical Morse Function

Let $C=\left\{c_{1}, \ldots, c_{r}\right\} \in \mathcal{C}_{r}$ be any set of $r \geq 1$ distinct points in $\mathbf{R}^{2}$. Define a map $f_{C}: \mathbf{R}^{2} \rightarrow \mathbf{R}$ by

$$
\begin{equation*}
f_{C}(z)=\prod_{j=1}^{r}\left\|z-c_{j}\right\|^{2} \tag{5}
\end{equation*}
$$

Denote by $p_{C}: \mathcal{C}_{C} \rightarrow \mathcal{C}_{C}$ the monic polynomial

$$
\begin{equation*}
p_{C}(z)=\prod_{j}\left(z-c_{j}\right) \tag{6}
\end{equation*}
$$

whose set of roots is $C$, so that $f_{C}(z)=\left|p_{C}(z)\right|^{2}$.
The goal of this subsection is to prove the following theorem.

## Theorem 3.4.

(a) $f_{C}$ is a Morse function if and only if the polynomials $p_{C}$ and $p_{C}^{\prime}$ have only simple roots.
(b) Suppose $r=3$. Then $f_{C}$ is a Morse function if and only if $C$ is not the set of vertices of an equilateral triangle.

For the proof it is convenient to identify complex numbers with vectors in $\mathbf{R}^{2}$. The real inner product of $z, w \in \mathbf{C}=\mathbf{R}^{2}$ is denoted by $\langle z, w\rangle$.

Multiplication by the complex number $z=a+i b$ determines a linear operator in $\mathbf{R}^{2}$ whose matrix in the standard basis is

$$
M(z)=\left[\begin{array}{cc}
a & -b \\
b & a
\end{array}\right]
$$

With this notation we have $w z=M(w) z$. Note that $M(\bar{z})=M(z)^{\mathrm{T}}=$ the transpose of $M(z)$.

Let $p(z)$ be a complex analytic function defined in some open subset $W$ of the plane. We consider $p$ as a map $\mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$; then its real derivative $D F_{z}$ is a linear operator on $\mathbf{R}^{2}$ whose matrix is $M\left(p^{\prime}(z)\right)$.

The conjugation $z \mapsto \bar{z}$ defines a real (not complex) linear transformation of $\mathbf{R}^{2}$ whose matrix is denoted by

$$
R=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]
$$

Define a real-valued function $f$ on the plane by

$$
f(z)=\frac{1}{2}|p(z)|^{2}=\frac{1}{2}\langle p(z), p(z)\rangle .
$$

Denote its gradient vector at $z$ by $\nabla f_{z}$ and its Hessian matrix by $H f_{z}$.
Lemma 3.5 .

$$
\begin{gather*}
\nabla f_{z}=\overline{p^{\prime}(z)} p(z),  \tag{7}\\
H f_{z}=M\left(\overline{p^{\prime \prime}(z)} \overline{p(z)}\right) R+\left|p^{\prime}(z)\right|^{2} I . \tag{8}
\end{gather*}
$$

Proof. From the chain rule we have that, for every $\xi \in \mathbf{R}^{2}$,

$$
\begin{align*}
D f_{z} \xi & =\left\langle p(z), M\left(p^{\prime}(z)\right) \xi\right\rangle  \tag{9}\\
& =\left\langle M\left(p^{\prime}(z)\right)^{T} p(z), \xi\right\rangle,  \tag{10}\\
D f_{z} \xi & =\left\langle\overline{p^{\prime}(z)} p(z), \xi\right\rangle, \tag{11}
\end{align*}
$$

which is equivalent to (7). Differentiating (11) with respect to $z$ along $\xi$, we obtain

$$
\begin{aligned}
H f_{z}(\xi, \xi) & =\left\langle\overline{p^{\prime \prime}(z)} \bar{\xi} p(z), \xi\right\rangle+\left\langle\overline{p^{\prime}(z)} p^{\prime}(z) \xi, \xi\right\rangle \\
& =\left\langle\overline{p^{\prime \prime}(z)} p(z) R \xi, \xi\right\rangle+\left|p^{\prime}(x)\right|^{2}\langle\xi, \xi\rangle,
\end{aligned}
$$

which yields (8).
Corollary 3.6. The function $|p(z)|^{2}$ is a Morse function if and only if both $p$ and $p^{\prime}$ have only simple zeroes.

Proof. From (7) we see that $z_{0}$ is a critical point of $|p(z)|^{2}$ if and only if $z_{0}$ is a zero of $p^{\prime}$ or $p$.

Suppose $p\left(z_{0}\right)=0$. Then equation (8) shows that $z$ is a degenerate critical point of $|p(z)|^{2}$ if and only if $p^{\prime}\left(z_{0}\right)=0$, which is equivalent to $z_{0}$ being a multiple root of $p$.

If $p^{\prime}\left(z_{0}\right)=0$, then (8) shows that $z_{0}$ is a degenerate critical point of $|p(z)|^{2}$ if and only if $p^{\prime \prime}\left(z_{0}\right)=0$; that is, $z_{0}$ is a multiple root of $p^{\prime}$.

Corollary 3.7. The gradient vector at $z$ of the function $f_{C}(z)=\left|p_{C}(z)\right|^{2}$ is

$$
\nabla_{z} f_{C}=\left|p_{C}(x)\right|^{2} \sum_{j=1}^{r} \frac{\left(z-c_{j}\right)}{\left|z-c_{j}\right|^{2}}
$$

Proof. Follows from (6) and (7).
Corollary 3.8. Let $C=\left\{c_{1}, \ldots, c_{r}\right\}$ be a set of $r$ distinct points in the open unit disk. Then $\nabla_{z} f_{C}$ points outward at every boundary point $z$ of the disk.

Proof. Follows from Corollary 3.7, because $\left\langle z, z-c_{j}\right\rangle>0$ if $|z|=1$ and $\left|c_{j}\right|<1$.

Proof of Theorem 3.4. Part (a) follows from Corollary 3.6. To prove (b), we set $C=\{a, b, c\}$ and apply Corollary 3.6 ; thus we need to show that $a, b, c$ are equidistant from each other if and only if $p_{C}^{\prime}$ has a double root. Now

$$
p_{C}^{\prime}(z)=3 z^{2}-2(a+b+c) z+a b+b c+c a
$$

and its discriminant is

$$
(a+b+c)^{2}-3(a b+b c+c a)=a^{2}+b^{2}+c^{2}-(a b+b c+c a)
$$

Therefore $f_{C}$ is not a Morse function if and only if

$$
a^{2}+b^{2}+c^{2}-a b+b c+c a=0
$$

Since the hypotheses and conclusion are unchanged if we replace $f_{C}$ by $f \circ H$ where $H: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ is a Euclidean isometry or homothety, we may assume that $c=0$ and $b=1$. Then $f_{C}$ is a non-Morse function if and only if $a^{2}+1-a=0$. But this equation holds if and only if $a, 1$, and 0 form an equilateral triangle.

## Sections of Some Morse Bundles

Let $\mathcal{S}_{r} \subset \mathcal{C}_{r}$ denote the set of configurations $C$ of $r$ points in the plane for which the polynomial $p_{C}^{\prime}$ (see Equation (6)) does not have simple roots. Let $\hat{\mathcal{S}}_{r} \subset \hat{\mathcal{C}}_{r}$ denote the set of labeled sets of $r$ points whose unlabeled configurations lie in $\mathcal{S}_{r}$. It is easy to see that $\mathcal{S}_{r} \subset \mathcal{C}_{r}$ and $\hat{\mathcal{S}}_{r} \subset \hat{\mathcal{C}}_{r}$ are algebraic varieties of codimension 2. If $C \in \mathcal{C}_{r} \backslash \mathcal{S}_{r}$ then $-f_{C}$ is a Morse function satisfying Hypothesis 0.1 by Theorem 3.4(b) and Corollary 3.8.

Let $v: \hat{\mathcal{C}}_{r} \rightarrow \mathcal{C}_{r}$ denote the natural covering space projection. We define the canonical sections

$$
\begin{equation*}
\kappa_{r}: \mathcal{C}_{r} \backslash \mathcal{S}_{r} \rightarrow \mathcal{M}_{r}, \quad C \mapsto-f_{C} \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\kappa}_{r}: \hat{\mathcal{C}}_{r} \backslash \hat{\mathcal{S}}_{r} \rightarrow \hat{\mathcal{M}}_{r}, \quad \hat{C} \mapsto-f_{v}(C) \tag{13}
\end{equation*}
$$

In Section 2 we defined a certain torus $T \subset \mathcal{C}_{3}$ and proved that no section of $\mathcal{V}_{3} \mid T$, and a fortiori of $\mathcal{M}_{3} \mid T$, extends to a global section. We did not, however,
construct a section of $\mathcal{M}_{3} \mid T$. We now see from Corollary 3.8 and Theorem 3.4(b) that $\kappa_{3}$ defines such a section, as it is clear that no equilateral triangle has its set of vertices in $T$.

From Proposition 3.1(b) we derive the following.
Proposition 3.9. Let $\mu: \mathcal{M} \rightarrow \mathcal{C}$ be the bundle of Morse functions over a submanifold $\mathcal{C} \subset \mathcal{C}_{r}$ of configurations of maxima. Let $G$ be a Lie group of diffeomorphisms of the disk $D$ such that the induced action of $G$ on $\mathcal{C}_{r}$ is simply transitive on $\mathcal{C}$. Then there exists a section of ( $\mu, \mathcal{M}, \mathcal{C}$ ). In fact, for any Morse function $F \in \mathcal{M}$ we obtain a section $\sigma: \mathcal{C} \rightarrow \mathcal{M}$ through $F$ by defining

$$
\begin{equation*}
\sigma(C)=F \circ g_{C}^{-1}, \tag{14}
\end{equation*}
$$

where $g_{C} \in G$ is the unique group element such that $g_{C}(\mu(F))=C$.
Scholium. We can choose the section $\sigma$ such that, for every $C \in \mathcal{C}$, the Morse function $\sigma(C)$ takes the same constant value $y$ on the boundary of $D$. This can be proved from Hypothesis 0.1 by deforming any section, but it follows instantly from equation (14) by choosing $F$ to have constant boundary value $y$. Such boundary conditions are motivated by the original robotics formulation of the section problem by Rimon and Koditschek [11].

There are many other possibilities; for example, we could make all the Morse functions in the section have exactly two critical points when restricted to the boundary.

Example 3.10. To obtain a section of the Morse bundle over $\mathcal{C}_{1}$, we can simply use the canonical section $\kappa_{1}$ defined previously (since $\mathcal{S}_{1}$ is empty). Alternatively, to specify boundary behavior we can use Proposition 3.9 and its Scholium, since the group $H$ of hyperbolic translations of the Poincaré disk acts simply transitively on $\mathcal{C}_{1}$. Thus we have our last corollary.

Corollary 3.11. The map $\mu_{1}: \mathcal{M}_{1} \rightarrow \mathcal{C}_{1}$ has a section with constant boundary values.

Example 3.12. Consider $\hat{\mu}_{2}: \hat{\mathcal{M}}_{2} \rightarrow \hat{\mathcal{C}}_{2}$, the bundle of Morse functions with two labeled maxima in the open disk, as well as the corresponding unlabeled bundle $\mu_{2}: \mathcal{M}_{2} \rightarrow \mathcal{C}_{2}$. Clearly, $\hat{\kappa}_{2}$ and $\kappa_{2}$ are sections.

Example 3.13. Consider $\hat{\mu}_{3}: \hat{\mathcal{M}}_{3} \rightarrow \hat{\mathcal{C}}_{3}$, the Morse functions with three labeled maxima. Take $B_{1} \subset \hat{\mathcal{C}}_{3}$ to be the set of labeled configurations ( $P, Q, R$ ) such that the distance $\delta(P, Q, R)$ from $P$ to the (Euclidean) line $Q R$ is less than $\|Q-R\| / 2$, which prevents the triangle $(P, Q, R)$ from being equilateral.

It is easy to see that $B_{1}$ is a deformation retract of $\hat{\mathcal{C}}_{3}$ : We deform the ordered triple of distinct points $(P, Q, R) \in \hat{\mathcal{C}}_{3}$ along the path $t \mapsto\left(P_{t}, Q, R\right), 0 \leq t \leq$ 1 , defined as follows. Let $P^{\prime} \in Q R$ be the point nearest to $P$. Define

$$
P_{t}=(1-t) P+t\left(0.1 P+0.9 P^{\prime}\right)
$$

Because the standard section $\hat{\kappa}_{3}$ maps $B_{1}$ into $\hat{\mathcal{M}}_{3}$, application of Proposition 3.3 yields the following.

Theorem 3.14. The map $\hat{\mu}_{3}: \hat{\mathcal{M}}_{3} \rightarrow \hat{\mathcal{C}}_{3}$ has a section.

## 4. Open Questions

There is an abundance of open and easily stated problems in this area.
Question 4.1. What spaces of configurations on which manifolds admit sections of the bundle of Morse function?

This paper is a first attack on this question. The global nature of the question makes it difficult to use results on one configuration space for another. An obvious conjecture, of which Theorem 0.2 is just the case $r=3$, is the following.

Conjecture 4.2. For $r \geq 3$, the map $\mu_{r}: \mathcal{M}_{r} \rightarrow \mathcal{C}_{r}$ does not have a section.
Many interesting questions arise concerning the topology of Morse bundles; we give one example.

Question 4.3. What is the topology of the standard fibre $\mathcal{F}_{r}$ of the bundle of Morse functions ( $\mu_{r}, \mathcal{M}_{r}, \mathcal{C}_{r}$ )? What is the primary obstruction to a cross-section?
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