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A SOLE SUFFICIENT OPERATOR

T. C. WESSELKAMPER

Generations of students have been asked to prove (as an exercise) that
the Sheffer stroke operator is a sole sufficient operator to define all of the
monadic and dyadic operators in a two-valued space. A two-place
functionally complete operator has come to be called a Sheffer operator [1],
We define a three-place operator S suggested by the work of A. A. Markov
[2] in the theory of algorithms and prove that this operator is functionally
complete over any finite-valued space. The proof is constructive.

Let X(n) be the space of values T = 1, 2, . . ., n = F. Over X(n) define:

/-x ί z> if x = y\
(1) Sxyz = { ' y'y \ x, if x Φ y.

Consider, as an example, the two-valued case, T = 1, 2 = F. Negation,
implication, conjunction, alternation, and the Sheffer stroke are defined by:

(2) Nx = STxF; Cxy = STxy; Kxy = SxTy; Axy = SxFy; Dxy = x/y = STSxTyF.

From this it is clear that S is a sole sufficient operator in the two-valued
case.

In the general case we define n operators F; , 1 ^ j ^ n, such that VjX
has the value 1 if x = j , and VjX has the value n if x Φ j .

( (SISlxnn, if j = 1;
W VjX ~ XSSjxljn, X2 *j*n.

Ifχ=j=l,Vιl= SlSllnn = Sinn = 1.
If XΦ j = 1, ViX = SISlxnn = Slln = n.
If x = j Φ 1, VjX = SSjjljn = Sljn = 1.
If x Φ j Φ 1, VjX = SSjxljn = Sjjn = n.

Hence definition (3) has the desired property. Define:

(4) Kxy =Sxly.

Note that Kll = 1 and that Kin = Knl = Knn = n.
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Now suppose that xux2, . . ,Xk a r e & variables with values in the
space X(n), and suppose that, among all of the nk possible states of these
variables, Q is the state defined by x± = tl9 x2 = t2, . . ., Xk = tk> where for
each i such that 1 ^ i' < k, U e X(n). Define:

(5) XQ(λ) = KVtxιKVt2x2K . . . KVt^x^ Vtk xk;

where λ varies over the space of all possible states of the k variables
xl9 . . ,,Xk Substitution of (3) and (4) into (5) produces an expression in
which S is the sole operator. Each of the arguments V^Xj takes on only the
values 1 or n. By the remark following definition (4), Xρ(λ) takes on the
values 1 if and only if Vt xx - . . . = V\kXk = 1; that is, if and only if,
xi = t\> X2 - t2> •> xk = h\ that is, if and only if, λ = Q. In every other one
of the possible states Xρ(λ) = n.

Next suppose that/ is a &-adic operator and suppose that/ operating on
the k variables xl9 . . . , % in the state Q produces some result different
from reX(n). Suppose that we wish to define a fc-adic operator/' which
has the same effect as / in each of the nk - 1 states other than Q and which
produces the result r in the state Q. Define:

/βx -,M _(SSl Xfi(λ)nl/(λ), if r = n;
{ } f W ~ ISS Xρ(λ)lrn/(λ), if r Φ n.

If λ = Q and r = n, / f(λ) = SSUnlf(λ) = Snlftλ) =n.
If λ = Q and r Φ n, f(λ) = SSllrnf(λ) = Srnf(λ) = r.
If λΦQ and r=n, f'(λ) = SSlnnlf(λ) = Sll/(λ) =/(λ).
If λ Φ Q and r Φ n, / f(λ) = SSnlrnf(λ) = Snnf(λ) = /(λ).

If / is defined in terms of S alone, then f is defined in terms of S
alone.

Theorem If f is α k-αdic operator over X(n) then f can be defined by an
expression involving S as the sole operator.

Proof: Let / 0 be an arbitrary fc-adic operator over X(n) defined by an
expression with S as the sole operator. If/0 =/for each of the ^poss ib le
states, then there is nothing to prove. If f0 and / differ for some finite
number of states (say h), then let Qx be one of these states and suppose that
/(Qi) = r ΦfoiQi). By (6) define a new operator Λ such that in the states Ql9

fι produces the result r and in every other state Λ produces the same
result as /0. This new operator fx differs from / in h - 1 states. Applica-
tion of the process h times produces an operator fh which has the same
effect as / in each of the nk possible states.

For example, consider the following definition of equivalence proposed
by Lukasiewicz [3] for a three-valued logic:

^ 1 1 2 3

1 1 2 3
2 2 1 2
3 3 2 1
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We wish to express this in terms of S alone. A reasonable "f irst guess" is

obtained from the definitions of (2), namely:

Eoxy = KCxyCyx = SSTxyTSTyx = SSlxylSlyx.

This has the truth table:

Eo I 1 2 3

1 1 2 3

2 2 1 1

3 3 1 1

Eo differs from E in the two states:

Qi: x = 2, y = 3; and Q2: x = 3, y = 2.

From (3), V2x = SS2ΛΓ123; V3X = SS3ΛΓ133 = S3ΛΓ1.

From (4) and (5), Xρi(λ) = KV2xV3y = SSS2xl23lS3;yl.

We wish E1 to differ from Eo in the state Qx by taking on the value 2 in that

state. Then,

EM = SS XQ (λ)123E0(λ) = SSSSS2AΓ1231S33;1123SS1ΛΓ3;1S13;ΛΓ.

This differs from E only in the state Q2.

Xρ2(λ) = KV3xV2y = SS3Λ:11SS23;123.

We wish E2 to differ from Ex in the state Q2 by taking on the value 2 in that
state. Then,

E2(λ) = SSXρ2(λ) 123£1(λ)
= SSSS3ΛrllSS2yl23123SSSSS2Λrl231S33;1123SSlΛrylSl3;ΛΓ.

Finally, Exy - E2xy.

The author is grateful to Mr. Eric Nixon of the University of London
Institute of Computer Science who conjectured this result.
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