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Four-valued Logic

Katalin Bimbo and J. Michael Dunn

Abstract  Four-valued semantics proved useful in many contexts from rele-
vance logics to reasoning about computers. We extend this approach further. A
sequent calculus is defined with logical connectives conjunction and disjunction
that do not distribute over each other. We give a sound and complete semantics
for this system and formulate the same logic as a fableaux system. Intensional
conjunction (fusion) and its residuals (implications) can be added to the sequent
calculus straightforwardly. We extend a simplified version of the earlier seman-
tics for this system and prove soundness and completeness. Then, with some
modifications to this semantics, we arrive at a mathematically elegant yet pow-
erful semantics that we call generalized Kripke semantics.

1 Introduction

One might think that to know the world it is sufficient to know what are the truths. We
disagree: one also needs to know what are the falsities. Of course, if one believes
that if a proposition p is not true then p is false, then having been told that p is
not true, there is no need to be told that p is false. This means—together with its
contraposition, that is, that the nonfalsity of a proposition implies its truth—that
any proposition is at least true or false. Accepting this principle does not exclude
the possibility that a proposition has more than a single truth value. It might be
controversial that a proposition can be both true and false in a truly ontological sense,
but undoubtedly it can be doubly valued epistemically. The simplest example comes
from ordinary language usage when one answers a yes-or-no question by “Yes and
no.” Colliding multiple entries in a database and inconsistent scientific theories are
further illustrations of this phenomenon.

Classical logic assumes that each proposition has exactly one of the two truth val-
ues, ‘true’ and ‘false’. Logics which allow propositions not to have truth values but to
have “gaps” were called partial logics; their siblings, logics requiring propositions to
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be at least true or at least false, possibly having “gluts,” were less favored. The com-
bination of these relaxations of the principle of bivalence leads to four possibilities,
four new truth values.

The aim of this paper is to extend the four-valued approach to a large class of log-
ics. Such an approach was started by Dunn’s “proposition surrogates” and “coupled
trees” ([“], [¢]), and by Belnap’s “useful four-valued logic” [*], and continued by
others.

First we outline a basic sequent calculus together with a (sound and complete)
semantics based on four values. Then we introduce an analytic tableaux formulation
and prove that it is equivalent to our sequent calculus. Further, we add fusion and
implications to the sequent calculus and to the semantics; we prove soundness and
completeness. Lastly, we define a generalized Kripke semantics that is more elegant
than the other semantics, and we prove soundness and completeness.

2 Sequent Calculus and Situation Semantics

A sequent calculus characterizes logical connectives by providing left and right in-
troduction rules for them.  Our basic logic LN contains conjunction and disjunction
as its logical connectives. A difference between LN and the classical sequent calcu-
lus is that the comma is a binary structural connective in the former ( ‘,” is polyadic
in the latter). We use the notation ‘I'[¢]’ to single out a particular occurrence of the
formula ¢ in the structure I'. In LN only sequents of the form ¢ F i are provable,
where ¢ and ¢ are formulas; however, formulating the rules as below will allow us
to extend LN in Section < without changing these rules. LN is defined as follows:

pFo
Clel = x Lyl x e I'HY
Clo Ay] = x CloAy]=x CEony
Clpl=x T¥lF x 'Fo L=y
Ll vyl x FEovy vy

In many logics, A and V distribute over each other—this makes it easy to provide
semantics for such systems (cf. Belnap []). With a little fiddling one can check that
neitherp A (W V x) F (@AY)Vxnoro AWV x)F (A x)V(pAx)is provable
in LN, since we did not postulate any structural rules. The fact that the introduction
rules for these connectives do not lead to distributivity shows that nondistributive
logics are perfectly natural.

Before we proceed to defining the semantics for LN we recall the four-valued
clauses for A and V from [¢] (where those are given for the first-degree entailment).

telpAy| iff t€lp|l and t €|y,
felpnyl it felpl or felyl (H

telpvyl iff  telepl or tel|yl,
felevyl iff  felpl and f eyl 2
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The function | | assigns a set of truth values to formulas, and ‘¢ €’ and ‘f €’ are
read as ‘at least true’ and ‘at least false’. We cannot assign values in a semantics for
LN in this way, since according to () and (?), and the ordinary usage of ‘and’ and
‘or’ in the metalanguage, if ¢ A (Y Vv x) is at least true, sois (¢ A ) V (¢ A x). In
our intuitive semantics we weaken (1) and (2) to (3) and (4):

telpny] iff te|plandt € |y,
felgny| iff notbotht € |p|andt € |y, 3)

telpevyl iff notboth f € |p|and f € |¢¥],
felevyl iff feloland f €|y “)

One could view the new clauses as merely rewriting the old ones using De Morgan
laws; however, our intuitions go deeper than that. We start with the idea that the truth
condition for conjunction is clearer than its falsity condition, whereas the opposite
is true of disjunction. We add to this the further idea that ‘at least true’ and ‘at least
false’ should be linked by something like a negation. Clearly, this negation cannot
be classical, that is, we do not assume that (3) — (<) are equivalent to (1) —(2).

A “usual” possible world—as in classical modal logics—cannot make a sentence
true and false at once. Thus, instead of an ordinary possible world we think of a pair
(wT, w™) = w, a positive and a negative situation put together, as one characterizing
a state of affairs. We shall call w a situation. Positive and negative situations are
logically closed sets of sentences, “the truths” and “the falsities” (of course, the last
is logically closed in the reverse direction as we shall see). We say that ¢ is (at least)
true if and only if ¢ € w™, and ¢ is (at least) false if and only if ¢ € w™.

The semantics for LN is defined on a frame ¥ consisting of two sets, the set of
positive situations W+ and the set of negative situations W™, and a binary relation
O between them (i.e., Q € WT x W™).”© We define two functions, £ and r, on
subsets of the W' as

r(X) = {yeW :(¥x e X\)(xQy)},
(Y) = {xeWh:(Vy e )0y} )

A model M is a frame augmented with a valuation function v, a function from the
set of propositional variables into g (W™) x g (W™) such that

if v(p) = (X,Y), thenr(X) = Y and £(Y) = X. (6)

To keep our notation transparent we use v (¢) and v~ (¢) to refer to the first and
the second member of v(¢). We also postulate that, in a model, the domain of the
valuation function can be extended for complex formulas by the recursive clauses,

v AY) = W) NuT ), rt (@) Nvt ), )

v Vvy) = (@ Nv ¥), v (p) Nv (), ®)

so thatboth Lv™ (@ A ¥) =vH (@ AY) and rvT (@ VvV ¥) =v (@ V ¥).

We note that over the set {(X,Y) : r(X) = Y and £(Y) = X} any v satisfying
(6) can be extended according to (7)—(8) (cf. Birkhoff [5], 5§7). The next lemma
captures the interaction of the functions r, £ and of the valuation function v in a
model.
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Lemma 2.1 (¢, r and v, v™) If v(p) = (X, Y) in a model M, then the following
hold:

L. rot (@) =rX=Y =v (p),

2. v (@) =LY =X =vT (),

3.rX=XandrtY =Y.

Proof This lemma is easily provable from the definition of the valuation. |

We will use the notation w = ¢ (where w = (w™, w™)) to indicate that ‘g is (at
least) true in the situation w’. In other words, w F ¢ if and only if w* € vt (p).
Furthermore, ¢ F ¥ is to mean that for any w, if w F ¢ then w = . Provided all the
definitions, we have a model for the logic LN—as stated in the following theorem.

Theorem 2.2 (Soundness) If ¢ - then ¢ F .

Proof The structure of the proof is as usual; we consider only one of the cases
beyond noting that the axiom scheme is easily seen to be sound. Assume that x F ¢,
x F ¥ and w F y, that is, w™ € v*(x). By the assumptions w* € v*(¢) and
wtevt(¥); hence wT evT(p) N v (¥), thatis, wT evT (¢ A ¥) as desired. [

Before defining the canonical frame and the canonical model we accumulate further
definitions and lemmas. Recall that a set of sentences 7T is a theory if and only if

(a) T is closed under consequence, thatis, if ¢ € T and ¢ - ¢ then € T, and
(b) T is closed under conjunction, thatis, ¢, ¥ € T onlyifo A € T.

We shall call such theories positive, and in addition we define negative theories.” A
set of sentences T is a negative theory if and only if

(a) T isbackward closed under logical consequence, thatis, if ¥ € T and ¢ F i,
then ¢ € T, and

(b) T is closed under disjunction, thatis, ¢, ¥ € T onlyifo Vi € T.
These definitions harmonize with the intuitions we offered in support of (3)—(4)
and with what is reasonable to expect about the interaction of logical consequence
with truth and falsity. A theory, a positive or a negative one, is called inherent if
and only if it cannot be obtained from two other theories (respectively, positive or
negative ones) by taking the sentences common to both. Extending sets of sentences
to theories is particularly useful, since theories have the above closure properties.

Lemma 2.3 (Extension to theories) If yo A --- A Yu—1 ¥ @ for arbitrary finite
{10, ..., ¥n—1} C T then there is a positive theory, denoted as Th* (") which con-
tains I but does not contain ¢. Similarly, provided ¢ ¥ yo Vv -V yn—1 there is a
negative theory Th™ (I') containing I" but not containing ¢.

Proof The proof of the first half of the lemma is standard; the second half is prov-
able by dualizing the argument. g

The next lemma states that consistent sets of sentences can be maximalized with
respect to not containing a certain sentence; moreover, the resulting theory is inher-
ent. Here inherent theories play the role that maximally consistent theories do in a
Henkin-style completeness proof for classical logic.

Lemma 2.4 (Separation by an inherent theory) If I' ¥ ¢ (¢ ¥ I'), then there is a
positive (negative) inherent theory T containing I" but not containing ¢.
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Proof One has to prove separately the case when T is positive and when T is neg-
ative. We provide some of the details of the first case; the second part is, mutatis
mutandis, obvious.

Let us assume that all the formulas are enumerated in a list as 8¢, ..., 8,—1, .. ..
We define a series of theories inductively as
1. To = Th™ (I,
Th* (T, U {8u41})  if A ThH (T, U (811)) ¥ o,
2. Ty = .
T, otherwise.
By ‘AX F y we mean that for some finite subset {xq, ..., x,—1} of X,

X0 A+ AXxp—1 F y. Let T be the union of these theories. Certainly, ' € T
and ¢ ¢ T by the construction. To show that T is inherent, let us assume that it is
not. Then there are two other theories 7/ and 7'/ which both contain 7. That is,
there are two sentences v and x such that ¥+ € T’ but ¥ ¢ T"” and x € T" but
x ¢ T’; therefore ¥, x ¢ T. However, then there are conjunctions & (from 7’) and
& (from T” ) such that § A = @ and & A x F . Then ¢ € T', T” contradicting
pé¢T. O

Now we can proceed to define the canonical frame and the canonical model. The
canonical frame consists of the set of positive inherent theories 7T, of the set of
negative inherent theories 7 —, and of the relation Q which is nonempty intersection
between theories and will be denoted by (J. The canonical interpretation function on
the propositional variables is defined as

vip) =TT eTT:peTT) (T"eT :peT ).

We prove that the canonical model is a model defined on a frame as defined above,
and in addition it has the separation property. In other words, LN is complete with
respect to the canonical model.

Theorem 2.5 (Completeness) If ¢ E i then ¢ .

Proof The canonical frame is a frame, since £r and r¢ are so-called closure opera-
tors. Therefore, the set of £r-closed subsets of 71 and the set of r¢-closed subsets
of T~ are closed under intersection (cf. [5]). Thus, any valuation satisfying condi-
tion (0) can be extended according to (7)—(%). In particular, the canonical valuation
is such that rv™(p) = v=(p) and v (p) = v (p).

(1) As usual, we prove the contrapositive of the claim stated in the completeness
theorem. Thus, assume that ¢ ¥ . According to Lemma .4, there is an inherent
theory that extends {¢} but does not contain yr. Let us denote this theory by T‘;“. As
a negative theory we take an inherent theory 7,,;” which extends Th™ ({¢}); there is
always such a negative theory. Let w = (T(;r . T,;). Then clearly w F ¢ butw # ¢y—
provided that v(¢) = ({TT : ¢ € TT},{T~ : ¢ € T™}) for arbitrary ¢. We prove
now, by induction on the structure of formulas, that given the canonical valuation v,
this is indeed the case.

(2) As for conjunction, assume that T € v+ (¢ A ). The following series of iffs
holds (for reasons indicated in the brackets):
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Tt cevt(p AY) Tt evt(p)Novt(y) [def. of v]
T+ cvt(p) & TT € vH () [def. of N]
peTT &y eT™ [Ind. hyp.]
oAy eTt [def. of T]

T~ er@t () NvT(Y)) def. of v]
VTH(T e vh(@) Not () = TH§T™)  [def. of r]

T ev(pnvy) [
[
VIt(eTt &y eTt=Tt{T™)  [def. of N,
I
[

s 0 ¢ QO

H]
&S oAy eT™ def. of T's]

(3) The case of disjunction is the dual of case (2). [l

3 Analytic Tableaux

An analytic tableau is an alternative, frequently a very elegant formulation for a logic
(cf. Smullyan [1&] and [9]). Since LN is a positive logic we will opt for building a
tableau as a pair of trees rather than a single tree. Certainly we cannot simply adopt
the analytic tableaux for classical logic or the so-called coupled trees for first-degree
entailment. Our intuition is that the lack of distributivity, in case of trees, means
that while we want to keep track of all the subformulas of a formula, the notion of a
branch in a tree cannot be defined to build in any structural rules, so to speak. In [Y],
since distribution can be proven, the structural rule of thinning is somehow built in
into the trees. As we prove below, distribution is not provable in our system.
Informally speaking, to see whether ¢ implies ¢ we build two trees, one with
the root ¢ (growing downward) and another with the root ¥ (growing upward). The
rules for the two trees are different. The top tree is built by the following two rules:

YAy VY
ol oy 9

The bottom tree is built using similar rules, except || and | are interchanged. Note
that || and | are both to be interpreted as a kind of branching; however, one could
think of | as separating alternatives each of which should hold and of || as separating
possible choices.

oy el
PAY VY (10)

Now we proceed to the formal definition of analytic tableaux.

Definition 3.1 (Analytic tableaux)  An analytic tableau for ¢ - 1 is a pair consist-
ing of a top tree T; and a bottom tree Ty. T; and T}, are ordered dyadic trees with two
types of forking,” where the points of the tree are (occurrences of) formulas. The
root of T; is @; the root of T}, is . Assuming that the trees constructed up to a point
are T; and Ty, the trees are recursively extended as follows:
(i) if there is a leaf in T; of the form ¢ A ¥ or ¢ V i, then replace the leaf with
an ordered binary tree according to the rules (9),
(ii) if there is a leaf in 7}, of the form ¢ A ¥ or ¢ Vv ¥, then replace the leaf with
an ordered binary tree according to the rules (! 0).

The analytic tableaux are complete when neither (i) nor (ii) is applicable.
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It can be seen easily that each analytic tableau is finite: formulas are of finite length,
and each rule induces finite branching, where the leaves in the rules (V) and (10)
are proper subformulas of the root formula. Furthermore, each leaf of both trees
of a complete analytic tableau is a propositional variable. It is easy to see that the
complete tableau for ¢ F ¥ is unique. To define the logical consequence relation for
analytic tableaux we need a notion of covering.

Definition 3.2 (Covering relation)  Covering is a relation between formulas in the
top tree and formulas in the bottom tree in an analytic tableau which holds in the
following cases:

1. a propositional letter covers itself,

2. ¢ covers x or Y covers x iff ¢ A i covers g,
@ covers x and ¥ covers y iff ¢ vV i covers g,

3. x covers ¢ and x covers v iff x covers ¢ A Y,
X covers ¢ or x covers ¥ iff x covers ¢ Vv .

Now we can state formally the notion of consequence in analytic tableaux.

Definition 3.3 (Tableau proof)  An analytic tableau T proves that ¥ is a conse-
quence of ¢ (i.e., ¢ - ) if and only if T is the complete analytic tableau for ¢ -
and ¢ covers .

To illustrate the use of tableaux we give two nontrivial examples. First, we give the
tableau proof of (p A q) V (p A1) = p A (g Vv r). (In the two tableaux below, nodes
are labeled by binary strings for easy reference.)

(PA@V(PAT) o

PG o PAT o

P ooo || 9 oo1 | P oo || T onn

q o0 || T on

P oo qNrT oo
pA(@VT)

The tableau is complete. Since poy covers py and go; covers goyo, therefore, g V ry,,
so we can conclude that p A gy covers p A (g V r),. We should verify that so does
p Aro. Thatis, we should examine whether p A ry; covers both py, and g V ry,. The
first is immediate: pg;o covers po. The second follows from ry;; covering rg;;. This
shows that (p A q) V (p A1) covers p A (g V 1).
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As an example for a disproof we take the converse of the above sequent:
pA@@NVT)E(PAG NV (pAT).

pA(gVr)
yZ) qNrT oo
q o0 [T on
P ooo | 4 oot || P oo | on
PG o PAT o

(PAg@)V(pPAT) o

Again the analytic tableau is complete, and to see that it refutes the alleged conse-
quence, it is sufficient to note first, that poy covers neither gq nor ry;; and second,
that g Vv ry; does not cover the ps (Pooo, Poio)-

These two examples support our intuition that the analytic tableaux we defined
do capture the same consequence relation as LN does. The next two theorems prove
this intuition to be correct.

Theorem 3.4 (From tableaux to sequents)  If T is the complete analytic tableau for
¢ F ¥ and ¢ covers ¥, then ¢ = is a theorem of LN.

Proof The proof is by straightforward induction on the structure of the tableau 7'.
We go through only two of the cases.

Case 1 Assume that each of the two trees is a single propositional variable, and p
covers p. In LN, p | p is an instance of the axiom scheme.

Case 2 If the root of T; is a complex formula, then first let us assume that it is a
conjunction. If ¢ A i covers x, then by definition ¢ covers x or ¥ covers x. By the
hypothesis of induction ¢ F x or ¥ I x is derivable in LN. In either case, we get
¢ AN Y x in a single step by an application of one of the two left introduction rules
for A. O

The next theorem states the other direction of the equivalence.

Theorem 3.5 (From sequents to tableaux) If ¢ - ' is provable in LN, then there
is a tableau proof for ¢ = .

Proof The proof is by induction on the structure of derivations in LN. We include
here three of the five cases.

Case 1 ¢ F ¢ is the only axiom scheme, and so we show that for any formula ¢,
there is a tableau proof of ¢ I ¢. For propositional variables the claim holds trivially.
Otherwise, ¢ is either ¢ V @2 or ¢1 A @2, and so the complete tableaux for ¢ F ¢
look like the following:
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(@) Y1V, (i) AW
o1 | @ o1 | @
o1 I ¢ o1 | @

01V @2 01N\ @2

By inductive hypothesis the complete subtree for ¢ (in 7;) covers the complete
subtree for ¢1 (in Tp) and similarly for ¢>. Then, by the definition of the covering
relation, @1 V @2 covers @1 V @2, and @1 A @) COVers @1 A ¢3.

Case 2 Assume that ¢ A i = x is the last line of a derivation that is obtained from
¢ F x or ¢ F x by an application of (A ). Then, by the induction hypothesis, there
is a tableau proof for the premise, let us say, for ¢ = x. Construct the tableau proof
for ¢ Ay | x as follows: take 7; and add a new root ¢ A ¢ with || branching, where
the two immediate subtrees are 7; and the complete (top) tree for i (this always
exists and is unique as we argued before). By the definition of covering, ¢ A
covers x in the new complete tableau for ¢ A ¢ - x.

Case 3 Assume that the last line in a derivation in LN is ¢ V ¥ - x obtained by
(v F). Then ¢ + x and ¢ F yx is the last but one line of the derivation. The
inductive hypothesis ensures that there are complete tableaux for ¢ - x and ¢ - x,
with appropriate covering. The complete tableau for ¢ v v - x is constructed as
follows: T; has ¢ V i as its root with the trees for ¢ and v as immediate subtrees
joined by |. T} is one of the copies of the tree for x. Since both ¢ and i cover x, so
does ¢ V . (Il

The two formalisms we presented are limited to relatively simple formulas that con-
tain only conjunction and disjunction.” In the next section we extend LN and provide
a sound and complete semantics.

4 Adding Intensional Connectives

Our aim in this section is to adapt the four-valued treatment to systems which have
fusion and two implications beyond conjunction and disjunction. The sequent calcu-
lus can be extended straightforwardly to contain o, —, or <— (cf. Routley et al. [ | 7],
[£]1, [2]). As we noted earlier, structures are formed by pairing, and brackets indicate
an occurrence of a structure in another structure. (No additional properties, as for
example, associativity or commutativity, are supposed to be true of the comma to
start with.) The following rules are added to LN:

Cle, ¥1F x i TokEy

Fllgoy)]F x [, T2 (pov)
Mg DiylEx o, 'y
L2y, (@ — ¥)] = x I'E(p— )
Mo DaylEx Loy

Dol(Y < ). T1lF x FEW <9
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Note that we still do not assume any structural rules in the system; nevertheless, there
are certain properties which link the connectives. Fusion is lattice ordered (cf. Meyer
and Routley [ 6]) and the implications are the residuals of the fusion. Such a logic
can, arguably, be called the minimal substructural logic, and hence we denote the
system by LS. Most of the ordinary assumptions concerning these connectives can
be added in a standard fashion.

Formally, the following sequents correspond to the above properties, and their
provability in LS can be easily checked:

po(¥ VvV x)d-(poy)V(poyx), and
(pV)ox A-(pox)V(¥ox)), (1)

o x <y if oYty iff YyEe— . 12)

The crucial question is how to define the truth and the falsity conditions for fusion
and implications. In order to obtain a simplified semantics from that in Section 2, we
will use theories instead of inherent theories in the canonical model. We note that
now only Lemma is needed for the separation property, and Theorem 2.5, that
is, completeness, is provable as before—a brief inspection of the second part of the
earlier proof reveals that it does not depend on theories being inherent.

The truth conditions for the intensional operators can be defined in the usual way
(cf. Jonsson and Tarski [ 14, | 5] and [16]). In fact, in Bimbd [4] the intensional oper-
ations are defined on the filters in the principal pairs. If one wants to characterize the
falsity conditions of the intensional operations directly from a relation (and not only
via the Galois functions), then the definitions of the frame and that of the operations
get slightly more complicated.

The difficulty stems from the fact that the implications have mixed tonicity; more-
over, when these operations are defined from a relation that represents o on filters it is
essential that — and <« are the two residuals. We will use insights from Curry ([ 7],
4C1) to find appropriate relations that provide a definition of falsity for implications.
The two implications can be thought of as the maximal solutions among all the so-
lutions to the inequality x o y < ¢, solving it for x and y, respectively. That is, the
solutions form negative theories and the implications are at the top in these theories.

Accordingly, we add to the frame defined in Section ” three relations, RT,
to define the truth of the intensional operations, and R~ , R_, to define their
falsity. Rt < (WT)? as usual; however, R C W' x W~ x W~ and
RZ C WT x W~ x W~. The two latter relations connect positive and nega-
tive situations, and either of the two lends itself to a definition of the falsity of o via
residuation. Therefore, we postulate both of these definitions under (! 3) with the
proviso that v~ (¢ o ¥) is the same set in the two clauses.

We postulate that the valuation function can be extended by the following recur-
sive clauses for o, —, and <«

vpoy) = ({zeW':3x,y(RTxyz&x evl(p) &y e vt(¥))},
{(ye W™ :Vx,z(Roxyz & x e vi(p) = z € v (¥)}),

vpoy) = (ze Wt :3x, y(RTxyz&x evl(p) &y e vH(y))},
(yeW :Vx,z(R_xyz &x evi(p) = zev ()}, (13)
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v —>Y) = ({yeW :Vx,z(RTxyz &x e vt(p) = ze v (¥)}
{zeW 3, y(Roxyz&xev (p)&yev (¥))}), (14)

v <) = (xe W : ¥y, z(RTxyz &y e vt(p) =z e v (Y}
{ze W™ :3x,y(R_xyz&xev (p) &y ev ()}, (15

where v (@ * ) = v~ (¢ * ¥) and v~ (¢ * ¥) = rvt (g x ¥) for x € {0, —, <}.

With the above definitions added, the augmented frame and model can serve
as a basis for the definition of semantic consequence for LS. Since in LS the
structure I" is possibly not a singleton, we extend the definition of = to multi-
ple cases. We will use grouping of arguments of R' as usual (that is, for R),
R (xy)zv < Ju(RTxyu & R uzv) and RTx(yz)v < Ju(R*yzu & Rt xuv).

Definition 4.1 (Semantical consequence relation) Let I" be a finite sequence of for-
mulas (y1, ..., ¥») with well-balanced parentheses. ¢ is the semantical consequence
of I' (T k ¢) if and only if w™ € v (T") implies w* € v+ (p), where
1. vP (@) ={z:3xq, ..., I, R (x1, ..., x0)z
&ViRQ<n>i>1=x €vt(y))}, and
2. vT(I') = v* (1) otherwise.

I" can be equivalently thought of as an ordered binary tree, that is, if I" is not com-
pletely parenthesized, then the missing parentheses are to be restored as associated
to the left. By the similarity of the notation for (y1, ..., ¥,) and (x1,...,x,) we
meant to indicate that their grouping is the same.

Now we can consider the relation between syntactical and semantical conse-
quence. First we prove soundness.

Theorem 4.2 (Soundness) If ' ¢, then T F ¢.

Proof All provable sequents in LS are finite, and any structures on the left that
contain commas can be turned into a single formula by finitely many applications of
the left introduction rule for fusion. Moreover, the (o ) rule is reversible (since cut
is admissible in LS); therefore, we will treat I and its fused version as the same.

As we noted already A and V are dealt with as before. We first show that — is a
residual of o. (The case of < is symmetric.)

(1) Let us assume that v (g o ) € v (x) and y € v (¥). Additionally we
also assume that R*xyz and x € v*(p). By the definition of v for o it follows that
z € v (¢ o ¥); hence by the first assumption z € v (x). The elimination of the
additional assumptions gives Vx, z((RTxyz & x € v (¢)) = z € v (x)), that is,
the desired conclusion y € v (¢ — x) according to the definition of v for —.

(2) For the other direction let us assume v () € v (¢ — x) andz € v (@ o ¥).
Then 3x, y(RYxyz & x € vF(p) &y € vT(¥)) by the definition of v for o.
By the first assumption 3x, y(R*xyz & x € vT(p) &y € vT (¢ — ¥)). Now
we assume to the contrary that z ¢ v (x). Forany y € v (¢ — x), by the
definition of v for —, Vx', Z/((RTx'yz & x' € v (p)) = 7/ € v (x)), that
is, Vx', 2/ (7' ¢ vT(x) = —(R*x'y7 & x’ € vT(¢))). A one-step universal in-
stantiation and detachment leads to Vx'(—=Rx'yz vV x’ ¢ vT(¢)) that contradicts
7z € v (g o ¥). Therefore, z € v (x).
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(3) We show that o is lattice ordered. Since V is disjunction (as we know from
Theorem 2.2), we have that v (p) € v (¢ Vv ¥) and also v () C v (g V ¥).
Then vt (pox) CvT((@Vy¥)oyx),andvt(¥ox) Cvt((pVy)oy). Therefore,
v ((@ox) VvV (Wox) Svt((p V) ox).

To show the other direction we need a slightly more subtle argument. Again using
the fact that Vv is disjunction we have that vt (g o x) € v ((¢ o x) V (¥ o x)) and
v ox) CvT((@ox)V (¥ o x)). We have just established in steps (1) and (2)
that residuation holds; therefore, we get that vt (¢) € v (((po x) vV (Yo x)) < x)
and that v () € v (((¢ o x) V (¥ o x)) < x). Applying the semanti-
cal equivalent of disjunction introduced in the last two inclusions, we obtain
vi@ V) € v (((@ o x) V (¥ o x)) < x). Using residuation in the other
direction we arrive at the desired inclusion v ((p V) ox) S v ((pox) V(¥ ox)).
(The distribution of o over V from the left can be shown similarly, of course.) O

The canonical frame consists of two sets, the set of positive theories 71 and the
set of negative theories 7~ and the relation () (which is nonempty intersection as
before). The canonical R*, R~,, and R_ are defined in (16) and (17) below. Note
thatin (16) x, y, z are all members of 7+, butin (I7)x € 7T and y,z € T~

Rtxyz < VYo, y(pex &Y e€y)=goV €2), (16)

Roxyz < Vo, Y ((pex&yey)=p— ¢ €2),
R_xyz < Vo, ¥y(pex&VYecy)=y < ¢ ec2). 17

The definition of R* is just like the ordinary definition of the ternary accessibility
relation in relevance logics. The definitions of R~ and R_ in (|7) are motivated by
the fact that implications are antitone in their first argument.

The canonical model is defined on the canonical frame by adding a valuation
function v that is defined on propositional variables as

vip) =TT eT T :peTT) (T €T :peT ).
The canonical model so defined is indeed defined on a frame with v satisfying con-

ditions (13)—(15). It also has the separation property; that is, LS is complete for this
semantics.

Theorem 4.3 (Completeness) If I' E ¢, then " - ¢.

Proof First we note that the canonical frame is a frame, the sets of theories are not
empty, and all the relations are of the required type. We prove that the canonical
model is a model with the separation property.

(1) The cases of A and V are dealt with as in Theorem 2.5. Thus we omit repeating
the steps.

We give here two further steps of the proof that (T, T~) € v(¢) if and only if
@ € Tt and ¢ € T~, namely, the case for o and —. (For <— the claim is proved like
that for — with the obvious modification that R_ replaces R~ .)

(2) Assume that T+ € v'(p o ¥). Then, by the definition above,
Ix, y(RYxyTT & x € v'(p) &y € v (¥)). The induction hypothesis gives
Ix, y(RYxyT+ & ¢ € x & Y € ), but this together with the canonical definition
of RT implies ¢ o ¥ € TT. To prove the converse, assume that the latter holds.
According to the definition of R™, RT[¢)[¥)T". Thus Ix, y(RTxyTT & p € x &
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¥ € y). Applying the inductive hypothesis we have 3x, y(RTxyTtT & x € v (p) &
y e v (¥)); thatis, TT € v (g o ¥).

Now we show that T~ € v~ (¢ o ¥) if and only if (¢ o ) € T . First we show
this from right to left. Assume that ¢ o € T~. Additionally, let us suppose also
that R- x T~z for some x and z, with ¢ € x. By the definitionof R~ , ¢ — (¢ o ¥)
is in z. However, ¥ - ¢ — (¢ o ¥) and so ¢ € z too. Using the inductive
hypothesis for ¢ € x and ¥ € z and eliminating the additional assumptions, we get
Vx,z(R5xT z & x € vT (@) = z € v™(¥)); thatis, T~ € v~ (¢ o ¥).

To prove that the inclusion holds in the other direction, assume that (poy) ¢ T .
[¢) is a member of v (¢) (by inductive hypothesis). Define a set of negative the-
ories C as C = {z : RG[p)T z& ¢ ¢ z}. C is not empty (since [¢) and T~
are nonempty) and closed under unions of nonempty chains (with respect to C as
ordering). Let z’ be the maximal element of C. From the construction it follows that
R [p)T 7 and ¥ ¢ 7/; thatis, =Vx, z(R5xT z & x € v () = z € v~ (¥)).
Hence T~ ¢ v~ (¢ o ). Showing that T~ € v~ (p o ) if and only if (p o)) € T~
holds using R_ is similar.

(3) Now we proceed to the case of —. First assume that ¢ — ¢ € T". Addition-
ally, let us suppose that RYxTtz and ¢ € x. Then g o(p — V) € z by the definition
of R*. However, ¢ o (p — ¥) - 3 and so ¥ € z too. By induction hypothesis
x € vT(p) and z € vH(¥), so Vx, z(R™xTTz & x € v (p)) = z € vF(¥)).
This implies, by the definition of —, TT € v'(p — ). Again we pro-
ceed by demonstrating the contrapositive of the other inclusion. Let us as-
sume that Tt ¢ vt(p — ). We define C, a set of positive theories, as
C ={z: R"[@)Ttz& ¥ ¢ z}. Let the maximal element of C be denoted as
7. Then RT[¢)T "7 and ¢ ¢ z'. Applying the inductive hypothesis and introducing
existential quantifiers, we get Ix, z(RT™xT Tz & x € v (p) & z ¢ v (¥)). Hence,
TT ¢ vt(p — ) as desired.

For — the case involving negative theories is almost obvious, since we used
R~ to define the falsity conditions. Assume that 7T~ € v~ (¢ — ). Then
3x, y(RSxyT~ & x € v (p) &y € v~ (¥)). By induction hypothesis, ¢ € x
and ¥ € y, and from the definition of R~ , it is immediate that ¢ — ¢ € T~. For
the converse, suppose that the latter is the case. Consider the positive theory gener-
ated by ¢ and the negative theory generated by . These are by inductive hypothesis
in vT (¢) and v~ (¥), respectively. Clearly, R~ [¢)(¥]T ~ according to the definition
of R~ . By existential generalization, 3x, y(RZxyT~ & x € vt (p) & y € v~ (¥)),
andso T~ € v (¢ — V). (]

The insights gained from the semantics in this section motivate a neater semantics
that we describe in the next section.

5 Generalized Kripke Semantics

The semantics we presented in Section < is somewhat complicated compared to the
semantics of, say, K (the minimal normal modal logic). Our aim now is to provide a
nicer semantics for the same system.

As we saw the intensional connectives have a certain similarity to their classical
cousins in the way their truth and falsity is determined. For fusion it was straightfor-
ward to define its truth, and for the implications it was clear that if the antecedent was
true and the consequent was false (of course, linked via a relation) then the whole
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implication should be false. Since these connectives are related to each other through
residuation, the truth of the implications was definable from the same relation (R™)
that was used in defining the truth of fusion, and the falsity of fusion was definable
from the relations needed to define the falsity of the implications. An alternative
definition could simply say that, for instance, a fusion is false when it is not true,
where the ‘not’ is to be interpreted in a similar way as we did in (2) and (+) in Sec-
tion 2. Whereas this way of looking at the falsity of the connectives is perhaps less
informative in some sense, it allows simplifying the definition of the frame.

Before proceeding to the formal definition of our semantics we want to provide
some further motivations and intuitions. It seems natural to us to assume a “proto-
order” (a transitive relation ) on the frame and take propositions to be upward-
closed sets: a proposition should include all situations that are at least as informative
as the one already known to be in the proposition. Using this relation we are able
to characterize the counterpropositions: those are all the situations that are not more
informative than the situations in the proposition.

Previously we used positive and negative theories as the positive and the negative
halves of a situation. Here we limit our consideration to positive theories, but we
assume a more specific relation (than an arbitrary Q). Thus, canonically we think of
a proposition corresponding to ¢ as an upward-closed set of theories, each containing
@. It is as though all these theories verify ¢. At the same time we obtain, via the
relation [, the counterproposition induced by ¢, which is characterized by another
set of theories that is closed downward. Each theory in the counterproposition is
contained in the (minimal) theory generated by ¢. It is as though all these theories
refute . There might be still other theories which are not in either of these two
sets; they have nothing definitive to say about the sentence ¢, and so they do not fall
into the proposition nor do they fall into the counterproposition corresponding to ¢.

As it turns out if we build the two modifications mentioned above into the defi-
nition of the frame, then we get a mathematically more elegant semantics. We call
this semantics the generalized Kripke semantics. We generalize here the so-called
Kripke semantics which is suitable for classical modal logics, defined on a frame
(W, R) (where R is an n+ l-ary relation for an n-ary additive operation), to a seman-
tics which is suitable for positive substructural logics, defined on a frame (W, C, R)
(where [ is a transitive binary relation and R is an n 4 1-ary relation for an n-place
additive operation).

Earlier the definition of the two functions £ and r was based on a polarity, and Q
was an arbitrary binary relation between the two sets W and W~. The canonical
valuation mapped a formula ¢ into a pair of upward-closed sets, the set of positive
theories containing ¢ and the set of negative theories containing ¢; both of these
sets were upward closed with respect to set inclusion. Now we can take a slightly
more specific structure than a polarity and still get a suitable construction. Namely,
a transitive relation C on one set W (with the same definitions of ¢ and r as before)
yields a semilattice of £r-closed subsets of W and a semilattice of r€-closed subsets
of W. Note that the two functions £ and r map subsets of W into upward- and
downward-closed ones, respectively, (where if X € W then X is upward closed it
and only if x € X and x T y implies y € X, and X is downward closed if and only
if x € X and y C x implies y € X). Lastly, instead of three accessibility relations
we have just one, denoted as R.
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Formally, the frame is a triple ¥ = (W, C, R). W isanonempty set; = C Wx W,
andif x C yand y C z then x T z; R € W?. The frame is required to satisfy (| %)
that relates  and R:

(Rxyz & x' Cx) = Rx'yz,
(Rxyz &y Cy) = Rxy'z,
(Rxyz&zC 7)) = RxyzZ. (18)

These tonicity conditions are the usual ones except that we defined them on a proto-
ordered set. Were we to use a quasi order T, that is, a relation that is reflexive and
transitive, instead of [, the three lines in (| &) could have been concisely written as

(Rxyz&x'Cx &y Cy&zC7)= Rx'y7. (19)

Using a quasi order would not cause any problem in the semantics, since set theoret-
ical inclusion is reflexive; however, reflexivity is not used anywhere in the proof of
soundness.

As before, we define two functions £, r from :

r(X) = {p:Vx(xeX=yLCx)},
LY) = {x:Vy(yeY=yrCx)} (20)

A routine verification shows that the two functions do result in downward- and
upward-closed subsets as we claimed earlier. We denote the set of upward-closed
subsets of a set X by g (X)" and the set of £r-closed subsets of X by p X)t.

A model is a frame augmented with a valuation function v that maps propositional
variables into g (W)*" and can be extended to map complex formulas into g (w)tr
according to (2 1)—(25).

Conjunction and disjunction are defined as

v AY) = vp)Nuy), 2D
vV y) = Lru(e) Nrv)). (22)
The intensional operations are defined as
v(poy) = {z:3x,y(Rxyz&x € v(p) &y e v(¥))}, (23)
v = ¥) = {y:Vx z((Rxyz &x € v(p)) = z € v(¥))}, (24)
v <) = {x:Vy.z((Rxyz &y € v(p) = z € v(¥)))}. (25)

We note that if we want to model only additive operations (like ordinary modal logic
does) as, for instance, the binary o, then we also have to postulate conditions similar
to the following two:

vigo (Vi) S wvllgoy)Vi(pox)), (26)
(¥ V)op) S v((Wop)V(xoy). 27

We will use the notation w F ¢ to mean, as before, that ‘@ is at least true in the
situation w’. However, formally this means now that w € v(¢). The definition of
" E ¢ is modified accordingly, that is, the +s are omitted from v¥s.

Theorem 5.1 (Soundness) If ' ¢, then T F ¢.

Proof We give some details of the steps that show that residuation and distributivity
of fusion over join hold. (The cases for A and Vv are similar to the previous ones,
hence omitted.)
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Case 1 Let us assume that v(p o ¥) € v(x) and y € v(y). From the former
we get that if 3x, y(Rxyz & x € v(p) & v(¥)) then z € v(x). If also Rxyz and
x € v(p), then z € v(y); that is, Vx,z(Rxyz & x € v(p)) = z € v(x)).
Therefore, y € v(p — x). Thus, we have proved that if v(¢ o ) C v(x) then
v(¥) € v(p — x). To prove the converse, let us assume that the latter holds and
z € v(¢ o ¥r). The definition of o gives Ix, y(Rxyz & x € v(¢p) &y € v(¥)). In-
stantiations of the universal quantifiers in the first assumption and two detachments
yield z € v(x) as we wanted. (Showing that <— is a residual of o is completely
symmetric to this case, and therefore, we omit it.)

Case 2 'We want to show that v(p o (¥ V x)) = v((p o ¥) V (p o x)) as well as
(¥ Vx)op) =v((Yop)V(xop)). In(27)we postulated half of the latter equality,
so we proceed to show that the other inclusion holds. (Of course, if implications are
in the language, then (26) and (?7) can be shown to hold as before.) Assume that
for some w; it is the case that Vw,(3x, y(Rxywr2 & x € v(y V x) & y € v(p)) =
wi; C wpy). Since V is join, we have that if x ¢ v(y Vv x) then x ¢ v(¥)
and x ¢ v(x). Thus, by first-order logic, we get from the quantified for-
mula that Ywo(3x, y(Rxyw &x € v(y) &y € v(p)) = w; T wp) and
Ywr(3x, y(Rxywy & x € v(x) &y € v(p)) = wi; C wy). The definitions of
o, V,and r give thatif w; € rv((¥ V x) o) then wy € rv((y o) V (x o ¢)). Then,
by Schmidt’s definition of a Galois connection, we get that v((Y o @) V (x o ¢)) C
Lrv((y V x) o ¢). Since by definition the operations result in ¢r-closed sets, we
have that v((¥ o @) V (x 0 9)) € (¥ V x) o ¢), what we wanted to prove. (The
case of v(p o (¥ V x)) 2 v((¢ o ¥) V (¢ o x)) is just like this one, since nothing
distinguishes the two argument places in o except one being the first and the other
being the second that we did not rely on in the proof.) O

The canonical frame is the set 7, the set of theories, with C, set inclusion that is a
partial order on 7, and with R defined as

Rxyz <= Vo, y((p ex & Yy €y) = poy €2). (28)
The canonical valuation is defined in a standard way:
v(ip)={T:TeT andp eT}.

Before we proceed to state and prove completeness we state and prove a couple
of useful lemmas about the canonical frame. The first lemma says that £r-closed
sets are closed under intersection. The second one connects the ¢r-closed and the
upward-closed sets via the intersection closure.

Lemma 5.2 (£r-closed sets are (-closed) If X € © (7)Y, then X eX.

Proof Assume that X € (7)), then () X is a theory. By the properties of in-
tersection, (VT € X)([)X C T). This means that ()X € rX. We want to show
that for any 7’ such that T’ € rX, T" C (| X. Let us assume to the contrary that
T" ¢ N X, thatis, Gw € T')(w ¢ () X). Then for some 7" € X, w ¢ T". But
then 7" g T",and so T’ ¢ rX, but this contradicts T’ € rX. It follows then that
()X € ¢rX, and since X = £rX by assumption, [ | X € X. O
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Not all upward-closed sets are £r-closed. One can easily construct an example of
an upward-closed set of theories on the minimal modular lattice M3 that is not £r-
closed. The next lemma grasps the characteristic feature of £r-closed sets among the
upward-closed ones using ()-closure.

Lemma 5.3 (()-closure is characteristic) If X € o (7)", then X ¢ © (T if and
onlyif X € X.

Proof From left to right it is a corollary of Lemma 5.2. For the other direction as-
sume that X € 5/.)(7)T and( X € X. [fwp €4rX, thenVw;(w; € rX = w; C wy);
that is, for any w3 € X, w; € w3. But this means that w; € [ X. Since
Vws(wz € X = (X C w3), wp € X. X C £rX since £r is a closure operator, and
so indeed, X = £rX; thatis, X € p (T)Z’. O

Now we are ready for the completeness theorem.
Theorem 5.4 (Completeness) If ' E ¢, thenT" - ¢.

Proof First we show that the canonical frame is a frame. Furthermore, we prove that
any valuation that maps the propositional variables into £r-closed subsets of 7~ can be
extended to a valuation for all formulas (mapping them into £r-closed subsets of 77);
moreover, residuation, and so also distributivity (of o over V), holds. We also prove
that the latter property holds even if the implications are not in the language of the
logic. (In the modal logic literature, a similar feature of the canonical frame is called
canonicity.) The conditions needed to ensure that o distributes over V from both sides
without — and <« present are not first-order sentences in the meta-language. Thus,
it is not at all obvious that the conditions hold on the canonical frame. Next we prove
that ¢ € T if and only if T € v(¢) for arbitrary formulas (where v is the canonical
valuation). Lastly, we show that the canonical valuation provides separation.

(1) Clearly, 7 is a nonempty set, C is a transitive relation (even more, a par-
tial order) on 77, and R is a relation on 7 3. The only thing to prove is that C
and R are related in the desired way. For instance, the first clause from (&)
can be shown to hold as follows. Assume Rxyz and x’ C x. If a € x/, then
a € x. Since Va,b((a € x&b € y) = aob € 7z), it is immediate that
Va,b((a € x' & b € y) = a o b € z) which means exactly what is wanted: Rx’yz.
(The two other cases are similar and so omitted.) This completes the proof that the
canonical frame is a frame.

(2) Now we show that any valuation that assigns to propositional variables mem-
bers of o (7)) is such that when extended according to the definitions (21)—(25)
yields £r-closed subsets of 7.

(2.1) Let us assume that v(p), v(¥) € p (7). If Nv(g AY¥) ¢ v(p A ) then
there are x1, x> € v(p A ¥) such that x; N x2 ¢ v(p A ). From the definition of
A we get that x1 € v(p) Nv(Y¥) and x2 € v(p) N v(Y¥). But then x1,x2 € v(p)
and so x1 N xp € v(¢ A ¥), contrary to our assumption. Since v(¢) and v(y) are
both upward-closed sets, so is their intersection; that is, v(p A ¥) € g (‘J")T, and by
Lemma 5.3, v(p A ¥) € p(T)Y.

Let us assume once again that v(p), v(¥) € (7)Y and that vl vV ¢) ¢
v(¢ V ¥). Then there are x1, x2 € v(¢ V ¥) such that x; N xy ¢ v(p V ¥). By the
definition of Vv, Vy((y € rv(¢) Nrv(¥)) = y < x1), and similarly for x,. However,
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any such y € rv(p) is such that y € (v(g), and fory € rv(y¥) y € (v(¥). It
follows then that () v(¢) < x1 and () v(g) C x and so, by properties of intersection,
(®) € x1 N x3. The argument repeated for () v(v) yields that [ v(¥) < x5 N x2,
and therefore, x1 Nxy € €£(rv(p) Nrv(Y¥)), contrary to the earlier assumption. Thus
vl V) € vip V). vip V) is upward closed, since its definition is of the
form £(X); by Lemma 5.3, v(p V ¥) € p (7).

Let us assume that v(p), v(Y) € p (7). By Lemma 5.2, (v(p) € v(p) and
M v(¥) € v(¥). First note that v(p o ) € p (7)1, since R{I1}, and if z € v(p o V),
so are all theories that include z. Now assume to the contrary that v(poyr) ¢ o (7).
Then by Lemma and the fact we just noted, [ v(¢ o ¥) ¢ v(p o ¥). Then there
are some theories z1, z2 € v(p o) suchthat z1 Nz ¢ v(p o). (Of course, z; g 22
and z3 g z1.) Then Rxy(z1 N z2) does not hold for any x € v(p) and y € v(¥);
therefore, =R ([ v(¢))(( v(¥))(z1 Nz2) either. From the definition of R we get that
there mustbe ana € (v(p) anda b € (| v(¥) such thata o b ¢ z; N z2. However,
since z1 and z, are in v(¢ o ) there are some x1, x2 € v(p) and y1, y2 € v(¥) such
that Rx1y1z1 and Rx2y2z2. Since (1) is intersection, a € xj and a € xp as well as
b € y1 and b € y;. From the definition of R it follows that a o b € 71, z2 and so in
z1 N 22, contradicting our assumption. Thus [ v(g o ¥) € v(g o V), and so we have
that v(@ o ¥) € p (7).

The cases for the two arrows are symmetrical, thus, we go through the details of
one of them. Let us assume that v(g), v(¥) € o (7)Y, but v(p — ¥) ¢ p (7).
Then (v(p — V) ¢ v(p — V), since v(p — ¥) € p(T)T. Then for some y;
and y2 y1,y2 € v(p — Y¥) but y; Ny2 ¢ v(p — ). By the definition of —
there are x and z such that x € v(¢), Rx(y1 N y2)z but z ¢ v(y). For arbitrary
by € y1, by € y, we have that by Vv by € y; Ny;; moreover, taking an arbitrary a € x,
a o (b1 V by) € z because of the definition of R. Let us consider two theories z; and
z2, so that Rxy;z; and Rxy,z». Since x and the ys are nonempty, such zs exist, and
aoby € z1 and aoby € 73 by the definition of R. However, since y1, y» are members
of v(p — V), so by universal instantiation z; € v(v) and z2 € v(¥). We also have
from the original assumption v({) € (7)* that N v(¥) € v(¥) and, in particular,
z1Nz2 € v(p — ¥). But (@oby) V(aobr) € z1 Nzo; thatis,ao (b1 Vby) € z1023.
This contradicts y; N y» ¢ v(p¢ — ) that we deduced from the assumption that
v(ip = V) ¢ » (7). Thus we can conclude that Nvlp — ¥) € vip — ¥) and

also v(p — ¥) € p(T)Y.

(2.2) Now we want to prove that a valuation on the canonical frame extended ac-
cording to (21)—(25) also satisfies residuation and distributivity of o over V. To
prove the former we refer back to the first part of the proof of Theorem +.7; a brief
inspection of Cases () and (?) clarifies that the steps depended only on R™ and the
definition of the first member of the pairs that v assigned to a formula. Thus, they
could be repeated here with a few notational changes such as omitting Ts.

(2.3) Now we consider the case when o is the only connective, and hence (20)—
(27) must be shown to hold. (We already showed that the converse directions
of these inclusions always hold.) Let us assume that v(¢), v(¢¥) € © (7)Y and
z € v(po(¥Vy)). By the definition of R, Ix, y(Rxyz & x € v(p) & y € v(¥V x)).
First, if y € v(¢) or y € v(x), then we have that z € v(p oY) or z € v(p o x),
and so certainly z € v((¢ o ¥) V (¢ o x)). That is, the interesting case is when
neither y € v(y) nor y € v(x). From the tonicity conditions on R (R ||1) it
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follows that R((" v(@))((v(¥ V x))z. Now let us assume that for some w we have
w € rv(p oY) and also w € rv(p o x). By the definition of r, this is the case
when Vu(u € v(p o) = w C u) and Yu(u € v(p o x) = w C u). That is,
Vu@x’, y/(Rx'y'u & x’ € v(p) & y € v(¥)) = w € u) and Vu(3x’, y'(Rx'y'u &
x' € v(p) &y € v(x)) = w < u). The tonicity of R together with the fact
that we deal with £r-closed sets gives that Vu(R((Nv(@)(v(W@)Hu = w C u)
and Yu(R(Nv(@)(v(x)u = w < u). Taking arbitrary a, by, by such that
a € Nul, b € No@), and by € Nv(x). ROVv@)(v@)u yields
aoby € u, and so does R((v(@)((v(x)u aoby € u. Thatis, for any such
a, by, by we have that w C [(a o b1) V (a o b2)). However, for by € (v(¥) and
by € (v(x), b1 v by € v V x). Thus, from R((v(e)(v(y¥ Vv x))z it
follows that a o (b1 Vv by) € z. Since o distributes over V in the algebra of the
logic, (a o b1) V (a o by) = a o (b1 V by); thatis, (a o b)) V (a o bp) € z. By
eliminating our assumptions Yw((w € rv(p o ¥) & w € rv(p o x)) = w C 2);
that is, z € £(rv(¢ o ¥) Nrv(p o x)), and by the definition of Vv this means that
z € v((p oY)V (po x)) as desired. (The case for the other direction is, of course,
similar.)

(3) Now we show that the canonical valuation is such that T € v(yp) if and only if
¢ € T, for an arbitrary formula ¢. The case for A can be straightforwardly extracted
from (2) in the proof of Theorem 2.5 (essentially by erasing the *s).

To prove the claim for Vv, let us assume that 7 € v(¢ Vv ). Then by definition
T € L(rv(p) Nrv(Y)); that is, by the definition of £, Vx((x € rv(p) Nrv(y)) =
x € T). x ervip) Nrv(y) if and only if x € rv(e) and x € rv(y¥), and further,
if and only if Vy(y € v(¢) = y € x) and Vy(y € v(¥) = y C x). By inductive
hypothesis Vy(¢ € y = y € x) and Vy(yy € y = y C x). Thus we have that
Vx(Vy(p € y = x C y) &Yy € y = x C y)) = x € T). But then
Vx((x € [p) & x C [¢)) = x C T); thatis, [p vV ) C T, and this is exactly when
¢ V ¥ € T. For the proof of the converse it is sufficient to note that all the moves
were based on equivalences (iffs).

The case of o falls into two parts; for the first, assume that 7 € v(p o ¥). The
definition of o means that for some x € v(¢) and y € v(y), RxyT. By inductive
hypothesis, we get that ¢ € x and ¥ € y, but then the definition of R provides
@ o Y as desired. For the second part, let us assume that ¢ o Y € T. Let us take two
theories [¢) and [v). Certainly, R[¢)[v)T by the definition of R and the isotonicity
of o. The inductive hypothesis gives that [¢) € v(¢) and [{) € v(¥). By existential
generalization Ix, y(RxyT & x € v(p) & y € v(¥)), thatis, T € v(p o ) by the
definition of o.

We show now that T € v({y < ¢) if and only if ¥ «<— ¢ € T. Let us first assume
that T € v(y < @) and that v < ¢ ¢ T—contrary to what we are trying to show.
Let C be defined as C = {z : RT[¢)z & ¥ ¢ z} (where z € T, of course). Taking
the maximal element of C, we get a theory that does not contain y. But by inductive
hypothesis [¢) € v(p) and z ¢ v(¥r). Hence, introducing an existential quantifier, we
getdy, z(RTyz & y € v(p) & z ¢ v(¥)). Applying the definition of <— we arrive at
T ¢ v(Y¥ < ¢). Then we may conclude that Y <— ¢ € T as we aimed to show. For
the converse, assume that ¢ <— ¢ € T. Let us additionally assume also that RT yz
for some y such that ¢ € y. Since ¢ <— ¢ € T and ¢ € y, it follows by the defini-
tion of R that (¥ < ¢) o ¢ € z. However, then ¥ € z since (Y < ¢) o ¢ - .
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By inductive hypothesis, y € v(¢) and z € v(y). The elimination of the addi-
tional assumptions gives that Vy, z((RTyz & y € v(p)) = z € v(y¥)), that is,
T € v(Y¥ <« @) as desired. (The case of the other implication is symmetrical to this
case and so omitted.)

(4) To finish the proof of completeness it remains to be shown that if I' ¥ ¢ then
I' ¥ ¢. The theory [¢) is, of course, in v(p). Taking the theory generated by the
fusion of I' it does not contain ¢, since I' ¥ . Thus, this theory is not in v(¢);
however, this is in v(I"). Hence, I # ¢. O

The semantics we provided greatly extends the range of logics which can be given a
generalized four-valued semantics. We devoted this paper to considerations concern-
ing the minimal nondistributive and the minimal positive substructural logic and gave
proofs of soundness and completeness. In another paper we will provide four-valued
semantics for further substructural logics.

Notes

Sequent calculi were invented by Gentzen [!!]. We assume familiarity with the usual
notational conventions and definitions.

F is a polarity in the sense of [5]. The semantics we provide here was influenced by
several other semantics for various logics, as Birkhoff and Frink [6], [©], Urquhart [19],
Goldblatt [ 1 2], Allwein and Dunn [ 1], Hartonas and Dunn [ 3], and [4].

Maximally disjoint theory-countertheory pairs were used in Dunn [10] to provide se-
mantics for the positive normal modal logic K.

For technical reasons we allow nonproper inherent theories. Prime theories, as a rule,
are defined to be proper. Note also that we did not exclude the empty set from among
theories.

Mathematically these are decorated trees, where the edges are labeled with one of two
labels and each level has exactly two forks with the same label.

Although we have not defined formally a measure to compare the two formalisms, it
seems to us that searching for a tableau proof is simpler than searching for a proof in
LN, since only two trees need to be constructed and then the covering should be checked.
On the other hand each (attempted) proof of ¢ - ¢ in LN also records the order of the
application of rules to ¢ and ¥, a piece of information that is irrelevant to the provability
of ¢ from ¢.

¢ - i abbreviates ¢ - ¥ and ¥ F ¢.

“Half” of distributivity (v ((@o )V (gox)) € v (po (¥ V x))) is true for any isotone

operation when V is join in a lattice. (Similarly, v (9o x)V (¥ox)) S vT (e V¥)ox)
holds too.) The other “half” is true due to residuation; that is, without the implications
we would need to postulate it (as well as, v+((<p Vir)ox) C v+(((p ox)V (¥ox).
Since o can be viewed as a “relational generalization” of conjunction, it should not be
surprising that the equivalent of distributivity (a A (b V ¢) < (a Ab) V (a A ¢)) does not
hold in all possible cases.



(1]

(2]

(3]

(4]

(5]

(6]

(7]

(8]

(9]

[10]

[11]

[12]

[13]

[14]

Four-valued Logic 191

In fact, the definition of conjunction specified the falsity condition, and the definition of
disjunction specified the truth condition only via the Galois connection, so resorting to a
similar type of definition in the case of the intensional connectives is not too different.

We think of the minimal theory generated by ¢ as the “dividing line” between those
theories that verify ¢ and more and those that verify ¢ or less; hence, this theory ends
up also among the refuting theories.
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