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Decidability of Fluted Logic with Identity

WILLIAM C. PURDY

Abstract Fluted logic is the restriction of pure predicate logic to formulas
in which variables play no essential role. Although fluted logic is significantly
weaker than pure predicate logic, it is of interest because it seems closely to
parallel natural logic, the logic that is conducted in natural language. It has
been known since 1969 that if conjunction in fluted formulas is restricted to
subformulas of equal arity, satisfiability is decidable. However, the decidability
of sublogics lying between this restricted (homogeneous) fluted logic and full
predicate logic remained unknown. In 1994 it was shown that the satisfiability
of fluted formulas without restriction is decidable, thus reducing the unknown
region significantly. This paper further reduces the unknown region. It shows
that fluted logic with the logical identity is decidable. Since the reflection func-
tor can be defined in fluted logic with identity, it follows that fluted logic with
the reflection functor also lies within the region of decidability. Relevance to
natural logic is increased since the identity permits definition of singular pred-
icates, which can represent anaphoric pronouns.

1 Introduction Fluted logic is the restriction of pure predicate logic to formulas in
which variables play no essential role. Although fluted logic is significantly weaker
than pure predicate logic, it is of interest because it seems to closely parallel natural
logic, the logic that is conducted in natural language.

Historically, fluted logic arose as a byproduct of Quine’s Predicate Functor Logic
(PFL), a syntactic variant of pure predicate logic. See, for example, Quine [8], [10],
[11], [12]. PFL consists of predicate symbols, and alethic and combinatory functors.
The alethic functors ∃,¬, and ∧ correspond directly to the operations denoted by the
same symbols in predicate logic. The combinatory functors inv, Inv, pad, and ref
replace the variables of predicate logic, and so clearly delineate the roles that variables
play in predicate logic. The logical identity relation is sometimes included among the
predicate symbols. If the combinatory functors are eliminated, the logic that results
is called fluted logic.

It has been known since 1969 that if conjunction in fluted formulas is restricted
to subformulas of equal arity, satisfiability is decidable (Quine [9], Noah [5]). How-
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ever, the decidability of sublogics lying between this restricted (so-called homoge-
neous) fluted logic and full PFL remained unknown. In 1994 it was shown that the
satisfiability of fluted formulas without restriction is decidable (cf. Purdy [7]). This
reduced the unknown region significantly. This paper further reduces the unknown
region. It shows that fluted logic with the logical identity is decidable. Since the re-
flection functor ref can be defined in fluted logic with identity, it follows that fluted
logic with the reflection functor also lies within the region of decidability.

The identity relation greatly increases the relevance of fluted logic to natural
logic because it permits definition of unary singular predicates, which can be used
to represent anaphoric pronouns. It is wellknown that anaphora play an important
role in natural logic. In particular, E-type pronouns provide intersentence coindexing
(cf. Purdy [6]) similar to that provided by Skolem constants in clausal logic.

This paper employs Hintikka’s theory of constituents (or distributive normal
forms). According to this theory, any formula is equivalent to a disjunction of con-
stituents, which can be computed effectively from that formula. Therefore, the ques-
tion of satisfiability of a formula reduces to the question of satisfiability of a con-
stituent. This reduction is advantageous because constituents are such highly struc-
tured formulas. One can prove statements about constituents that would not be fea-
sible to prove about arbitrary formulas. The general proof strategy followed in this
paper is that established in [7]. But the details of the proofs are changed and the level
of complexity of the proofs is increased significantly by the presence of the identity
relation.

2 Preliminaries This paper assumes the usual definition of the pure predicate cal-
culus with the logical identity relation. Typically the set of predicate symbols will be
those that occur in some given finite set of formulas or premises. The finite set of pred-
icate symbols will be referred to as the lexicon. I is the identity relation. Let L be a
lexicon and R ∈ L. Then ar(R) denotes the arity of R. Define ar(L) := max{ar(R) :
R ∈ L}.

A standard result from predicate calculus is the following.

Theorem 2.1 (The Principle of Monotonicity) Let θ be a subformula, not in the
scope of ¬, that occurs as a conjunct in formula ϕ. Then ϕ′ can be inferred from
ϕ, where ϕ′ is obtained from ϕ by deleting θ.

Proof: See Andrews [1], Theorem 2105, Substitutivity of Implication. Note that the
empty conjunction is defined to be equivalent to � (verum). �
An interpretation I of a lexicon L consists of a set D , the domain of I , and a mapping
that assigns to I the diagonal relation on D , and to each R ∈ L a subset of Dar(R).
The notions of satisfaction and truth are the standard ones. If ϕ is a formula over L
with free variables among {x1, . . . , xk}, and ϕ is satisfied in I by the assignment to
variables {xi �→ ai}1≤i≤k, we write a1 . . . ak |= ϕ. If a1 = · · · = ak = a, we write
ak |= ϕ. If ϕ is a sentence and ϕ is true in I , we write I |= ϕ.

3 Fluted formulas Let L be a finite set of predicate symbols containing the identity
relation I. Let Xm := {x1, . . . , xm} be an ordered set of m variables where m ≥ 0. An
atomic fluted formula of L over Xm is Rxm−n+1 . . . xm, where R ∈ L and ar(R) =
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n ≤ m. The set of all atomic fluted formulas of L over Xm will be denoted A fL(Xm).
Define A fL(X0) := {�}.

A fluted formula of L over Xm is defined inductively.

1. An atomic fluted formula of L over Xm is a fluted formula of L over Xm.
2. If ϕ is a fluted formula of L over Xm+1, then ∃xm+1ϕ and ∀xm+1ϕ are fluted

formulas of L over Xm.
3. If ϕ and ψ are fluted formulas of L over Xm, then ϕ ∧ ψ, ϕ ∨ ψ, ϕ → ψ, and

¬ϕ are fluted formulas of L over Xm.

The fluted formulas just defined will be referred to as standard fluted formulas. In
addition, any alphabetic variant of a standard fluted formula is defined to be a fluted
formula. Two formulas are alphabetic variants of one another if they differ only in an
inessential renaming of variables (see Enderton [2], pp. 118–120 for a precise defini-
tion). No other formula is a fluted formula.

The fluted formulas of L form a proper subset of the formulas of the pure pred-
icate calculus with predicate symbols L. The semantics of the fluted formulas of L
coincides with the usual semantics of the pure predicate calculus. In connection with
standard fluted formulas, abc . . . |= ϕ will always mean that ϕ is satisfied (in the inter-
pretation given by the context) by the assignment to variables {x1 �→ a, x2 �→ b, x3 �→
c, . . .}.

It might be noted in passing that in the predicate calculus restricted to fluted for-
mulas, it is possible to dispense with variables entirely, since the arity and position
of a predicate symbol completely determine the sequence of variables that follow the
predicate symbol. However, variables will be retained to make the presentation more
explicit.

4 Fluted constituents A conjunction in which for each ρ ∈ A fL(Xm) either ρ or ¬ρ

(but not both) occurs as a conjunct will be called a minimal conjunction over A fL(Xm)

(because it is an atom in the Boolean lattice generated by A fL(Xm)). The arity ar(θ)
of a minimal conjunction is defined to be the maximum of the arities of the predicate
symbols occurring in θ. The set of minimal conjunctions over A fL(Xm) will be de-
noted �A fL(Xm) (cf. Rantala [13]). Note that if �A fL(Xm) = {θ1, . . . , θl}, and ϕ is
any quantifier-free formula over A fL(Xm), then

1. ¬(θi ∧ θ j) for i �= j,
2. θ1 ∨ · · · ∨ θl , and
3. either θi → ϕ, or θi → ¬ϕ, for 1 ≤ i ≤ l,

are tautologies (see [13]).
Let P be the positive integers, and P∗ the set of finite strings over P. String con-

catenation is denoted by juxtaposition. The empty string is ε. If i1, . . . , in ∈ P, and
α = i1 . . . in, then for k ≤ n, (k : α) := i1 . . . ik is the k-prefix of α.

A subset T ⊆ P∗ is a tree domain if

1. ε ∈ T , and
2. if αi ∈ T , where α ∈ P∗ and i ∈ P, then

(a) α j ∈ T for 0 < j < i, and
(b) α ∈ T .
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Define the height of α ∈ T , h(α) := the length of string α. For all α, β ∈ P∗, i ∈ P, if
αiβ ∈ T then αiβ is a descendant of α and α is an ancestor of αiβ. Moreover, αi is an
immediate descendant of α and α is an immediate ancestor of αi. Define w(α) := the
number of immediate descendants of α. Thus α1, α2, . . . , αw(α) are the immediate
descendants of α. If w(α) = 0, then α is terminal in T . If all terminal elements of
T have the same height, then T is balanced. In this case, h(T ) := h(α), where α is
any terminal element in T . If 0 < h(α) < h(T ), then α is internal in T .

An element α together with all of its descendants is defined to be the subtree
rooted on α, and is denoted (α]. An element α together with all of its immediate de-
scendants will be called the elementary subtree rooted on α. An element α together
with all of its ancestors is defined to be the path from ε to α, and is denoted [α).

Let T be a balanced tree domain. A labeled tree domain TL is defined to be T
with a formula θα ∈ �A fL(Xh(α)) associated with each α ∈ T . The labeled subtree
of TL rooted on α will be denoted (θα]. The labeled path in TL from ε to α will be
denoted [θα). The subtree (θα] is given the following interpretation.

1. If α is terminal, then (θα] denotes θα.

2. If α is nonterminal with height k, then (θα] denotes θα ∧ ∃xk+1(θα1] ∧ · · · ∧
∃xk+1(θαw(α)] ∧ ∀xk+1((θα1] ∨ · · · ∨ (θαw(α)]).

The formula denoted by (θα] is a fluted constituent of L of height h(T ) − h(α) over
the variables Xh(α). If h(α) = 0, the formula denoted by (θα] is a constituent sen-
tence.

The path [θα) denotes θε ∧ θ1:α ∧ θ2:α ∧ · · · ∧ θα. If θε = ¬�, then TL is trivial.
If TL is nontrivial, θε can usually be elided. Notice that for paths of nonzero length,
[θα) is not a fluted formula, but rather a conjunction of fluted formulas, each over a
different set of variables. Nonetheless, it will be possible, and convenient, to consider
paths together with fluted formulas.

In the remainder of this paper, all tree domains will be nontrivial labeled bal-
anced tree domains. Moreover, (θα] and [θα) will not be distinguished from the for-
mulas they denote. Constituents and subconstituents will be considered as sets, as
contrasted with multisets. Therefore the assumption that there are no occurrences of
repeated constituents or subconstituents will be tacit in the discussion that follows.
Finally, constituents that differ only in the left-to-right order in an elementary sub-
tree will not be distinguished.

If ϕ is a constituent or path, then define:

1. ϕ[−k] is ϕ with the last k variables eliminated;

2. ϕ[−k] is ϕ with the first k variables eliminated.

Here elimination of a variable is accomplished by removing all atomic formulas in
which that variable occurs, as well as the quantifier, if any, associated with that vari-
able.

If ϕ is a fluted formula (including tree and path), containing only occurrences
of variables xl, . . . , xk in that order, then ϕ† := ϕ{xl �→ x1, . . . , xk �→ xk−l+1} is the
standardization of ϕ.

Fluted constituents are Hintikka constituents of the second kind (cf. [13]) re-
stricted to fluted formulas. The proofs of the main results in [13] are indifferent to
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the precise nature of the atomic formulas. The proofs go through unchanged if atomic
fluted formulas replace atomic formulas of the pure predicate calculus. Therefore, the
main results for Hintikka constituents hold for fluted constituents. The following the-
orems extend the results for atomic constituents given at the beginning of this section
to constituents in general.

Theorem 4.1 (The Fundamental Property of Constituents) (i) If ϕ and ψ are fluted
constituents of L of height k over the variables Xl, and ϕ �= ψ, then ϕ ∧ ψ is inconsis-
tent. (ii) The disjunction of all fluted constituents of L of height k over the variables
Xl is logically valid.

Proof: See [13], Theorem 3.10. �

Theorem 4.2 Let ϕ be a standard fluted formula of L containing variables Xm,
where variables Xk ⊆ Xm are free. Then ϕ is logically equivalent to a disjunction
of fluted constituents of height m − k over Xk.

Proof: See [13], Theorem 4.1. �
According to the Fundamental Property of Constituents, constituents of the same
height over the same variables, considered as formulas, are either identical or incon-
sistent. It is also easy to see that paths of the same height over the same variables,
considered as formulas, are either identical or inconsistent. This is formalized by the
following theorem.

Theorem 4.3 (The Fundamental Property of Paths) If ϕ and ψ are paths of the
same height from ε of a constituent sentence and ϕ �= ψ, then ϕ ∧ ψ is inconsistent.

It is a corollary that if α, β ∈ T at the same height, and a1 . . . ak |= [θα) and a1 . . . ak |=
[θβ), then [θα) = [θβ).

A weight function on tree domains is defined as follows.

1. If θα j contains a positive occurrence of I, then wgt (α j) := wgt (α) + 1.
2. Otherwise, wgt (α j) := 0.

5 Trivial inconsistency If TL is a constituent sentence, there are certain trivial syn-
tactic properties that, if present, suffice to conclude that TL is inconsistent. They are
specified in the following lemma.

Lemma 5.1 A constituent sentence TL is inconsistent if either of the following con-
ditions fails to hold.

1. For 0 ≤ k ≤ h(T ) : T [−k]
L = (TL[−k])

†

2. For all internal α ∈ T , there exists exactly one j such that 1 ≤ j ≤ w(α) and
wgt (α j) > 0. Moreover, for this j:

([θα j)[−h(α j)+wgt (α j)])
† = ([θα)[−h(α)+wgt (α j)])

†, and

((θα j][−h(α j)+wgt (α j)])
† = ((θα][−1]

[−h(α)+wgt (α j)])
†.

3. Either for all internal α ∈ T ,w(α) > 1, or for all nontermimal α ∈ T ,

w(α) = 1.
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Proof: (i) By the Principle of Monotonicity, TL → T [−k]
L and TL → (TL[−k])

†.
Hence TL → (T [−k]

L ∧ (TL[−k])
†). Moreover, T [−k]

L and (TL[−k])
† are constituent sen-

tences of the same height. It follows from the Fundamental Property of Constituents
that either T [−k]

L and (TL[−k])
† are identical or TL is inconsistent.

(ii) First suppose that for some internal α at height k, for every j such that 1 ≤ j ≤
w(α), θα j contains a negative occurrence of I. Then by the Principle of Monotonicity,
∃xk∀xk+1¬Ixkxk+1, which contradicts the semantics of the identity relation.

Next suppose that for some internal α at height k, there exist i, j such that 1 ≤ i �=
j ≤ w(α), and θαi and θα j both contain positive occurrences of I. By the Principle
of Monotonicity, ∃x1 . . .∃xk(∃xk+1(θαi] ∧ ∃xk+1(θα j]). The semantics of the iden-
tity relation dictate that in any model of TL, for some a1, . . . , ak ∈ D : a1 . . . akak |=
(θαi] ∧ (θα j]. Then by the Fundamental Property of Constituents, i = j, a contradic-
tion.

Finally suppose that wgt (α j) = l > 0 and ([θα j)[−k−1+l])
† �= ([θα)[−k+l])

†. The
semantics of the identity relation dictate that in any model of TL, for some a ∈ D ,
al |= ([θα j)[−k−1+l])

† and al |= ([θα)[−k+l])
†. But by the Fundamental Property of

Paths, this implies that ([θα j)[−k−1+l])
† = ([θα)[−k+l])

†, a contradiction. The proof
for subtrees is similar.

(iii) Suppose that w(α) = 1 for some internal α at height k. Assume that
wgt (α) > 0 (otherwise, condition (2) fails). Then by the Principle of Monotonicity,
∃xk∀xk+1 Ixkxk+1. The semantics of the identity relation dictate that in any model of
TL, card(D ) = 1. If now h(β) = l < h(T ) and w(β) > 1, then by the Principle
of Monotonicity, ∃x1 . . .∃xl(∃xl+1(θβ1] ∧ ∃xl+1(θβ2]). But then by the Fundamen-
tal Property of Constituents, (θβ1] = (θβ2], a contradiction. A constituent in which
w(α) = 1 for all nonterminal α is a vine. This concludes the proof of the lemma. �

A constituent sentence for which one of the conditions of Lemma 5.1 fails is said to
be trivially inconsistent (cf. Hintikka [3, 4], which deal with trivial inconsistency in
predicate logic.). Thus a constituent sentence is inconsistent if it is trivially inconsis-
tent. The principal objective of this paper is to establish the converse of Lemma 5.1,
viz., a constituent sentence is inconsistent only if it is trivially inconsistent.

Condition (1) of Lemma 5.1 can be expressed in several equivalent forms.

Lemma 5.2 Let TL be a constituent sentence. Then the following conditions are
equivalent.

1. For 0 ≤ k ≤ h(T ) : T [−k]
L = (TL[−k])

†

2. For any α ∈ T , for all k such that 0 ≤ k ≤ h(α), there exists γ ∈ T such that

[θγ ) = ([θα)[−k])
†, and

{(θγ j]
[−k] : 1 ≤ j ≤ w(γ)} = {((θα j][−k])

† : 1 ≤ j ≤ w(α)}.

3. For any α ∈ T , there exists γ ∈ T such that

[θγ ) = ([θα)[−1])
†, and

{(θγ j]
[−1] : 1 ≤ j ≤ w(γ)} = {((θα j][−1])

† : 1 ≤ j ≤ w(α)}.
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4. For any nonterminal α ∈ T , for all k such that 0 ≤ k ≤ h(α), there exists γ ∈ T ,
such that

[θγ ) = ([θα)[−k])
†, and

{[θγ j) : 1 ≤ j ≤ w(γ)} = {([θα j)[−k])
† : 1 ≤ j ≤ w(α)}.

Proof: It is easy to see that (1) and (2) are equivalent, and that (2) implies both (3)
and (4). Therefore it suffices to prove that (3) implies (2) and (4) implies (2).

(3) ⇒ (2). Suppose that (3) holds. Inductively assume that for any α ∈ T , there exists
γ ∈ T such that

[θγ ) = ([θα)[−k+1])
†, and

{(θγ j]
[−k+1] : 1 ≤ j ≤ w(γ)} = {((θα j][−k+1])

† : 1 ≤ j ≤ w(α)}.
By (3), there exists δ ∈ T such that

[θδ) = ([θγ )[−1])
†, and

{(θδ j]
[−1] : 1 ≤ j ≤ w(δ)} = {((θγ j][−1])

† : 1 ≤ j ≤ w(γ)}.
Hence

[θδ) = ([θγ )[−1])
† = ((([θα)[−k+1])

†)[−1])
†, and

{((θδ j]
[−1])[−k+1] : 1 ≤ j ≤ w(δ)} = {(((θγ j][−1])

†)[−k+1] : 1 ≤ j ≤ w(γ)}
= {((((θα j][−k+1])

†)[−1])
† : 1 ≤ j ≤ w(α)},

which yields the desired result.

(4) ⇒ (2). Suppose that (4) holds. Then for any α, there exists γ such that

[θγ ) = ([θα)[−k])
†, and

{[θγ j) : 1 ≤ j ≤ w(γ)} = {([θα j)[−k])
† : 1 ≤ j ≤ w(α)}.

It will suffice to prove that for such α and γ,

[θγ ) = ([θα)[−k])
† implies (θγ][−k] = ((θα][−k])

†.

Define d := h(T ) − h(α), the depth of α, and proceed by induction on d. For the
basis, let d = 0. Then

[θγ ) = ([θα)[−k])
† implies θγ = (θα[−k])

† implies (θγ][−k] = ((θα][−k])
†.

For the induction step, let d > 0. By the induction hypothesis,

{(θγ j]
[−k] : 1 ≤ j ≤ w(γ)} = {((θα j][−k])

† : 1 ≤ j ≤ w(α)}.
Moreover, θγ = (θα[−k])

†. Hence (θγ][−k] = ((θα][−k])
†. This completes the proof of

the lemma. �
When wgt (α j) = h(α j) − 1, condition (2) of Lemma 5.1 takes the following form.

([θα j)[−1])
† = [θα), and

((θα j][−1])
† = (θα][−1].
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6 Simple fluted constituents A fluted constituent sentence TL is simple if for all
α ∈ T ,

1. ar(θα) = h(α), and
2. 1 ≤ i < j ≤ w(α) implies θαi �= θα j.

A constituent that fails to satisfy (2) will be said to have occurrences of equal siblings.
A simple constituent sentence possesses a regularity that eliminates the need for

consideration of a number of special cases when reasoning about it. If TL is a simple
constituent sentence, then it follows that no two distinct paths denote the same for-
mula. Therefore, any two distinct paths of the same height from ε are inconsistent.
The objective of this section is to show that it is possible to restrict our attention to
simple constituent sentences.

Lemma 6.1 Let TL be a fluted constituent sentence. Then there exists a fluted con-
stituent sentence T ′

L′ , such that

1. L ⊆ L′

2. for all α ∈ T ′ : ar(θα) = h(α)

3. T ′
L′ is trivially inconsistent iff TL is

4. T ′
L′ → TL.

Proof: The proof is by induction on the number of β ∈ T such that ar(θβ) < h(β).
The basis is vacuous. For the induction step, let ar(θβ) < h(β), and let β have mini-
mal height among such elements. Since h(β) is minimal, ar(θβ) = h(β) − 1. Let Q
be a new predicate symbol of arity h(β), and define L′ := L ∪ {Q}. T ′

L′ is obtained
from TL as follows.

1. If h(α) < h(β), then θα is unchanged.
2. If h(α) ≥ h(β), then substitute θα ∧ Qxp · · · xq for θα, where p = h(α) −

h(β) + 1 and q = h(α).

Now it is obvious thatT ′
L′ is trivially inconsistent iff TL is. Moreover, by the Principle

of Monotonicity, T ′
L′ → TL. This completes the proof. �

If TL is viewed as a formula over the lexicon L′, then T ′
L′ is a constituent of TL. If T ′

L′
is consistent, Q will be interpreted as the universal predicate of arity h(β).

Lemma 6.2 Let TL be a fluted constituent sentence that is not trivially inconsistent,
and that has occurrences of equal siblings. Let m be the minimum height of such oc-
currences. Then there exists a fluted constituent sentence T ′

L′ , such that

1. L ⊆ L′

2. the number of occurrences of equal siblings at height m in T ′
L′ is less than the

number of occurrences of equal siblings at height m in TL

3. T ′
L′ is not trivially inconsistent

4. T ′
L′ → TL.

Proof: In view of Lemma 6.1, it can be assumed that for all α ∈ T : ar(θα) = h(α).
Let β ∈ T be an element at height m − 1 such that 1 ≤ i < j ≤ w(β) and θβi = θβ j. To
simplify notation, suppose that θβ1 = θβ2 = · · · = θβl , where l ≤ w(β). Let h(TL) =
h.
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The proof proceeds by constructing T ′
L′ inductively in the order of height k. First

new predicates are introduced to partition θβ1 (= θβ2 = · · · = θβl) into l disjoint ex-
pressions. This is possible since (θβ1], . . . , (θβl] are distinct constituents, and so pair-
wise inconsistent. Then the remainder of TL is modified to yield a constituent of L′

that is a constituent of TL, and moreover is not trivially inconsistent.
When m > 1, the construction of [7], Lemma 5 suffices because in this case,

θβ1, θβ2, . . . , θβl must contain an occurrence of ¬I. This makes it unnecessary to treat
I specially. The construction ensures satisfaction of condition (1) of Lemma 5.1. It is
then easy to show that condition (2) is satisfied as well. But when m = 1, the construc-
tion becomes more complex, requiring introduction of constituents (subtrees) during
the construction of TL′ that have no counterpart in TL. These subtrees will be called
exceptional subtrees. Since the proof must allow m ≥ 1, the more complex construc-
tion must be used.

Let Q1, . . . , Qr be new predicate symbols of arity m, where 2r−1 < l ≤ 2r, and
define L′ := L ∪ {Q1, . . . , Qr}. Let ρ1, . . . , ρl be any distinct minimal conjunctions
over {Q1, . . . , Qr}. If ρ = σ1 ∧ · · · ∧ σr, where for 1 ≤ i ≤ r, σi = Qi or σi = ¬Qi,
then let ρxp . . . xq abbreviate σ1xp . . . xq ∧ · · · ∧ σrxp . . . xq. In the construction of
T ′

L′ , T (k)
L′ will be the result corresponding to height k. T (h)

L′ will be the result at the
conclusion of the construction.

Let ϕ be a constituent of the lexicon L′. The following operations are defined.

1. ϕ� is ϕ with all occurrences of Q1, . . . , Qr deleted.

2. ϕ
 is ϕ with all occurrences of I deleted.

3. ϕ� is ϕ with all occurrences of exceptional subtrees deleted.

4. ϕ�n is ϕ with all occurrences of Q1, . . . , Qr deleted at height n and above.

5. ϕ�n is ϕ with all occurrences of exceptional subtrees deleted at height n and
above.

The proof that T (h)
L′ satisfies the lemma is by induction. The induction hypoth-

esis is

1. T (k)
L′ is not trivially inconsistent, up to height k. That is, in T (k)

L′ :

(a) for each α ∈ T (k) such that h(α) ≤ k, there exist γ ∈ T (k) such that

h(γ) = h(α) − 1, and

[θγ ) = ([θα)[−1])
† and

{(((θγ j]
[−1])�k)�k : 1 ≤ j ≤ w(γ)} = {((θα j][−1])

† : 1 ≤ j ≤ w(α)};

(b) for each α ∈ T (k) such that 0 < h(α) < k, there exists exactly one j such
that 1 ≤ j ≤ w(α) and wgt (α j) > 0. Moreover, for this j:

([θα j)[−h(α j)+wgt (α j)])
† = ([θα)[−h(α)+wgt (α j)])

†, and

((θα j][−h(α j)+wgt (α j)])
† = ((((θα][−1]

[−h(α)+wgt (α j)])
�k)�k)†.

2. ((T (k)
L′ )�)� = TL.
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In T (h)
L′ ,

(((θγ j]
[−1])�h)�h = (θγ j]

[−1] and

((((θα][−1]
[−h(α)+wgt (α j)])

�h)�h)† = ((θα][−1]
[−h(α)+wgt (α j)])

†,

and so it follows from (1) of the induction hypothesis that T (h)
L′ is not trivially incon-

sistent. Moreover, since ((T (h)
L′ )�)� is obtained from T (h)

L′ by deleting conjuncts of
the form ρxp . . . xq, and conjunctive (exceptional) subtrees, then by the Principle of
Monotonicity, it follows from (2) of the induction hypothesis that T (h)

L′ → TL.
For the basis step, let k = m. Then T (m)

L′ is obtained from TL as follows.

1. For 1 ≤ i ≤ l, substitute θβi ∧ ρix1 . . . xm for θβi.
2. For l < i ≤ w(β), substitute θβi ∧ ρ1x1 . . . xm for θβi.
3. For all other elements αi at height m, substitute θαi ∧ ρ1x1 . . . xm for θαi.

The basis step has introduced a partition of [θβ1), making [θβ1 ∧ ρ1x1 . . . xm), . . . ,

[θβl ∧ ρl x1 . . . xm) distinct in T (m)
L′ . (1) of the induction hypothesis holds since TL

is not trivially inconsistent. Obviously, ((T (m)
L′ )�)� = TL. Therefore the induction

hypothesis holds for the basis step.
For the induction step, let m < k ≤ h. The induction step modifies the tree

T (k−1)
L′ to yield a tree T (k)

L′ that is not trivially inconsistent, up to height k. The con-
struction considers in turn each α ∈ T (k−1) such that h(α) = k − 1. By (1) of the
induction hypothesis,

1. for each α ∈ T (k−1) such that h(α) = k − 1, there exist γ ∈ T (k−1) such that
h(γ) = k − 2, and

[θγ ) = ([θα)[−1])
† and

{((θα j][−1])
† : 1 ≤ j ≤ w(α)} = {(((θγ j]

[−1])
�(k−1)

)
�(k−1)

: 1 ≤ j ≤ w(γ)}
= {(θ�γ j]

[−1]
: (1 ≤ j ≤ w(γ)) ∧

((θγ j] is not exceptional)}

2. for each δ ∈ T (k−1) such that h(δ) = k − 2, there exists exactly one j such that
1 ≤ j ≤ w(δ) and wgt (δ j) > 0. Moreover, for this j :

([θδ j)[−h(δ j)+wgt (δ j)])
† = ([θδ)[−h(δ)+wgt (δ j)])

†, and

((θδ j][−h(δ j)+wgt (δ j)])
† = ((((θδ]

[−1]
[−h(δ)+wgt (δ j)])

�(k−1))�(k−1))†.

It suffices to prove that:

1. for each α ∈ T (k) such that h(α) = k, there exist γ ∈ T (k) such that h(γ) =
k − 1, and

[θγ ) = ([θα)[−1])
† and

{((θα j][−1])
† : 1 ≤ j ≤ w(α)} = {(θ�γ j]

[−1]
: (1 ≤ j ≤ w(γ)) ∧

((θγ j] is not exceptional)}
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2. for each δ ∈ T (k) such that h(δ) = k − 1, there exists exactly one j such that
1 ≤ j ≤ w(δ) and wgt (δ j) > 0. Moreover, for this j:

([θδ j)[−h(δ j)+wgt (δ j)])
† = ([θδ)[−h(δ)+wgt (δ j)])

†, and

((θδ j][−h(δ j)+wgt (δ j)])
† = ((((θδ]

[−1]
[−h(δ)+wgt (δ j)])

�k)�k)†.

The induction step will be facilitated if the following cases are considered.

1. k = m + 1

(a) m = 1

(b) m > 1

2. k > m + 1

To simplify notation, let θγ j = θ�γ j ∧ρxp−1 . . . xk−1. Let (θαi ∧ρxp . . . xk] denote

the subtree obtained from (θαi] by substitution of θαi ∧ ρxp . . . xk for θαi, (θ�γ j] denote

the subtree obtained from (θγ j] by substitution of θ�γ j for θγ j, and (θ


αi ∧ ¬Ixk−1xk ∧

ρxp . . . xk] denote the subtree obtained from (θαi] by substitution of θ


αi ∧¬Ixk−1xk ∧

ρxp . . . xk for θαi, and similarly for paths.

Case 1: (k = m + 1) This case deals with the step immediately following the ba-
sis step of the construction. Note that no exceptional subtrees exist at height ≤ m.
Exceptional subtrees exist at height > m only if the induction step immediately fol-
lowing the basis step introduces exceptional subtrees.

Subcase 1: (m = 1) Here ar(ρ) = 1, and γ = ε. Define (αi, j) for 1 ≤ i ≤ w(α)

and 1 ≤ j ≤ w(ε) as follows.

1. If (θ�j ][−1] = ((θαi][−1])
† and ([θαi ∧ ρx2)[−h(αi)+wgt (αi)])

†

= ([θα)[−h(α)+wgt (αi)])
†, then (αi, j) = 1.

2. If (θ�j ][−1] = ((θαi][−1])
† and ([θαi ∧ ρx2)[−h(αi)+wgt (αi)])

†

�= ([θα)[−h(α)+wgt (αi)])
†, then (αi, j) = 2.

3. Otherwise (αi, j) := 0.

Notice that for each i, there exist j such that (αi, j) = 1. This is seen as follows. By
(1a) of the induction hypothesis, for each i, (θ�j ][−1] = ((θαi][−1])

† for one or more j
such that 1 ≤ j ≤ w(ε). If wgt (αi) = 0, it follows immediately that (αi, j) = 1 for
each such j. Suppose that wgt (αi) > 0. Since TL is not trivially inconsistent, this i is
unique, and moreover, ([θαi)[−1])

† = [θ�α) and ((θαi][−1])
† = (θ�α][−1]. Hence if ρx1

occurs in θα, then ([θαi ∧ ρx2)[−1])
† = [θα), and so (αi, j) = 1 for j = α. Also notice

that (αi, j) = 2 for some j only if wgt (αi) = 1.
Replace the subtrees {(θαi] : 1 ≤ i ≤ w(α)} with the subtrees {(θαi ∧ ρx2] :

(αi, j) = 1} ∪ {(θ

αi ∧ ¬Ix1x2 ∧ ρx2] : (αi, j) = 2}. Of these subtrees, those in the

second set and only those are defined to be exceptional. Since the number of sub-
trees lying above α may increase in number as a result of this replacement, it may be
necessary to reindex the tree domain.
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When all α ∈ T (m) at height m have been considered, the result is T (m+1)
L′ . Now

for each αi at height m + 1, there exist j at height m such that

(((θ j]
[−1])�(m+1))�(m+1) = ((θαi][−1])

†.

Hence

1. for each αi at height m + 1, there exist j at height m such that

[θ j) = ([θαi)[−1])
† and

{((θαir][−1])
† : 1 ≤ r ≤ w(αi)} = {(θ�jq][−1] : (1 ≤ q ≤ w( j)) ∧

((θ jq] is not exceptional)}
Further, from the definition of (αi, j),

2. for each α at height m, there exists exactly one i such that 1 ≤ i ≤ w(α) and
wgt (αi) > 0. Moreover, for this i:

([θαi)[−1])
† = [θα), and

((θαi][−1])
† = (((θα][−1])�(m+1))�(m+1).

Thus the induction hypothesis holds.

Subcase 2: (m > 1) Define (αi, γ j) for 1 ≤ i ≤ w(α) and 1 ≤ j ≤ w(γ) as fol-
lows.

1. If (θ�γ j]
[−1] = ((θαi][−1])

†, then (αi, γ j) = 1.
2. Otherwise (αi, γ j) := 0.

By (1a) of the induction hypothesis, for each i, there exist one or more j such that
(αi, γ j) = 1.

Replace the subtrees {(θαi] : 1 ≤ i ≤ w(α)} with subtrees {(θαi ∧ ρx2 . . . xm+1] :
(αi, γ j) = 1}. None of the new subtrees is exceptional. The operation ·�(m+1) is re-
dundant and is retained only for uniformity with the other cases. As before, it may
be necessary to reindex the tree domain. When all α ∈ T (m) at height m have been
considered, the result is T (m+1)

L′ . Now for each αi at height m + 1, there exist γ j at

height m such that (((θγ j][−1])�(m+1))�(m+1) = ((θαi][−1])
†. Hence

1. for each αi at height m + 1, there exist γ j at height m such that

[θγ j) = ([θαi)[−1])
† and

{((θαir][−1])
† : 1 ≤ r ≤ w(αi)} = {(θ�γ jq][−1] : (1 ≤ q ≤ w(γ j)) ∧

((θγ jq] is not exceptional)}
It remains to prove condition (2), that is,

2. for each α at height m, there exists exactly one i such that 1 ≤ i ≤ w(α) and
wgt (αi) > 0. Moreover, for this i:

([θαi)[−h(αi)+wgt (αi)])
† = ([θα)[−h(α)+wgt (αi)])

†, and

((θαi][−h(αi)+wgt (αi)])
† = ((((θα][−1]

[−h(α)+wgt (αi)])
�(m+1))�(m+1))†.
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That there exists exactly one i such that 1 ≤ i ≤ w(α) and wgt (αi) > 0 follows from
the assumption that TL is not trivially inconsistent and the observation that the con-
struction preserves this uniqueness. To complete the proof of condition (2), first sup-
pose that wgt (αi) = h(αi) − 1. Then wgt (α) = h(α) − 1. Let δ = (m − 1) : α. By
the induction hypothesis, in T (m)

L′ ,

([θα)[−1])
† = [θδ), and

((θα][−1])
† = (((θδ]

[−1])�m)�m.

Thus

{((θα j][−1])
† : 1 ≤ j ≤ w(α)} = {(((θδ j]

[−1])�m)�m : 1 ≤ j ≤ w(δ)}.
Therefore, δ is the (or one of the) γ whose existence is asserted by the induction hy-
pothesis. As a result, in T (m+1)

L′ , for each αi at height m + 1, there exist δ j at height

m such that (((θδ j][−1])�(m+1))�(m+1) = ((θαi][−1])
†. Since wgt (αi) > 0, the δ j asso-

ciated with αi must be α. Hence

([θαi)[−1])
† = [θα), and

((θαi][−1])
† = (((θα][−1])�(m+1))�(m+1).

Next suppose that 0 < wgt (αi) < h(αi)− 1. Under this supposition, wgt (γ j) =
wgt (αi). Since in T (m+1)

L′ , [θγ j) = ([θαi)[−1])
†, it follows that

([θαi)[−h(αi)+wgt (αi)])
† = ([θγ j)[−h(γ j)+wgt (γ j)])

†.

By the induction hypothesis,

([θγ j)[−h(γ j)+wgt (γ j)])
† = ([θγ )[−h(γ)+wgt (γ j)])

†.

Since [θγ ) = ([θα)[−1])
†, it follows that

([θαi)[−h(αi)+wgt (αi)])
† = ([θα)[−h(α)+wgt (αi)])

†.

This is the first equation of condition (2).
Since TL is not trivially inconsistent,

((((θαi][−h(αi)+wgt (αi)])
�)�)† = ((((θα][−1]

[−h(α)+wgt (αi)])
�)�)†.

It follows from the first equation above that

(θαi[−h(αi)+wgt (αi)])
† = (θα[−h(α)+wgt (αi)])

†.

Therefore,

((θαi][−h(αi)+wgt (αi)])
† = ((((θα][−1]

[−h(α)+wgt (αi)])
�(m+1))�(m+1))†.

This is the second equation of condition (2). This completes the proof of condition
(2). Thus the induction hypothesis holds.
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Case 2: (k > m + 1) This case deals with the induction steps subsequent to the
first. Notice that if ρxp−1 . . . xk−1 occurs in θα, then ρxp−2 . . . xk−2 occurs in both
(θα[−1])

† and θγ .
Define (αi, γ j) as follows.

1. If (θγ j] is not exceptional and (θ�γ j]
[−1] = ((θαi][−1])

†, then (αi, γ j) = 1.

2. If (θγ j] is exceptional and (θ
�

γ j ][−1] = ((θ



αi][−1])

†, then (αi, γ j) = 2.
3. Otherwise (αi, γ j) := 0.

By (1a) of the induction hypothesis, for each i, there exist one or more j such that
(αi, γ j) = 1.

Replace the subtrees {(θαi] : 1 ≤ i ≤ w(α)} with the subtrees {(θαi ∧ρxp . . . xk] :

(αi, γ j) = 1} ∪ {(θ

αi ∧ ¬Ixk−1xk ∧ ρxp . . . xk] : (αi, γ j) = 2}. Of these subtrees,

those in the second set and only those are defined to be exceptional. As before, it
may be necessary to reindex the tree domain.

When all α ∈ T (k−1) at height k − 1 have been considered, the result is T (k)
L′ .

Now for each αi at height k, there exist γ j at height k − 1 such that (((θγ j][−1])�k)�k =
((θαi][−1])

†. Hence

1. for each αi at height k, there exist γ j at height k − 1 such that

[θγ j) = ([θαi)[−1])
† and

{((θαir][−1])
† : 1 ≤ r ≤ w(αi)} = {(θ�γ jq][−1] : (1 ≤ q ≤ w(γ j)) ∧

((θγ jq] is not exceptional)}

It remains to prove condition (2), that is,

2. for each α at height k − 1, there exists exactly one i such that 1 ≤ i ≤ w(α) and
wgt (αi) > 0. Moreover, for this i:

([θαi)[−h(αi)+wgt (αi)])
† = ([θα)[−h(α)+wgt (αi)])

†, and

((θαi][−h(αi)+wgt (αi)])
† = ((((θα][−1]

[−h(α)+wgt (αi)])
�k)�k)†.

The remainder of the proof for Case 2 is similar to that for Subcase 2.

Observe that in every case, ((T (k)
L′ )�)� = TL. Therefore the induction hypothesis

holds for the induction step. Finally, define T ′
L′ := T (h)

L′ . This completes the proof. �
If TL is viewed as a formula over the lexicon L′, then T ′

L′ is a constituent of TL. In an
interpretation of T ′

L′ , the ρ1, . . . , ρl will be interpreted as subsets of Dm that separate
the subset that interprets θβ1 into l disjoint parts such that each part satisfies one of
the existential claims on θβ1. Such separation is always possible since (θβ1], . . . , (θβl]
are distinct constituents, and so pairwise not simultaneously satisfiable. That is, for
any assignment to the free variables of these constituents, no element of the domain
can bear witness for more than one of them.

Together these lemmas yield the following theorem.

Theorem 6.3 Let TL be a fluted constituent sentence that is not trivially inconsis-
tent. Then there exists a simple fluted constituent sentence T ′

L′ , such that
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1. L ⊆ L′

2. T ′
L′ is not trivially inconsistent

3. T ′
L′ → TL.

Proof: In view of Lemma 6.1, it can be assumed that for all α ∈ T : ar(θα) = h(α).
If TL is a vine, there is nothing to prove, so suppose that TL is not a vine. T ′

L′ is con-
structed inductively. The construction begins with TL. Each step employs the con-
struction of Lemma 6.2. Inductively, suppose that n steps have been performed, and
that m is the minimum height at which there are occurrences of equal siblings. Then
after step (n + 1), there are fewer occurrences of equal siblings at height m than after
step n. Each step reduces the number of occurrences of equal siblings at the mini-
mum height of such occurrences. When this number reaches zero, it increases the
minimum height of such occurrences. Although some steps may increase the total
number of occurrences of equal siblings, the construction acts to restrict these occur-
rences to greater and greater heights, until they only can occur at height h, where they
are eliminated entirely by the assumption that T ′

L′ contains no occurrences of repeated
constituents. This completes the proof of the theorem. �

7 Satisfiability of fluted constituents According to Theorem 4.2, every fluted for-
mula is equivalent to a disjunction of fluted constituents of the lexicon of that formula
providing they are of sufficient height. Therefore, the question of satisfiability of a
fluted formula reduces to the question of satisfiability of a fluted constituent. This
involves construction of interpretations of constituents. First some general facts rel-
evant to interpretations of constituents will be established.

Let TL be a fluted constituent sentence of L with the identity relation. Suppose
that TL is not trivially inconsistent. Define the domain associated with T to be

D := {aα : (α ∈ T ) ∧ (α �= ε)}.

T itself without the root element ε would serve as well, but D will be used to enhance
readability.

Define ∼ initially (it will later be extended) to be the least equivalence relation
on D such that

aα ∼ aα j if wgt (α j) > 0.

∼ is extended to sequences of elements of D as follows.

aα1 . . . aαl ∼ aγ1 . . . aγm iff l = m and for 1 ≤ i ≤ l : aαi ∼ aγi

The following lemma gives some properties of ∼ as defined initially.

Lemma 7.1 Let TL be a fluted constituent sentence of L with the identity relation
such that TL is not trivially inconsistent. Let α ∈ T .

1. aαi ∼ aα j implies i = j.
2. aα ∼ aδ for some unique terminal element δ ∈ T .
3. aα ∼ aγ implies that α and γ are lineally related, i.e., either α is a prefix of γ

or γ is a prefix of α.
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4. If al:α . . . aα ∼ am:γ . . . aγ and α is a prefix of γ, then al:α ∼ · · · ∼ aα ∼ · · · ∼ aγ ,
wgt (γ) ≥ h(γ) − l, wgt (α) ≥ h(α) − l, and ([θγ )[−m+1])

† = ([θα)[−l+1])
†.

Proof: (1), (2), and (3) follow directly from the definitions of trivial inconsistency,
wgt , and ∼. The first three assertions of (4), viz., that al:α ∼ · · · ∼ aα ∼ · · · ∼ aγ ,
wgt (γ) ≥ h(γ) − l, and wgt (α) ≥ h(α) − l, follow from the definitions of wgt and
∼. For the last assertion of (4), observe that in general ([θζ)[−q])

† = ([θξ)[−r])
†

implies ([θζ)[−q−t])
† = ([θξ)[−r−t])

† for 0 ≤ t ≤ h(ζ) − q. This, together with
the assumption that TL is not trivially inconsistent, yields ([θγ )[−h(γ)+wgt (α)+1])

† =
([θα)[−h(α)+wgt (α)+1])

†. But h(γ) − wgt (α) ≤ m and h(α) − wgt (α) ≤ l, so
([θγ )[−m+1])

† = ([θα)[−l+1])
†. This completes the proof of the lemma. �

An interpretation with domain D/∼ satisfying TL requires definition of a mapping
such that

1. � �→ {()}
2. I �→ {(a, a) : a ∈ D/∼}
3. R �→ RI ⊆ (D/∼)ar(R) for each R ∈ L.

It will suffice to define a mapping of [θα) for each α ∈ T that satisfies the following
properties.

1. The image of [θα) is a subset of Dh(α).
2. If aβ1 . . . aβk |= [θα) and [θγ ) = [θα)[−l], where 1 ≤ l ≤ h(α),

then aβ1 . . . aβk−l |= [θγ ).
3. If aβ1 . . . aβk |= [θα) and [θγ ) = ([θα)[−l])

†, where 1 ≤ l ≤ h(α),
then aβl+1 . . . aβk |= [θγ ).

4. If aβ1 . . . aβk |= [θα) and aβ1 . . . aβk ∼ aδ1 . . . aδk , then aδ1 . . . aδk |= [θα).
5. If aβ1 . . . aβk |= [θα) and aβ1 . . . aβk |= [θγ ), then α = γ.

(1)–(3) ensure that the mapping respects the definition of path from ε; (4) imposes the
semantics of the identity relation, and (5) ensures that the mapping respects the Fun-
damental Property of Paths and the Fundamental Property of Constituents. A map-
ping satisfying (1)–(5) is well-defined. Moreover, it induces a well-defined mapping
from L into the structure with domain D/∼. This latter mapping defines an interpre-
tation in D/∼.

The following theorem, which provides a decision procedure for the question of
satisfiability of constituents, is the main result of the paper.

Theorem 7.2 A fluted constituent sentence with the identity relation is unsatisfiable
iff it is trivially inconsistent.

Proof: The ‘if’ direction is given by Lemma 5.1. The ‘only-if’ direction will be
proved in its contrapositive form. Let TL be a fluted constituent sentence of height
h that is not trivially inconsistent. In view of Theorem 6.3, it can be assumed with-
out loss of generality that TL is simple. It will be shown that TL is satisfiable in an
interpretation I with domain D , and whose mapping satisfies the five conditions enu-
merated above. Two claims will be proved.

Claim 7.3 An interpretation I of L can be constructed with the property that if α

is nonterminal at height k, and aβ1 . . . aβk |= [θα), then
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1. for 1 ≤ j ≤ w(α) : ∃aβ ∈ D : aβ1 . . . aβk aβ |= [θα j), and
2. ∀aβ ∈ D : aβ1 . . . aβk aβ |= [θα1) ∨ · · · ∨ [θαw(α)).

Claim 7.4 In an interpretation I of L with the property of Claim 7.3, if h(α) = k
and aβ1 . . . aβk |= [θα), then aβ1 . . . aβk |= (θα].

The theorem follows from these claims since, letting I be the interpretation of
Claim 7.3, we have I |= [θε), because TL is nontrivial, and so by Claim 7.4, I |= (θε],
i.e., I |= TL. Proofs of the claims are now given.

Proof of Claim 7.3: For the proof of this claim, it will be helpful to invoke geomet-
ric intuition by viewing [θα), where h(α) = k, as a subspace in the k-dimensional
space with coordinate axes x1, x2, . . . , xk. On this view, the tuple (aβ1 , . . . , aβk ),
which will be written aβ1 . . . aβk , is a point in the k-dimensional space. The state-
ment aβ1 . . . aβk ∈ [θα) is defined to be equivalent to aβ1 . . . aβk |= [θα). a1:α . . . aα

also is a point in the k-dimensional space. Points of this latter form, as well as points
of the form ai:α . . . aα (1 ≤ i ≤ k), and points ∼-equivalent to them, will be called
standard points. In the usual way, a subspace of k-dimensional space becomes a sub-
space of (k + 1)-dimensional space by cylindrification or ringing along the (k + 1)-st
coordinate.

The mapping of I is defined in three parts. Each part is ordered by height. The
first part of the mapping is given as follows. For each α ∈ T , define

1. a1:α . . . aα |= [θα), and for 1 < i ≤ h(α) : ai:α . . . aα |= [θγ ), where [θγ ) =
([θα)[−i+1])

†.

This definition is then extended just so that it is closed under ∼. It is easy to see that
the definition satisfies conditions (1)–(3). Also condition (4) is satisfied by the closure
under ∼. It remains to show that condition (5) is satisfied. Suppose that al:α . . . aα |=
[θγ ), where [θγ ) = ([θα)[−l+1])

†, and al:α . . . aα |= [θζ). Then there exists δ and m
such that al:α . . . aα ∼ am:δ . . . aδ, am:δ . . . aδ |= [θζ), and [θζ) = ([θδ)[−m+1])

†. By
Lemma 7.1.4, ([θδ)[−m+1])

† = ([θα)[−l+1])
†. Hence [θζ) = [θγ ), and since TL is sim-

ple, ζ = γ. Thus condition (5) is satisfied. This concludes the first part of the map-
ping. Following this part, every standard point is committed.

The second part of the mapping is defined next, ordered by height. Let h(α) =
k > 0. We extend the interpretation of the [θα j) as follows. For each β ∈ T , if

1. ai:δ . . . aδ |= [θα),
2. ai:δ . . . aδaβ |= [θα j)[−1], and
3. it is not the case that 1 ≤ l �= j ≤ w(α), am:ζ . . . aζaγ ∼ ai:δ . . . aδaβ, and

am:ζ . . . aζaγ |= [θαl ),

then define

1. ai:δ . . . aδaβ |= [θα j), and
2. for 1 ≤ l ≤ h(δ) − i : a(i+l):δ . . . aδaβ |= [θγs), where [θγs) = ([θα j)[−l])

†.

If wgt (α j) > 0, then extend the equivalence relation ∼ just so that aδ ∼ aβ. Then
extend this definition of the second part as well as the definition of the first part
just so it is closed under ∼. The definition ensures that conditions (1)–(3) are sat-
isfied, and closure under ∼ ensures that condition (4) is satisfied. It remains to
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show that condition (5) is satisfied. Suppose that a(i+l):δ . . . aδaβ |= [θγs), where
[θγs) = ([θα j)[−l])

†, and further that a(i+l):δ . . . aδaβ |= [θζt). It must be shown that
ζt = γs. According to the definition of the second part of the mapping, there must ex-
ist µ, ν, ρ, r, m, and n such that a(m+n):µ . . . aµaν |= [θζt), where [θζt) = ([θρr)[−n])

†,
and a(m+n):µ . . . aµaν ∼ a(i+l):δ . . . aδaβ. The reasoning relative to the first part of the
mapping yields ([θρ)[−n])

† = ([θα)[−l])
†. That is, [θζ) = [θγ ). Since TL is simple,

ζ = γ. But aν ∼ aβ, and so by the definition of the second part of the mapping, t = s.
That is, ζt = γs. Thus condition (5) is satisfied.

This concludes the second part of the mapping. Now every point ∼-equivalent to
one of the form ai:α . . . aαaβ is committed, where α is nonterminal and 1 ≤ i ≤ h(α).

The intent of the first two parts of the mapping is to ensure that at every
point ai:α . . . aα, if ai:α . . . aα |= [θγ ), then: (i) for every [θγ j) there is some aβ

such that ai:α . . . aαaβ |= [θγ j), and (ii) for every aβ, there is some [θγ j) such that
ai:α . . . aαaβ |= [θγ j).

The third and final part of the mapping is now defined, ordered by height. Let
h(α) = k > 1. The interpretation of the [θα j) is extended as follows. Let aβ1 . . . aβk

be a nonstandard point such that aβ1 . . . aβk |= [θα). For each β ∈ T ,

1. if aβ ∼ aβk and wgt (α j) > 0, then define aβ1 . . . aβk aβ |= [θα j);

2. if ¬(aβ ∼ aβk) and wgt (α j) = 0, then

(a) if a1:α . . . aαaβ |= [θα j), then define aβ1 . . . aβk aβ |= [θα j);

(b) if a1:α . . . aαaβk |= [θα j), then define aβ1 . . . aβk aα |= [θα j).

This definition is extended just so that it is ∼-closed. Satisfaction of conditions (1)–
(3) is inherited from the first and second parts. Since the definition is ∼-closed, con-
dition (4) is satisfied. That condition (5) is satisfied is easy to prove by an inductive
argument based on the order of the definition.

The intent is that the third part inherit from the first and second parts the property
that for every [θα j) there is some aβ such that aβ1 . . . aβk aβ |= [θα j), and also that for
every aβ, there is some [θα j) such that aβ1 . . . aβk aβ |= [θα j). Following this final part,
every point is committed. This concludes the definition of the mapping.

It remains to show that this interpretation has the property claimed for it, viz., if
α is nonterminal at height k, and aβ1 . . . aβk |= [θα), then

1. for 1 ≤ j ≤ w(α) : ∃aβ ∈ D : aβ1 . . . aβk aβ |= [θα j), and

2. ∀aβ ∈ D : aβ1 . . . aβk aβ |= [θα1) ∨ · · · ∨ [θαw(α)).

The proof is by induction on k.
For the basis step, k = 0. By the first part of the definition, for 1 ≤ j ≤ w(ε),

a j |= [θ j). Therefore, item (1) of Claim 7.3 holds. Since TL is not trivially incon-
sistent, for all β ∈ T , there is some j such that [θ j) = ([θβ)[−h(β)+1])

†. Hence by
the first part of the definition of the mapping, aβ |= [θ j). Thus item (2) of Claim 7.3
holds.

For the induction step, k > 0. The proof is subdivided into three cases.

Case 1: aβ1 . . . aβk ∼ a1:α . . . aα. By the first part of the definition, for 1 ≤ j ≤
w(α),

a1:α . . . aαaα j |= [θα j).
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Therefore, item (1) of Claim 7.3 holds. From the definition of the second part of the
mapping, if

a2:α . . . aαaβ |= ([θα j)[−1])
†,

then either already
a1:α . . . aαaβ |= [θαl ),

for some l such that 1 ≤ l ≤ w(α), or we define

a1:α . . . aαaβ |= [θα j).

By the induction hypothesis, item (2) holds for a2:α . . . aα |= ([θα)[−1])
†, and hence

item (2) also holds for a1:α . . . aα |= [θα).

Case 2: aβ1 . . . aβk ∼ ai:δ . . . aδ for some δ ∈ T . From Case 1, Claim 7.3 holds for
a1:δ . . . aδ |= [θδ). Since TL is not trivially inconsistent, there exists γ ∈ T such that

1. [θγ ) = ([θδ)[−i+1])
†, and

2. {[θγ j) : 1 ≤ j ≤ w(γ)} = {([θδ j)[−i+1])
† : 1 ≤ j ≤ w(δ)}.

Since TL is simple, γ is unique. Hence γ = α. By the first and second parts of the
definition, therefore, Claim 7.3 holds for ai:δ . . . aδ |= θα also.

Case 3: aβ1 . . . aβk is nonstandard. Claim 7.3 follows from the third part of the def-
inition and Case 1.

In every case, then, Claim 7.3 holds. This concludes the proof of Claim 7.3. �

Proof of Claim 7.4: This proof is by induction on the depth d = h − k, where k is
the height of α ∈ T . The induction hypothesis is that Claim 7.4 holds for all elements
with depth < d.

For the basis step, d = 0, θα is at height h. Here (θα] = θα by definition, and so
the induction hypothesis is trivially true.

For the induction step, d > 0, θα is at height k = h − d. Suppose aβ1 . . . aβk |=
[θα). Since I is assumed to have the property of Claim 7.3,

1. for 1 ≤ j ≤ w(α) : ∃aβ ∈ D : aβ1 . . . aβk aβ |= [θα j), and
2. ∀aβ ∈ D : aβ1 . . . aβk aβ |= [θα1) ∨ · · · ∨ [θαw(α)).

By the induction hypothesis, if aβ1 . . . aβk aβ |= [θα j), then aβ1 . . . aβk aβ |= (θα j].
Therefore,

1. for 1 ≤ j ≤ w(α) : ∃aβ ∈ D : aβ1 . . . aβk aβ |= (θα j], and
2. ∀aβ ∈ D : aβ1 . . . aβk aβ |= (θα1] ∨ · · · ∨ (θαw(α)].

Thus aβ1 . . . aβk |= (θα], and the induction hypothesis holds at height k. This con-
cludes the proof of Claim 7.4, and of the theorem. �

�
If ϕ is a fluted formula, Theorem 4.2 states that ϕ is equivalent to the disjunction of
its constituents. Moreover, the proof of Theorem 4.2 provides an effective method of
transforming ϕ into the disjunction of its constituents. Obviously ϕ is satisfiable iff
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one of its constituents is satisfiable. Theorem 7.2 states that a constituent is satisfi-
able iff it is not trivially inconsistent. Trivial inconsistency can be decided by a finite
number of tests on the syntax of the constituent. Theorems 4.2 and 7.2 therefore yield
the following conclusion.

Theorem 7.5 The satisfiability of a fluted formula with the identity relation is de-
cidable.

8 Discussion The sublogics lying between fluted logic (FL) and first-order logic
with identity (FOLI) can be represented by a lattice isomorphic to the Boolean lattice
with five generators. It is wellknown that the upper bound (FOLI) lies in the unde-
cidable region. In [7] the lower bound (FL) is shown to lie in the decidable region.
This paper is part of a larger effort to establish the exact boundary between decidable
and undecidable in the interior of the lattice. It shows that fluted logic extended by
adding the identity relation is decidable. There are two corollaries to this result.

First, addition of the reflection functor to fluted logic with identity is conserva-
tive, hence decidable. The reflection functor ref can be defined in FL with identity as
follows. If θ is a fluted formula over Xk+1, then (ref θ) is a fluted formula over Xk.
Let Q be a predicate symbol of arity k having no previous occurrence, and let

ϕ = ∀x1 . . .∀xk(Qx1 . . . xk ↔ ∃xk+1(Ixkxk+1 ∧ θ)).

Then any interpretation I satisfying ϕ will interpret Q and θ such that

a1 . . . ak ∈ (ref θ)I iff a1 . . . akak ∈ θI iff a1 . . . ak ∈ QI .

Thus Q, as defined by the fluted sentence ϕ, is logically equivalent to (ref θ). There-
fore FL with identity and the reflection functor is a conservative extension of FL with
identity, hence decidable. It follows that FL with the reflection functor is also decid-
able.

Second, addition of unary singular predicates to fluted logic with identity is con-
servative, hence decidable. Unary singular predicates can be defined in fluted logic
with identity as follows. Let

ϕ = ∃x1(Sx1 ∧ ∀x2(Sx2 → Ix1x2)).

Then in any interpretation satisfying ϕ, the interpretation of S is a singleton set. It
follows that FL with unary singular predicates is also decidable.

Anaphoric pronouns can be represented by unary singular predicates. As ob-
served in Section 1, anaphoric pronouns play an important role in natural logic, sim-
ilar to that of Skolem constants in clausal logic. But this topic will not be pursued
further here. Rather it will be deferred to a subsequent paper.
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