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ON SOME TOPOLOGICAL PROPERTIES OF
VECTOR-VALUED FUNCTION SPACES

MARIAN NOWAK

ABSTRACT. Let E be an ideal of L0 over a σ-finite measure
space (Ω, Σ, μ) with a Hausdorff locally convex-solid topology
ξ, and let (X, ‖ · ‖X) be a real Banach space. Let E(X) be
a subspace of the space L0(X) of μ-equivalence classes of all
strongly Σ-measurable functions f : Ω → X and consisting
of all those f ∈ L0(X) for which the scalar function ‖f(·)‖X

belongs to E. In this paper we show that a number of topo-
logical properties of the spaces X and (E, ξ) can be lifted to
the space (E(X), ξ̄), where ξ̄ stands for the topology on E(X)
associated with ξ. We characterize some important topolog-
ical properties of the space (E(X), ξ̄) (weak compactness of
order intervals, almost reflexivity, weak sequential complete-
ness, semi-reflexivity, relative weak compactness of solid hulls)
in terms of the corresponding properties of X and (E, ξ).

1. Introduction and preliminaries. Let E be an ideal of L0 (over
a σ-finite measure space) with a Hausdorff locally convex-solid topology
ξ, and let X be a real Banach space. The aim of this paper is to
extend some important topological properties of the space (E, ξ) to the
vector-valued function space (E(X), ξ̄), where ξ̄ stands for the topology
on E(X) associated with ξ. We characterize the following topological
properties of the space (E(X), ξ̄): weak compactness of order intervals:
Section 2, almost reflexivity; Section 3, weak sequential completeness;
Section 4, semi-reflexivity; Section 5, relative weak compactness of solid
hull; Section 6, in terms of the corresponding properties ofX and (E, ξ).

In the particular case of E being a Banach function space, over a finite
measure space, the problem of characterizing the topological properties
of the Köthe-Bochner space E(X) in terms of the properties of both
Banach spaces E and X has been considered by Pisier [28], Bombal
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[3], Geuiler and Chubarova [16], Bombal and Hernando [4], Talagrand
[30], Bukhvalov and Lozanowskii [6, 7].

For terminology concerning Riesz spaces and function spaces we refer
to [1, 18, 33]. Given a topological vector space (L, τ) by (L, τ)∗ or L∗

τ ,
we will denote its topological dual. We denote by σ(L,K) and β(L,K)
and τ (L,K) the weak topology, the strong topology and the Mackey
topology on L with respect to a dual system 〈L,K〉.

Throughout the paper we assume that (Ω,Σ, μ) is a complete σ-finite
measure space and let Σf = {A ∈ Σ : μ(A) < ∞}. Let L0 denote the
corresponding space of μ-equivalence classes of all Σ-measurable real
valued functions. Then L0 is a super Dedekind complete Riesz space
under the ordering u ≤ v whenever u(ω) ≤ v(ω), μ almost everywhere
on Ω. Let χA stand for the characteristic function of a set A. By N
and R we denote the sets of natural and real numbers.

Let E be an ideal of L0 with suppE = Ω, and let E′ stand for the
Köthe dual of E, i.e.,

E′ =
{
v ∈ L0 :

∫
Ω

|u(ω)v(ω)| dμ <∞ for all u ∈ E

}
.

Throughout the paper we assume that suppE′ = Ω. Let E∼, E∼
n

and E∼
s stand for the order dual, the order continuous dual and the

singular dual of E, respectively. Then E∼
n separates points of E and it

can be identified with E′ through the mapping: E′ � v → ϕv ∈ E∼
n ,

where
ϕv(u) =

∫
Ω

u(ω)v(ω) dμ for all u ∈ E.

Then E∼ = E∼
n ⊕E∼

s and E∼
s = (E∼

n )d (= the disjoint complement of
E∼

n in E∼).

By a locally solid, respectively locally convex-solid, function space
(E, ξ) we mean an ideal E provided with a locally solid, respectively
locally convex-solid, topology ξ.

Note that in view of the super Dedekind completeness of E, both
types of order convergence in E for sequences and for nets coincide, so
E∼

n = E∼
c (= the σ-order continuous dual of E). Recall that a Haus-

dorff locally convex-solid topology ξ on E is a Lebesgue, respectively σ-
Lebesgue, topology if and only if E∗

ξ ⊂ E∼
n , respectively E∗

ξ ⊂ E∼
c , see
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[1, Theorem 9.1, Theorem 9.2]. This shows that for ξ the σ-Lebesgue
property and the Lebesgue property coincide. Moreover, one can show
that for ξ the σ-Levy and the Levy property coincide, see [13, Propo-
sition 3.2].

For terminology and basic concepts from the theory of vector-valued
function spaces E(X), in particular Lebesgue-Bochner spaces Lp(X),
we refer to the three main monographs: Diestel and Uhl’s “vector
measures” [12], Cembranos and Mendoza’s “Banach spaces of vector
valued functions” [10] and Pei-Kee Lin’s “Köthe-Bochner function
spaces” [19].

Now we recall terminology and some basic results concerning the
topological properties and the duality theory of vector-valued function
spaces E(X) as set out in [5, 7, 10, 12, 14, 19, 21 23].

Let (X, ‖ · ‖X) be a real Banach space and let X∗ stand for the
Banach dual of X. Let SX , BX stand for the unit sphere and the unit
ball of X. By L0(X) we denote the set of μ-equivalence classes of all
strongly Σ-measurable functions f : Ω → X. For f ∈ L0(X), let us set
f̃(ω) := ‖f(ω)‖X for ω ∈ Ω. Let

E(X) = { f ∈ L0(X) : f̃ ∈ E }.

Recall that the algebraic tensor product E⊗X is the subspace of E(X)
spanned by the functions of the form u⊗x, (u⊗x)(ω) = u(ω)x, where
u ∈ E, x ∈ X.

A subset H of E(X) is said to be solid whenever f̃1 ≤ f̃2 and
f1 ∈ E(X), f2 ∈ H imply f1 ∈ H. A linear topology τ on E(X)
is said to be locally solid if it has a local base at zero consisting of solid
sets. A linear topology τ on E(X) that is as the same time locally
solid and locally convex will be called a locally convex-solid topology
on E(X). A semi-norm 	 on E(X) is called solid if 	(f1) ≤ 	(f2)
whenever f1, f2 ∈ E(X) and f̃1 ≤ f̃2. It is known that a locally convex
topology τ on E(X) is locally convex-solid if and only if it is generated
by some family of solid semi-norms defined on E(X), see [14]. A locally
solid topology τ on E(X) is said to be a Lebesgue topology whenever for
a net (fα) in E(X), f̃α

(0)→ 0 in E implies fα
τ→ 0, see [23, Definition 2.2].

Let (E, ξ) be a Hausdorff locally convex-solid function space. Then
one can topologize the space E(X) as follows, see [14]. Let {pt : t ∈ T}
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be a family of Riesz semi-norms on E that generates ξ. By putting

p̄t(f) := pt(f̃) for f ∈ E(X), t ∈ T,

we obtain a family {p̄t : t ∈ T} of solid semi-norms on E(X) that
defines a Hausdorff locally convex-solid topology ξ̄ on E(X), (called the
topology associated with ξ). Then ξ̄ is a Lebesgue topology whenever ξ
is a Lebesgue topology, see [14].

Conversely, let τ be a Hausdorff locally convex-solid topology on
E(X), and let {	t : t ∈ T} be a family of solid semi-norms on E(X)
that generates τ . By putting, for a fixed x0 ∈ SX

	̃t(u) := 	t(u⊗ x0) for u ∈ E, t ∈ T,

we obtain a family {	̃t : t ∈ T} of Riesz semi-norms on E that defines
a Hausdorff locally convex-solid topology τ̃ on E.

One can show that ˜̄ξ = ξ and ¯̃τ = τ , see [14]. Thus every Hausdorff
locally convex-solid topology τ on E(X) can be represented as the
topology associated with some Hausdorff locally convex-solid topology
ξ (= τ̃ ) on E.

In particular, for a Banach function space (E, ‖ · ‖E) the space E(X)
provided with the norm ‖f‖E(X) := ‖f̃‖E is usually called a Köthe-
Bochner space, see [19].

For a linear functional F on E(X), let us put

|F |(f) = sup { |F (h)| : h ∈ E(X), h̃ ≤ f̃ } for f ∈ E(X).

The set

E(X)∼ = {F ∈ E(X)# : |F |(f) <∞ for all f ∈ E(X) }

will be called the order dual of E(X) (here E(X)# denotes the algebraic
dual of E(X)).

For F1, F2 ∈ E(X)∼ we will write |F1| ≤ |F2| whenever |F1|(f) ≤
|F2|(f) for all f ∈ E(X). A subset A of E(X)∼ is said to be solid
whenever |F1| ≤ |F2| with F1 ∈ E(X)∼ and F2 ∈ A imply F1 ∈ A. A
linear subspace I of E(X)∼ will be called an ideal of E(X)∼ whenever



PROPERTIES OF VECTOR-VALUED FUNCTION SPACES 921

I is solid. It is known that if τ is a locally solid topology on E(X),
then (E(X), τ )∗ is an ideal of E(X)∼, see [21, Theorem 3.2].

A linear functional F on E(X) is said to be order continuous when-
ever, for a net (fα) in E(X), f̃α

(0)→ 0 in E implies F (fα) → 0. The
set consisting of all order continuous linear functionals on E(X) will
be denoted by E(X)∼n and called the order continuous dual of E(X),
see [5, 21]. Since we assume that suppE′ = Ω, E(X)∼n separates
points of E(X). A Hausdorff locally convex-solid topology τ on E(X)
has the Lebesgue property if and only if E(X)∗τ ⊂ E(X)∼n , see [23,
Theorem 2.4].

We now recall terminology concerning the spaces of w∗-measurable
functions, see [5, 7, 10].

For a given function g : Ω → X∗ and x ∈ X, we denote by gx

the real function on Ω defined by gx(ω) = g(ω)(x) for ω ∈ Ω. A
function g : Ω → X∗ is said to be w∗-measurable if the functions gx

are measurable for each x ∈ X. We shall say the two w∗-measurable
functions g1, g2 are w∗-equivalent whenever g1(ω)(x) = g2(ω)(x), μ
almost everywhere for each x ∈ X.

Let L0(X∗, X) be the set of weak∗-equivalence classes of all weak∗-
measurable functions g : Ω → X∗. Following [5, 7] one can define the
so-called abstract norm ϑ : L0(X∗, X) → L0 by ϑ(g) := sup {|gx| : x ∈
BX}.

Then for f ∈ L0(X) and g ∈ L0(X∗, X) the function 〈f, g〉 : Ω → R
defined by 〈f, g〉(ω) := 〈f(ω), g(ω)〉 is measurable and |〈f, g〉| ≤ f̃ϑ(g).
Moreover, ϑ(g) = g̃ for g ∈ L0(X∗).

For an ideal M of E′, let

M(X∗, X) = { g ∈ L0(X∗, X) : ϑ(g) ∈M }.

Then M(X∗, X) is an ideal of E′(X∗, X), i.e., if ϑ(g1) ≤ ϑ(g2) with
g1 ∈ E′(X∗, X) and g2 ∈ M(X∗, X), then g1 ∈ M(X∗, X), see [21,
Definition 1.2]. Clearly M(X∗) ⊂M(X∗, X).

Due to Bukhvalov, see [5, Theorem 4.1], E(X)∼n can be identified
with E′(X∗, X) through the mapping: E′(X∗, X) � g → Fg ∈ E(X)∼n ,
where

Fg(f) =
∫

Ω

〈f(ω), g(ω)〉 dμ for all f ∈ E(X),
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and moreover

|Fg|(f) =
∫

Ω

f̃(ω)ϑ(g)(ω) dμ for all f ∈ E(X).

It is well known that if X is reflexive, then E′(X∗, X) = E′(X∗).

Let F ∈ E(X)∼ and x0 ∈ SX be fixed. For u ∈ E+, let us set:

ϕF (u) := |F |(u⊗ x0) = sup{ |F (h)| : h ∈ E(X), h̃ ≤ u }.
Then ϕF : E+ → R+ is an additive mapping and ϕF has a unique
positive extension to a linear mapping from E to R, denoted by ϕF

again, and given by

ϕF (u) := ϕF (u+) − ϕF (u−) for all u ∈ E,

see [7, Lemma 7]. We shall need the following two technical results.

Proposition 1.1. Let (E, ξ) be a Hausdorff locally convex-solid
function space. Then for F ∈ E(X)∼, the following statements are
equivalent :

(i) F is ξ̄-continuous.

(ii) ϕF is ξ-continuous.

Proof. (i)⇒(ii). Let ξ be generated by a family {pt : t ∈ T} of Riesz
semi-norms on E, and let F be ξ̄-continuous. Then there exist ti ∈ T ,
i = 1, 2, . . . , n, and a > 0 such that |F (h)| ≤ amax1≤i≤n pti

(h̃) for all
h ∈ E(X). Then for u ∈ E+,

ϕF (u) = sup{ |F (h)| : h ∈ E(X), h̃ ≤ u } ≤ a max
1≤i≤n

pti
(u).

It easily follows that ϕF (u) ≤ 2amax1≤i≤n pti
(u) for all u ∈ E, so ϕF

is ξ-continuous.
(ii)⇒(i). Assume that ϕF ∈ E∗

ξ . Then, there exist ti ∈ T ,
i = 1, . . . , n, and a > 0 such that for f ∈ E(X) we have

|F (f)| ≤ |F |(f) = ϕF (f̃) ≤ a max
1≤i≤n

pti
(f̃) = a max

1≤i≤n
p̄ti

(f),

and this means that F is ξ̄-continuous.



PROPERTIES OF VECTOR-VALUED FUNCTION SPACES 923

Proposition 1.2. Let (E, ξ) be a Hausdorff locally convex-solid
function space with the Lebesgue property. Then there exists an ideal
Mξ of E′ with suppMξ = Ω and such that

E∗
ξ = {ϕv : v ∈Mξ} and E(X)∗̄ξ = {Fg : g ∈Mξ(X∗, X)}.

Proof. Since E∗
ξ ⊂ E∼

n , there exists an ideal Mξ of E′ with suppMξ =
Ω and such that E∗

ξ = {ϕv : v ∈ Mξ}. Now we shall show that
E(X)∗

ξ
= {Fg : g ∈Mξ(X∗, X)}.

Indeed, let F ∈ E(X)∗̄
ξ
. Then by Proposition 1.1, ϕF ∈ E∗

ξ , so
ϕF = ϕv0 for some v0 ∈ M+

ξ . On the other hand, since F ∈ E(X)∼n ,
we have F = Fg for some g ∈ E′(X∗, X). It easily follows that
ϕFg

= ϕϑ(g), so ϑ(g) = v0 ∈Mξ. This means that g ∈Mξ(X∗, X).

Now, assume that F = Fg, where g ∈ Mξ(X∗, X). Then ϕF =
ϕFg

= ϕϑ(g), where ϑ(g) ∈ Mξ. Hence ϕF ∈ E∗
ξ , and in view of

Proposition 1.1, F ∈ E(X)∗̄
ξ
.

2. Order intervals in vector-valued function spaces. We start
by recalling a characterization of weak compactness of order intervals
in locally convex-solid function spaces (E, ξ), see [9, Proposition 5.1],
[1, Theorem 22.1].

Theorem 2.1. Let (E, ξ) be a Hausdorff locally convex-solid function
space. Then the following statements are equivalent :

(i) ξ is a Lebesgue topology.

(ii) Each order interval in E is σ(E,E∗
ξ )-compact.

(iii) E, embedded in a natural way, is an ideal of the bidual of (E, ξ).

The aim of this section is to extend this result to the vector-valued
setting. For this purpose, we first recall terminology and some results
concerning the duality theory of the spaces E(X) as set out in [22].

Let I be an ideal of E(X)∼ separating points of E(X). For a linear
functional V on I let us set

|V |(F ) = sup{ |V (G)| : G ∈ I, |G| ≤ |F | } for F ∈ I.
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Then the set

I∼ = {V ∈ I# : |V |(F ) <∞ for all F ∈ I }
will be called the order dual of I (here I# denotes the algebraic dual
of I).

For V1, V2 ∈ I we will write |V1| ≤ |V2| whenever |V1|(F ) ≤ |V2|(F )
for all F ∈ I. A subset K of I∼ is said to be solid whenever |V1| ≤ |V2|
with V1 ∈ I∼, V2 ∈ K imply V1 ∈ K. A linear subspace L of I∼ is
called an ideal of I∼ if L is solid.

Let τ be a Hausdorff locally convex-solid topology on E(X). Then
E(X)∗τ is an ideal of E(X)∼. The strong topology β(E(X)∗τ , E(X)) is a
Hausdorff locally convex-solid topology on E(X)∗τ , see [22, Section 4],
and the topological dual (E(X)∗τ)∗β (= (E(X)∗τ , β(E(X)∗τ , E(X)))∗), is
an ideal of (E(X)∗τ )∼, see [22, Theorem 2.1]. The space (E(X)∗τ)∗β is
called the bidual of (E(X), τ ).

For f ∈ E(X), let us put

πf (F ) = F (f) for F ∈ E(X)∗τ .

Then |πf |(F ) = |F |(f) for F ∈ E(X)∗τ and πf ∈ (E(X)∗τ)∼, see
[22, Section 1]. Hence |πf1 | ≤ |πf2 | whenever f1, f2 ∈ E(X) with
f̃1 ≤ f̃2. Moreover, πf ∈ (E(X)∗̄

ξ
)∗β, so we have a natural embedding

π : E(X) � f → πf ∈ (E(X)∗τ )∗β.

Denote by (E(X)∗τ)E(X) the ideal of (E(X)∗τ)∗β generated by the
set π(E(X)), that is, (E(X)∗τ)E(X) is the smallest ideal of (E(X)∗τ )∗β
containing π(E(X)). Then

(E(X)∗τ)E(X) = {V ∈ (E(X)∗τ )∗β : |V | ≤ |πf | for some f ∈ E(X) }.

For each f ∈ E(X), let 	f (F ) = |F |(f) for F ∈ I. We define the
absolute weak∗ topology |σ|(I, E(X)) on I as the locally convex-solid
topology generated by the family {	f : f ∈ E(X)} of solid semi-norms
on I, see [22].

Theorem 2.2 (see [22, Theorem 3.2]). Let τ be a Hausdorff locally
convex-solid topology on E(X). Then (E(X)∗τ , |σ|(E(X)∗τ , E(X)))∗ =
(E(X)∗τ)E(X).
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For f ∈ E(X), let us put

If = {V ∈ (E(X)∗τ )∗β : |V | ≤ |πf | }.

Theorem 2.3 (see [22, Theorem 4.1]). Let τ be a Hausdorff locally
convex-solid topology on E(X). Then for f ∈ E(X), the set If is
σ((E(X)∗τ)E(X), E(X)∗τ )-compact in (E(X)∗τ )E(X).

For each u ∈ E+ the set Du = {f ∈ E(X) : f̃ ≤ u} will be called an
order interval in E(X).

Now we are in a position to state the main result of this section.

Theorem 2.4. Let (E, ξ) be a Hausdorff locally convex-solid function
space, and let X be a Banach space. Then the following statements are
equivalent :

(i) Each order interval in E is σ(E,E∗
ξ )-compact and X is reflexive.

(ii) ξ is a Lebesgue topology and X is reflexive.

(iii) Each order interval in E(X) is σ(E(X), E(X)∗̄
ξ
)-compact.

(iv) π(E(X)) is an ideal of (E(X)∗̄
ξ
)∗β, i.e., π(E(X)) = (E(X)∗̄

ξ
)E(X).

(v) (E(X)∗̄
ξ
, |σ|(E(X)∗̄

ξ
, E(X)))∗ = π(E(X)).

Proof. (i)⇔(ii). See Theorem 2.1.

(ii)⇒(iii). Assume that ξ is a Lebesgue topology and X is reflexive.
Then E(X)∗̄

ξ
⊂ E(X)∼n , and by [7, Section 4, Corollary 1] each order

interval in E(X) is σ(E(X), E(X)∗̄
ξ
) -compact.

(iii)⇒(ii). Assume that each order interval in E(X) is σ(E(X),
E(X)∗̄

ξ
)-compact. First we show that ξ is a Lebesgue topology, that

is, E∗
ξ ⊂ E∼

n , see [bf1, Theorem 9.1]. Indeed, assume on the contrary
that there exists ϕ0 ∈ E∗

ξ such that ϕ /∈ E∼
n . Hence there exist ε0 > 0

and a net (uα) in E such that uα ↓ 0 in E and |ϕ0(uα)| ≥ ε0 for all
α. We can assume that uα ≤ u for some u ∈ E+ and all α. Let
fα = uα ⊗ x0 for each α and a fixed x0 ∈ SX . Then fα ∈ Du for all α,
so one can choose a subnet (fβ) of (fα) and f0 ∈ Du such that fβ → f0
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for σ(E(X), E(X)∗̄
ξ
). Choose x∗0 ∈ SX∗ such that x∗0 (x0) = 1, and for

each ϕ ∈ E∗
ξ , let us put

Fϕ(f) = ϕ(x∗0 ◦ f) for all f ∈ E(X).

We shall show that Fϕ ∈ E(X)∗̄
ξ
. Indeed, let {pt : t ∈ T} be a family

of Riesz semi-norms that generates ξ. Since ϕ ∈ E∗
ξ , there exist a > 0

and ti ∈ T , i = 1, . . . , n, such that for each f ∈ E(X) we have

|Fϕ(f)| = |ϕ(x∗0 ◦ f)| ≤ 1 max
a≤i≤n

pti
(x∗0 ◦ f) ≤ a max

1≤i≤n
pti

(f)

= a max
a≤i≤n

p̄ti
(f),

that is, Fϕ ∈ E(X)∗̄
ξ
. Hence

ϕ(uβ) = Fϕ(uβ ⊗ x0)−→Fϕ(f0) = ϕ(x∗0 ◦ f0).

This means that uβ→x∗0 ◦ f0 ∈ E for σ(E,E∗
ξ ), as desired.

On the other hand, since uβ ↓ 0 in E, we conclude that uβ→0 for
σ(E,E∗

ξ ), see [18, Corollary 10.2.2]. But ϕ0 ∈ E∗
ξ = (E, σ(E,E∗

ξ ))∗,
so ϕ0(uβ)→0, which is in contradiction with |ϕ0(uβ)| ≥ ε0 > 0. This
contradiction establishes that ξ is a Lebesgue topology.

Now we shall show that X is reflexive, i.e., the unit ball BX is weakly
compact. Indeed, let (xα) be a net in BX . Given a fixed u ∈ E+ let
us put hα = u ⊗ xα for each α. Then hα ∈ Du for each α, so there
exist a subnet (hβ) of (hα) and h0 ∈ Du such that u ⊗ xβ = hβ→h0

for σ(E(X), E(X)∗̄
ξ
). Let Mξ be an ideal of E′ determined by ξ, see

Proposition 1.2. Choose v0 ∈ M+
ξ such that

∫
Ω
u(ω)v0(ω) dμ = 1.

Hence v0 ⊗ x∗ ∈Mξ(X∗) ⊂Mξ(X∗, X) for each x∗ ∈ X∗, so

x∗(xβ) =
∫

Ω

u(ω)v0(ω)x∗(xβ) dμ

= Fv0⊗x∗(u⊗ xβ)→Fv0⊗x∗(h0)

=
∫

Ω

〈h0(ω), v0(ω)x∗〉 dμ

=
∫

Ω

x∗(v0(ω)h0(ω)) dμ

= x∗
( ∫

Ω

v0(ω)h0(ω) dμ
)
.
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Hence xβ→x0 =
∫
Ω
v0(ω)h0(ω) dμ ∈ BX for σ(X,X∗).

(iv)⇒(ii). Assume that π(E(X)) = (E(X)∗̄
ξ
)E(X), and let u0 ∈ E+.

Let f0 = u0⊗x0 for a fixed x0 ∈ SX . Then in view of [22, Theorem 1.3]
for f ∈ E(X), we have that |πf | ≤ |πf0 | if and only if f̃ ≤ f̃0 = u0.
Hence

If0 = {πf : f ∈ E(X), |πf | ≤ |πf0 |} = {πf : f ∈ E(X), f̃ ≤ u0}.

In view of Theorem 2.3, If0 is a σ(π(E(X)), E(X)∗̄
ξ
)-compact subset

of π(E(X)). Since F (f) = πf (F ) for f ∈ E(X) and F ∈ E(X)∗̄
ξ
, the

mapping

π−1 : (π(E(X)), σ(π(E(X)), E(X)∗̄ξ) ) −→ (E(X), σ(E(X), E(X)∗̄ξ))

is continuous. Hence, the set π−1(If0) (= Du0) is σ(E(X), E(X)∗̄
ξ
)-

compact.

(ii)⇒(iv). Assume that (ii) holds. We shall show that (E(X)∗̄
ξ
)E(X) ⊂

π(E(X)). Indeed, let V ∈ (E(X)∗̄
ξ
)E(X), i.e., V ∈ (E(X)∗̄

ξ
)∗β and

|V | ≤ |πf0 | for some f0 ∈ E(X). Let Mξ be an ideal of E′ determined
by ξ, see Proposition 1.2. In view of [22, Theorem 1.1], the mapping
ψ : Mξ(X∗) � g → Fg ∈ E(X)∗̄

ξ
is an order continuous bijection, i.e.,

for a net (gα) in Mξ(X∗), g̃α
(0)→ 0 in Mξ implies Fgα

(0)→ 0 in E(X)∗̄
ξ
, see

[22, Definition 1.2]. Hence one can easily show that V ◦ψ ∈Mξ(X∗)∼n .
Since X∗ is reflexive, there is h0 ∈ M ′

ξ(X
∗∗), (= M ′

ξ(X
∗∗, X∗)) such

that

V (Fg) = V (ψ(g)) =
∫

Ω

〈g(ω), h0(ω)〉 dμ for all g ∈Mξ(X∗).

Let j : X → X∗∗ stand for the canonical isometry. Define k0(ω) =
j−1(h0(ω)) for ω ∈ Ω. One can easily show that the function k0 : Ω →
X is strongly Σ-measurable and ‖k0(ω)‖X = ‖h0(ω)‖X∗∗ for all ω ∈ Ω,
i.e., k0 ∈M ′

ξ(X). We have

M ′
ξ(X)∼n = {F̄g : g ∈M ′′

ξ (X∗)},

where
F g(k) =

∫
Ω

〈k(ω), g(ω)〉 dμ for k ∈M ′
ξ(X).
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Hence, for each g ∈M ′′
ξ (X∗), we get

(+)

πk0(F̄g) = F g(k0) =
∫

Ω

〈k0(ω), g(ω)〉 dμ

=
∫

Ω

〈j−1(h0(ω)), g(ω)〉 dμ

=
∫

Ω

〈g(ω), h0(ω)〉 dμ = V (Fg).

We shall now show that k0 ∈ E(X), i.e., k̃0 ∈ E. Indeed, let g0 ∈
M ′′

ξ (X∗). Then by [21, Corollary 2.5] for g ∈ M ′′
ξ (X∗), |Fg| ≤ |Fg0 | if

and only if g̃ ≤ g̃0. Hence by making use of (+) and [5, Theorem 4.1]
we get

|V |(Fg0) = sup{|V (Fg)| : g ∈M ′′
ξ (X∗), g̃ ≤ g̃0}

= sup{|πk0(F̄g)| : g ∈M ′′
ξ (X∗), g̃ ≤ g̃0}

= sup{|F̄g(k0)| : g ∈M ′′
ξ (X∗), g̃ ≤ g̃0}

= sup
{ ∣∣∣ ∫

Ω

〈k0(ω), g(ω)〉 dμ
∣∣∣ : g ∈M ′′

ξ (X∗), g̃ ≤ g̃0

}
=

∫
Ω

g̃0(ω)k̃0(ω) dμ.

Since |V | ≤ |πf0 | and for each g ∈ Mξ(X∗) ⊂ M ′′
ξ (X∗), |πf0 |(Fg) =

|Fg|(f0), we get

∫
Ω

g̃(ω)k̃0(ω) dμ = |V |(Fg) ≤ |πf0 |(Fg) = |Fg|(f0) =
∫

Ω

f̃0(ω)g̃(ω) dμ.

It follows that k̃0 ≤ f̃0, where k̃0 ∈M ′
ξ and f̃0 ∈ E ⊂ E′′ ⊂M ′

ξ. Hence
k̃0 ∈ E, i.e., k0 ∈ E(X). Hence, in view of (+) for each g ∈ Mξ(X∗),
we get

V (Fg) =
∫

Ω

〈k0(ω), g(ω)〉 dμ = Fg(k0) = πk0(Fg).

Thus V = πk0 , where k0 ∈ E(X), i.e., V ∈ π(E(X)), as desired.

(iv)⇔(v). It follows from Theorem 2.2.
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Remark. In [6, Proposition 2] it is shown that every order interval in
E(X) is σ(E(X), E(X)∼n )-compact if and only if X is reflexive.

3. Almost reflexivity of vector-valued function spaces. First
we recall some definitions. Let 〈L,K〉 be a dual pair. A subset A of
L is said to be conditionally σ(L,K)-compact whenever each sequence
in A contains a σ(L,K)-Cauchy subsequence. Recall that a normed
space X is said to be almost reflexive if every norm-bounded subset of
X is conditionally weakly compact, see [11, 17]. The fundamental �1-
Rosenthal theorem [29] says that a Banach space X is almost reflexive
if and only if it contains no isomorpic copy of �1.

Due to Geuiler and Chubarova [16], see also [4, Proposition 3.2],
the Köthe-Bochner space E(X) is almost reflexive if and only if both
Banach spaces X and E are almost reflexive. This result is a broad
generalization of the corresponding theorems of Pisier [28] and Bombal
[3], who proved it in the special cases of Lp(X), 1 < p <∞, and Orlicz-
Bochner spaces respectively.

Now we extend the concept of almost reflexivity to the class of locally
convex spaces.

Definition 3.1. A Hausdorff locally convex space (L, ξ) is said to
be almost reflexive whenever every σ(L,L∗

ξ)-bounded subset of L is
conditionally σ(L,L∗

ξ)-compact.

In this section we characterize almost reflexivity of (E(X), ξ̄) when-
ever (E, ξ) is a Hausdorff locally convex-solid function space with the
Lebesgue property and X is a Banach space.

Let M be an ideal of E′ with suppM = Ω. Assume that B is a
σ(E,M)-bounded subset of E. Then B is also |σ|(E,M)-bounded, see
[1, Theorem 6.6], so one can define a Riesz semi-norm pB on M by

pB(v) = sup
{∫

Ω

|u(ω)v(ω)| dμ : u ∈ B
}
.

Let (E, ξ) be a Hausdorff locally convex-solid function space with the
Lebesgue property and let Mξ be an ideal of E′ with suppMξ = Ω
such that E∗

ξ = {ϕv : v ∈ Mξ}. The following characterization
of conditionally σ(E,Mξ)-compact sets in E will be needed, see [26,
Theorem 3.2].
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Proposition 3.1. Let (E, ξ) be a Hausdorff locally convex-solid
function space with the Lebesgue property. Then for a subset B of
E, the following statements are equivalent :

(i) B is conditionally σ(E,Mξ)-compact.

(ii) B is σ(E,Mξ)-bounded and pB is order continuous on Mξ.

The strong topology β(Mξ, E) is a locally convex-solid topology onMξ

that is generated by a family {pB : B ∈ Bs}, where Bs is the collection
of all σ(E,Mξ)-bounded solid subsets of E, see [1, Section 9].

As a simple consequence of Proposition 3.1, we get the following:

Proposition 3.2. Let (E, ξ) be a Hausdorff locally convex-solid func-
tion space with the Lebesgue property. Then the following statements
are equivalent :

(i) Every σ(E,Mξ)-bounded set in E is conditionally σ(E,Mξ)-
compact.

(ii) β(Mξ, E) is a Lebesgue topology.

Proof. (i)⇒(ii). It follows from Proposition 3.1.

(ii)⇒(i). Assume that β(Mξ, E) is a Lebesgue topology and, let B be
a σ(E,Mξ)-bounded subset of E. Then its solid hull S(B) in E is also
σ(E,Mξ)-bounded and the semi-norm pS(B) on Mξ is order continuous.
Hence by Proposition 3.1 B is conditionally σ(E,Mξ)-compact.

As an application of Proposition 3.2 we have the following character-
ization of almost reflexivity of (E, ξ).

Corollary 3.3. Let (E, ξ) be a Hausdorff locally convex-solid func-
tion space with the Lebesgue property. Then the following statements
are equivalent :

(i) (E, ξ) is almost reflexive.

(ii) β(E∗
ξ , E) is a Lebesgue topology on E∗

ξ .
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Now we are ready to characterize almost reflexivity of (E(X), ξ̄).

Theorem 3.4. Let (E, ξ) be a Hausdorff locally convex-solid function
space with the Lebesgue property, and let X be a Banach space. Then
the following statements are equivalent :

(i) X is almost reflexive and (E, ξ) is almost reflexive.

(ii) (E(X), ξ̄) is almost reflexive.

Proof. (i)⇒(ii). Assume that (i) holds, and let H be a σ(E(X),
Mξ(X∗, X))-bounded subset of E(X). Then by [25, Proposition 1.3],
the set {f̃ : f ∈ H} is σ(E,Mξ)-bounded, so it is conditionally
σ(E,Mξ)-compact. Hence by [25, Proposition 2.3], H is conditionally
σ(E(X),Mξ(X∗, X))-compact, so (E(X), ξ̄) is almost reflexive.

(ii)⇒(i). Assume that (E(X), ξ̄) is almost reflexive. To show that
BX is conditionally weakly compact, let (xn) be a sequence in BX .
Given u ∈ E+ let hn = u ⊗ xn for n ∈ N. We shall show that
the set {hn : n ∈ N} is σ(E(X),Mξ(X∗, X))-bounded. Indeed, for
g ∈Mξ(X∗, X), we have

sup
n

∣∣∣ ∫
Ω

〈u(ω)xn, g(ω)〉 dμ
∣∣∣ ≤ ∫

Ω

u(ω)ϑ(g)(ω) dμ <∞.

Hence the set {hn : n ∈ N} is conditionally σ(E(X), Mξ(X∗, X))-
compact, so there exists a σ(E(X),Mξ(X∗, X))-Cauchy subsequence
(hkn

) of (hn). Arguing as in the proof of implication (iii)⇒(ii) in
Theorem 2.4, we see that (xkn

) is weakly Cauchy.

Now assume that Z is a σ(E,Mξ)-bounded subset of E. Then Z
is also |σ|(E,Mξ)-bounded, so for each g ∈ Mξ(X∗, X) and a fixed
x0 ∈ SX , we get

sup
u∈Z

p
∣∣∣ ∫

Ω

〈u(ω)x0, g(ω)〉 dμ
∣∣∣ ≤ sup

u∈Z

∫
Ω

|u(ω)|ϑ(g)(ω) dμ <∞.

Hence the set {u⊗ x0 : u ∈ Z} is σ(E(X),Mξ(X∗, X))-bounded, so it
is conditionally σ(E(X),Mξ(X∗, X))-compact. By [25, Theorem 2.2],
the set {|u| : u ∈ Z} is conditionally σ(E,Mξ)-compact, so Z is
conditionally σ(E,Mξ)-compact, see [8, Theorem 3.4, Proposition 2.2].
This means that (E, ξ) is almost reflexive.
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4. Weak sequential completeness of vector-valued function
spaces. In his celebrated paper Talagrand [30] showed that a Köthe-
Bochner space E(X) is weakly sequentially complete if and only if
both Banach spaces E and X are weakly sequentially complete. In
particular, it is well known that a Banach function space (E, ‖ · ‖E) is
weakly sequentially complete if and only if E is KB-space, i.e., ‖ · ‖E

has both the σ-Lebesgue property and the σ-Levy property, see [20,
Theorem 1.c.4], [18, Theorem 10.4.9]. In this section we study weak
sequential completeness of (E(X), ξ̄) whenever (E, ξ) is a Hausdorff
locally convex-solid function space and X is a Banach space.

We start by recalling a characterization of weak sequential complete-
ness of locally convex-solid function spaces. For this purpose, we now
establish notation and some results as set out in [33, Exercise 102.24,
pp. 331 332].

Let (E, ξ) be a Hausdorff locally convex-solid function space. Then
putting

E∗
ξ,n := E∗

ξ ∩ E∼
n and E∗

ξ,s := E∗
ξ ∩E∼

s

we get E∗
ξ = E∗

ξ,n ⊕ E∗
ξ,s. We have

Ea(ξ) :=
{
u ∈ E : |u| ≥ un ↓ 0 in E implies ϕ(un) → 0 for all ϕ ∈ E∗

ξ

}
=

{
u ∈ E : |u| ≥ un ↓ 0 in E implies un → 0 for all ξ

}
.

Observe that ξ is a σ-Lebesgue topology (= Lebesgue topology) if and
only if Ea(ξ) = E. Moreover, if suppEa(ξ) = Ω, i.e., Ea(ξ) is order
dense in L0, then we have

E∗
ξ,s = Ea(ξ)⊥ = {ϕ ∈ E∗

ξ : ϕ(u) = 0 for all u ∈ Ea(ξ)}

and E∗
ξ,n separates points of E.

Now we are in position to state our desired result, see [26, Theo-
rem 2.2].

Theorem 4.1. Let (E, ξ) be a Hausdorff locally convex-solid function
space such that suppEa(ξ) = Ω. Then the following statements are
equivalent :

(i) E is σ(E,E∗
ξ )-sequentially complete.
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(ii) ξ has both the σ-Lebesgue property and the σ-Levy property.

(iii) ξ has both the Lebesgue property and the Levy property.

As a simple consequence of Theorem 4.1, we have the following well-
known result, see [8, Corollary 4.2], [1, Theorem 20.26]).

Theorem 4.2. Let (E, ξ) be a Hausdorff locally convex-solid function
space with the Lebesgue property. Then the following statements are
equivalent :

(i) E is σ(E,E∗
ξ )-sequentially complete.

(ii) ξ is a σ-Levy topology.

Now we pass on to the vector-valued setting. Recall that a functional
F ∈ E(X)∼ is said to be singular if there is an ideal B of E with
suppB = Ω and such that F (f) = 0 for all f ∈ E(X) with f̃ ∈ B. The
set consisting of all singular functionals on E(X) will be denoted by
E(X)∼s and called the singular dual of E(X), see [7, 21].

Due to Bukhvalov and Lozanowski, see [7, Section 3, Theorem 2], the
following Yosida-Hewitt type decomposition holds:

(4.1) E(X)∼ = E(X)∼n ⊕ E(X)∼s

and moreover, if F = Fg + Fs, where g ∈ E′(X∗, X) and Fs ∈ E(X)∼s ,
then ϕF = ϕFg

+ ϕFs
, where ϕFg

(u) =
∫
Ω
u(ω)ϑ(g)(ω) dμ for u ∈ E

and ϕFs
∈ E∼

s .

Let us put

E(X)∗̄ξ,n := E(X)∗̄ξ ∩E(X)∼n

and

E(X)∗̄ξ,s := E(X)∗̄ξ ∩E(X)∼s .

Then

(4.2) E(X)∗̄ξ = E(X)∗̄ξ,n ⊕ E(X)∗̄ξ,s
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and there is an ideal Mξ of E′ with suppMξ = Ω such that

E∗
ξ,n = {ϕv : v ∈Mξ}.

We shall now show that

(4.3) E(X)∗̄ξ,n = {Fg : g ∈Mξ(X∗, X)}.

Indeed, let F ∈ E(X)∗̄
ξ,n

, i.e., F = Fg for some g ∈ E′(X∗, X)
and F ∈ E(X)∗̄

ξ
. Hence ϕF = ϕFg

= ϕϑ(g), where ϑ(g) ∈ E′ and
ϕF ∈ E∗

ξ , see Proposition 1.1. Hence ϕF ∈ E∗
ξ,n, so ϑ(g) ∈ Mξ. Thus

g ∈Mξ(X∗, X).

Now, let F = Fg, where g ∈ Mξ(X∗, X). Then F ∈ E(X)∼n and
ϕF = ϕFg

= ϕϑ(g), where ϑ(g) ∈ Mξ. Hence ϕF ∈ E∗
ξ , so F ∈ E(X)∗̄

ξ
,

see Proposition 1.1. Thus F ∈ E(X)∗̄
ξ,n

.

The following “topological versions” of [25, Theorem 2.2 and Theo-
rem 3.3] will be of importance in the proof of Theorem 4.5.

Theorem 4.3. Let (E, ξ) be a Hausdorff locally convex-solid function
space with the Lebesgue property, and let X be a Banach space. Then
for a subset H of E(X) the following statements are equivalent :

(i) H is conditionally σ(E(X), E(X)∗̄
ξ
)-compact.

(ii) (a) The set {f̃ : f ∈ H} is conditionally σ(E,E∗
ξ )-compact.

(b) For each subset A ∈ Σf with χA ∈ Mξ and each sequence (fn) in
H there exists a sequence (hA

n ) with hA
n ∈ conv {χAfk : k ≥ n} such

that (hA
n (ω)) is weakly Cauchy in X for almost every ω ∈ A.

Theorem 4.4. Let (E, ξ) be a Hausdorff locally convex-solid function
space with the Lebesgue property, and the σ-Levy property, and let X be
a Banach space. Then for a subset H of E(X), the following statements
are equivalent :

(i) H is relatively σ(E(X), E(X)∗̄
ξ
)-sequentially compact.

(ii) (a) The set {f̃ : f ∈ H} is relatively σ(E,E∗
ξ )-sequentially

compact. (b) For each A ∈ Σf with χA ∈ Mξ and each sequence



PROPERTIES OF VECTOR-VALUED FUNCTION SPACES 935

(fn) in H, there is a sequence (hA
n ) with hA

n ∈ conv {fk : k ≥ n} such
that (hA

n (ω)) is weakly convergent in X for almost every ω ∈ A.

Now we are in position to state our main result.

Theorem 4.5. Let (E, ξ) be a Hausdorff locally convex-solid function
space with suppEa(ξ) = Ω, and let X be a Banach space. Then the
following statements are equivalent :

(i) E(X) is σ(E(X), E(X)∗̄
ξ
)-sequentially complete.

(ii) E is σ(E,E∗
ξ )-sequentially complete and X is weakly sequentially

complete.

Proof. (i)⇒(ii). Assume that E(X) is σ(E(X), E(X)∗̄
ξ
)-sequentially

complete.

First, we show that E is σ(E,E∗
ξ )-sequentially complete. Indeed, let

(un) be a σ(E,E∗
ξ )-Cauchy sequence in E. For a fixed x0 ∈ SX let

hn = un⊗x0 for n ∈ N. We shall show that (hn) is a σ(E(X), E(X)∗̄
ξ
)-

Cauchy sequence in E(X). Indeed let F ∈ E(X)∗̄
ξ
. Then F = Fg +Fs,

where g ∈Mξ(X∗, X) and Fs ∈ E(X)∗̄
ξ,s

, see (4.2) and (4.3). We have
ϕFg

= ϕϑ(g), where |gx0 | ≤ ϑ(g) ∈Mξ. Hence gx0 ∈Mξ, so

Fg(hn) =
∫

Ω

un(ω)g(ω)(x0) dμ =
∫

Ω

un(ω)gx0(ω) dμ−→ ag ∈ R.

Now let us set

ϕs(u) := Fs(u⊗ x0) for u ∈ E.

In view of (4.1) and Proposition 1.1, we have that ϕFs
∈ E∗

ξ,s.
Moreover, for u ∈ E+, we have

|ϕs|(u) = sup{|Fs(w ⊗ x0)| : w ∈ E, |w| ≤ u}
≤ sup{|Fs(h)| : h ∈ E(X), h̃ ≤ u}
= |Fs|(u⊗ x0) = ϕFs

(u).

It follows that ϕs ∈ E∗
ξ,s, because ϕFs

∈ E∗
ξ,s and E∗

ξ,s is an ideal of
E∼. Hence

Fs(hn) = Fs(un ⊗ x0) = ϕs(un)−→ as ∈ R.
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Thus
F (hn) = Fg(hn) + Fs(hn)−→ag + as ∈ R,

and this means that (hn) is a σ(E(X), E(X)∗̄
ξ
)-Cauchy sequence. Hence

there exists h0 ∈ E(X) such that hn → h0 for σ(E(X), E(X)∗̄
ξ
). Choose

x∗0 ∈ SX∗ such that x∗0 (x0) = 1. Then u0 = x∗0 ◦ h0 ∈ E.

We shall show that un−→u0 for σ(E,E∗
ξ ). Indeed, let ϕ ∈ E∗

ξ , i.e.,
ϕ = ϕv + ϕs, where v ∈ Mξ and ϕs ∈ E∗

ξ,s. Then g = v ⊗ x∗0 ∈
Mξ(X∗, X), so Fg ∈ E(X)∗̄

ξ,n
, see (4.3). Hence

ϕv(un) = Fg(hn)−→Fg(h0) =
∫

Ω

(x∗0 ◦ h0)(ω)v(ω) dμ = ϕv(u0).

Let us put
Gs(f) := ϕs(x∗0 ◦ f) for f ∈ E(X).

We shall first show that Gs ∈ E(X)∗̄
ξ,s

. Indeed, for u ∈ E+ we have

sup{|Gs(f)| : f ∈ E(X), f̃ ≤ u} ≤ sup{|ϕs(w)| : w ∈ E, |w| ≤ u}
= |ϕs|(u).

Hence Gs ∈ E(X)∼. Since ϕs ∈ E∼
s , there exists an ideal B of E with

suppB = Ω and such that ϕs(u) = 0 for all u ∈ B. Assume now that
f ∈ E(X) with f̃ ∈ B. Then |x∗0 ◦ f | ≤ f̃ , so x∗0 ◦ f ∈ B. Hence
Gs(f) = ϕs(x∗0 ◦ f) = 0, so Gs ∈ E(X)∼s . Let ξ be generated by a
family {pt : t ∈ T} of Riesz semi-norms on E. Since ϕs ∈ E∗

ξ there
exist a > 0 and ti ∈ T , i = 1, . . . , n, such that for f ∈ E(X),

|Gs(f)| = |ϕs(x∗0 ◦ f)| ≤ a max
1≤i≤n

pti
(x∗0 ◦ f) ≤ a max

1≤i≤n
pti

(f̃)

= a max
1≤i≤n

p̄ti
(f).

Hence Gs ∈ E(X)∗̄
ξ
, so Gs ∈ E(X)∗̄

ξ,s
and

ϕs(un) = ϕs(x∗0 ◦(un⊗x0)) = Gs(hn)−→Gs(h0) = ϕs(x∗0 ◦h0) = ϕs(u0).

It follows that

ϕ(un) = ϕv(un) + ϕs(un)−→ϕv(u0) + ϕs(u0) = ϕ(u0),
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i.e., un−→u0 for σ(E,E∗
ξ ). Thus E is σ(E,E∗

ξ )-sequentially complete.

Making use of Theorem 4.1 we obtain that ξ is a Lebesgue topology,
so in view of (4.3), E(X)∗̄

ξ
= E(X)∗̄

ξ,n
= {Fg : g ∈Mξ(X∗, X)}.

We shall now show that X is weakly sequentially complete. Indeed,
let (xn) be a weakly Cauchy sequence in X. Then supn ‖xn‖X =
a < ∞. Given a fixed u ∈ E+, let us put hn = u ⊗ xn for
n ∈ N. We shall now show that (hn) is a σ(E(X),Mξ(X∗, X))-Cauchy
sequence in E(X). In fact, let g ∈ Mξ(X∗, X). Let x′n = xn/a
for n ∈ N. Then |gx′

n
| ≤ ϑ(g) ∈ Mξ ⊂ E′ for n ∈ N, and since

gx′
n
(ω) = g(ω)(x′n), gx′

n
(ω)→v(ω) for some v ∈ Mξ and all ω ∈ Ω.

It follows that (gx′
n
− v) (0)→ 0 in E′. Since u ∈ E ⊂ E′′, we get

ϕu(gx′
n
− v) =

∫
Ω
u(ω)(gx′

n
(ω) − v(ω)) dμ→0. Hence

∫
Ω

〈un(ω)xn, g(ω)〉 dμ = a

∫
Ω

u(ω)gx′
n
(ω) dμ−→a

∫
Ω

u(ω)v(ω) dμ ∈ R.

This means that (hn) is σ(E(X),Mξ(X∗, X))-Cauchy, so there exists
h0 ∈ E(X) such that hn → h0 for σ(E(X),Mξ(X∗, X)). Choose
v0 ∈ M+

ξ such that
∫
Ω
u(ω)v0(ω) dμ = 1. Then v0 ⊗ x∗ ∈ Mξ(X∗)

for x∗ ∈ X, so

x∗(xn) =
∫

Ω

u(ω)v0(ω)x∗(xn) dμ

= Fv0⊗x∗(u⊗ xn)−→Fv0⊗x∗(h0)

=
∫

Ω

〈h0(ω), v0(ω)x∗〉 dμ

=
∫

Ω

x∗(v0(ω)h0(ω)) dμ

= x∗
( ∫

Ω

v0(ω)h0(ω) dμ
)
.

Hence xn→x0 =
∫
Ω
v0(ω)h0(ω) dμ ∈ X for σ(X,X∗), as desired.

(ii)⇒(i). Assume that (ii) holds. In view of Theorem 4.1 ξ is a
Lebesgue topology, so E(X)∗̄

ξ
= E(X)∗̄

ξ,n
= {Fg : g ∈ Mξ(X∗, X)},

see (4.3). Let (fn) be a σ(E(X),Mξ(X∗, X))-Cauchy sequence in
E(X). Then the set {fn : n ∈ N} is conditionally σ(E(X),Mξ(X∗, X))-
compact, so in view of Theorem 4.3 and Theorem 4.4 it is also relatively
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σ(E(X),Mξ(X∗, X))-sequentially compact. Hence, one can choose a
subsequence (fkn

) of (fn) and f0 ∈ E(X) such that fkn
→ f0 for

σ(E(X),Mξ(X∗, X)). It follows that fn → f0 for σ(E(X),Mξ(X∗, X)),
as desired.

We know that Ea(ξ) = E whenever ξ has the Lebesgue property, so
as a consequence of Theorem 4.5, we get the following vector-valued
analogue of Theorem 4.2.

Corollary 4.6. Let (E, ξ) be a Hausdorff locally convex-solid func-
tion space with the Lebesgue property, and let X be a Banach space.
Then the following statements are equivalent :

(i) E(X) is σ(E(X), E(X)∗̄
ξ
)-sequentially complete.

(ii) E is σ(E,E∗
ξ )-sequentially complete and X is weakly sequentially

complete.

Now we apply Theorem 4.5 and Corollary 4.6 to two particular cases:
ξ = τ (E,E∼) and ξ = τ (E,E∼

n ).

Recall that an ideal E is said to be perfect whenever E = E′′. Note
that E is σ(E,E∼

n )-sequentially complete if and only if E is perfect,
see Theorem 4.1 and [1, Theorem 9.4].

It is well known that the Mackey topology τ (E,E∼) is locally solid,
see [2]. Let

Ea := {u ∈ E : |u| ≥ un ↓ 0 in E implies ϕ(un) −→ 0 for all ϕ ∈ E∼}.

Since the Mackey topology τ (E(X), E(X)∼) is locally solid and τ (E(X),
E(X)∼) = τ (E,E∼), see [22, Theorem 3.7], [24, proof of Theorem 3.3],
by making use of Theorem 4.1 and Theorem 4.5, we get:

Corollary 4.7. Let E be an ideal of L0 with suppEa = Ω, and let
X be a Banach space. Then the following statements are equivalent :
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(i) E(X) is σ(E(X), E(X)∼)-sequentially complete.

(ii) E∼ = E∼
n , E is perfect and X is weakly sequentially complete.

It is well known that the Mackey topology τ (E,E∼
n ) is the finest Haus-

dorff locally convex-solid topology on E with the Lebesque property,
see [2, 15]. Since (E, τ (E,E∼

n ))∗ = {ϕv : v ∈ E′}, by Proposition 1.2
we get E(X)∗τ(E,E∼

n ) = {Fg : g ∈ E′(X∗, X)} = E(X)∼n . Hence, in
view of Corollary 4.6, we obtain the following:

Corollary 4.8. Let E be an ideal of L0, and let X be a Banach
space. Then the following statements are equivalent :

(i) E(X) is σ(E(X), E(X)∼n )-sequentially complete.

(ii) E is perfect and X is weakly sequentially complete.

5. Semi-reflexivity of vector-valued function spaces. Recall
that a Hausdorff locally convex space (L, ξ) is said to be semi-reflexive if
the natural embedding of L into its bidual is onto. It is well known that
(L, ξ) is semi-reflexive if and only if every σ(L,L∗

ξ)-bounded subset of L
is relatively σ(L,L∗

ξ)-compact, see [31, Chapter 10.2]. In particular, a
Banach space X is reflexive (= semi-reflexive) if and only if it is almost
reflexive and weakly sequentially complete.

The following characterization of semi-reflexivity of function spaces
will be of importance, see [9, Proposition 5.4], [1, Theorem 22.4], [32].

Theorem 5.1. Let (E, ξ) be a Hausdorff locally convex-solid function
space. Then the following statements are equivalent :

(i) (E, ξ) is semi-reflexive.

(ii) ξ is a Lebesgue, Levy topology and β(E∗
ξ , E) is a Lebesgue

topology.

In this section we extend this characterization to the vector-valued
setting. In particular, it is known that if E is a Banach function
space, (over a finite measure space) with an order continuous norm,
then the Köthe-Bochner space E(X) is reflexive if and only if both
Banach spaces E and X are reflexive, [4, Proposition 3.2].
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We will need the following version of the Eberlein-Šmulian theorem
for the locally convex space (E(X), σ(E(X), E(X)∗̄

ξ
)).

Theorem 5.2 (see [25, Theorem 3.2]). Let (E, ξ) be a Hausdorff
locally convex-solid function space with the Lebesgue property, and let X
be a Banach space. Assume that the absolute weak topology |σ|(E,E∗

ξ )
has the σ-Levy property. Then for a subset H of E(X), the following
statements are equivalent :

(i) H is relatively σ(E(X), E(X)∗̄
ξ
)-compact.

(ii) H is relatively σ(E(X), E(X)∗̄
ξ
)-sequentially compact.

Now we are in position to state our main result.

Theorem 5.3. Let (E, ξ) be a Hausdorff locally convex-solid function
space, and let X be a Banach space. Then the following statements are
equivalent :

(i) (E(X), ξ̄) is semi-reflexive.

(ii) X is reflexive and (E, ξ) is semi-reflexive.

Proof. (i)⇒(ii). Assume that (E(X), ξ̄) is semi-reflexive, i.e.,
π(E(X)) = (E(X)∗̄

ξ
)∗β. Then, in view of Theorem 2.4, X is reflex-

ive and ξ is a Lebesgue topology. Let Mξ be an ideal of E′ determined
by ξ, see Proposition 1.2.

To show that (E, ξ) is semi-reflexive, let Z be a σ(E,Mξ)-bounded
subset of E. It is enough to show that Z is relatively σ(E,Mξ)-compact.
Indeed, let (uα) be a net in Z and x0 ∈ SX . Then {u ⊗ x0 : u ∈ Z}
is a σ(E(X),Mξ(X∗, X))-bounded subset of E(X), see the proof of
(ii)⇒(i) in Theorem 3.4, so it is also relatively σ(E(X),Mξ(X∗, X))-
compact. Hence there exist a subnet (uβ) of (uα) and h0 ∈ E(X) such
that uβ ⊗x0→h0 for σ(E(X),Mξ(X∗, X)). Choose x∗0 ∈ SX∗ such that
x∗0 (x0) = 1. Then v ⊗ x∗0 ∈Mξ(X∗, X) for every v ∈Mξ, so

ϕv(uβ) = Fv⊗x∗
0
(uβ ⊗ x0)−→Fv⊗x∗

0
(h0)

=
∫

Ω

〈h0(ω), v(ω)x∗0〉 dμ
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=
∫

Ω

(x∗0 ◦ h0)(ω)v(ω) dμ

= ϕv(x∗0 ◦ h0),

i.e., uβ → x∗0 ◦ h0 ∈ E for σ(E,Mξ), as desired.

(ii)⇒(i). Assume that X is reflexive and (E, ξ) is semi-reflexive,
i.e., ξ is a Lebesgue, Levy topology and β(E∗

ξ , E) has the Lebesgue
property, see Theorem 5.1. By making use of Theorem 3.4, we obtain
that the space (E(X), ξ̄) is almost reflexive. Moreover, by Theorem 4.2
and Corollary 4.6, E(X) is σ(E(X), E(X)∗̄

ξ
)-sequentially complete.

It follows that every σ(E(X), E(X)∗̄
ξ
)-bounded subset H of E(X) is

relatively σ(E(X), E(X)∗̄
ξ
)-sequentially compact. Since |σ|(E,E∗

ξ ) is
a Levy topology, by Theorem 5.2, H is relatively σ(E(X), E(X)∗̄

ξ
)-

compact. This means that (E(X), ξ̄ ) is semi-reflexive.

6. Relative weak compactness of solid hulls in vector-valued
function spaces. Bukhvalov [6, Proposition 5] has showed that if a
Banach function space E is a KB-space and X is a reflexive Banach
space, then the convex-solid hull of every relatively weakly compact
subset of the Köthe-Bochner space E(X) is again relatively weakly
compact. In this section we extend this result to the general setting
whenever (E, ξ) is a Hausdorff locally convex-solid function space and
X is a Banach space.

By S(H) we will denote the solid hull of a set H in E(X), i.e., the
smallest solid set in E(X) containing H. Then S(H) = {f ∈ E(X) :
f̃ ≤ h̃ for some h ∈ H}. It is known that the convex hull of a solid
subset H of E(X) is again solid, see [14, Theorem 1.2].

The following result will be of importance.

Theorem 6.1. Let (E, ξ) be a Hausdorff locally convex-solid function
space with the Lebesgue property, and let X be a Banach space. Then
the following statements are equivalent :

(i) X is almost reflexive.

(ii) The convex solid hull of every conditionally σ(E(X), E(X)∗̄
ξ
)-

compact subset of E(X) is conditionally σ(E(X), E(X)∗̄
ξ
)-compact.
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(iii) The solid hull of every conditionally σ(E(X), E(X)∗̄
ξ
)-compact

subset of E(X) is conditionally σ(E(X), E(X)∗̄
ξ
)-compact.

Proof. (i)⇒(ii). See [6, Corollary 1 of Proposition 4].

(ii)⇒(iii). It is obvious.

(iii)⇒(i). Assume that (iii) holds. It is enough to show that the unit
ball BX is conditionally weakly compact. Indeed, let (xn) be a sequence
in BX , and let u ∈ E+. Then the order interval Du (= S({u ⊗ x0})
for a fixed x0 ∈ SX) is conditionally σ(E(X), E(X)∗̄

ξ
)-compact. Then

hn = u ⊗ xn ∈ Du for n ∈ N, so there exists a σ(E(X), E(X)∗̄
ξ
)-

Cauchy subsequence (hkn
) of (hn). Arguing similarly as in the proof of

implication (iii)⇒(ii) in Theorem 2.4, we obtain that (xkn
) is weakly

Cauchy, as desired.

Now we are in position to state our desired result.

Theorem 6.2. Let (E, ξ) be a Hausdorff locally convex-solid function
space with the Levy property and X a Banach space. Then the following
statements are equivalent :

(i) ξ is a Lebesgue topology and X is reflexive.

(ii) The convex solid hull of every relatively σ(E(X), E(X)∗̄
ξ
)-compact

subset of E(X) is relatively σ(E(X), E(X)∗̄
ξ
)-compact.

(iii) The solid hull of every relatively σ(E(X), E(X)∗̄
ξ
)-compact subset

of E(X) is relatively σ(E(X), E(X)∗̄
ξ
)-compact.

Proof. (i)⇒(ii). Assume that (i) holds, and let H be a relatively
σ(E(X), E(X)∗̄

ξ
)-compact subset of E(X). In view of Theorem 5.2,

H is σ(E(X), E(X)∗̄
ξ
)-sequentially compact, so it is σ(E(X), E(X)∗̄

ξ
)-

conditionally compact. Hence, by Theorem 6.1, conv (S(H)) is also
conditionally σ(E(X), E(X)∗̄

ξ
)-compact. Since the space E(X) is

σ(E(X), E(X)∗̄
ξ
)-sequentially complete, see Corollary 4.6, conv (S(H))

is relatively σ(E(X), E(X)∗̄
ξ
)-sequentially compact. Making use of The-

orem 5.2, we obtain that conv (S(H)) is relatively σ(E(X), E(X)∗̄
ξ
)-

compact, as desired.
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(ii)⇒(iii). It is obvious.

(iii)⇒(i). Assume that (iii) holds. Then for every u ∈ E+ the order
interval Du (=S({u ⊗ x0}) for a fixed x0 ∈ SX) is σ(E(X), E(X)∗̄

ξ
)-

compact. In view of Theorem 2.4 ξ has the Lebesgue property and X
is reflexive.

Now we consider a particular case whenever ξ = τ (E,E∼
n ). Since

(E, τ (E,E∼
n ))∗ = (E, |σ|(E,E∼

n ))∗ = E∼
n , see [1, Theorem 6.6], E is

perfect, i.e., E = E′′, if and only if τ (E,E∼
n ) is a Levy topology, see

[1, Theorem 9.4]. Moreover, E(X)∗τ(E,E∼
n ) = E(X)∼n holds. Thus as an

application of Theorem 6.2 we get:

Corollary 6.3. Let E be a perfect ideal, and let X be a Banach
space. Then the following statements are equivalent :

(i) X is reflexive.

(ii) The convex solid hull of every relatively σ(E(X), E(X)∼n )-
compact subset of E(X) is relatively σ(E(X), E(X)∼n )-compact.

(iii) The solid hull of every relatively σ(E(X), E(X)∼n )-compact sub-
set of E(X) is relatively σ(E(X), E(X)∼n )-compact.
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28. G. Pisier, Une propriété de stabilité de la classe des espaces ne contenent �1,
C.R. Acad. Sci. Paris 284 (1978), 747 749.



PROPERTIES OF VECTOR-VALUED FUNCTION SPACES 945

29. H. Rosenthal, A characterization of Banach spaces containing �1, Proc. Nat.
Acad. Sci. USA 71 (1974), 2411 2413.

30. M. Talagrand, Weak Cauchy sequences in L1(X), Amer. Math. J. 106 (1984),
703 724.

31. A. Wilansky, Modern methods in topological vector spaces, McGraw-Hill, New
York, 1978.

32. Y.C. Wong, Reflexivity of locally convex Riesz spaces, J. London Math. Soc.
1 (1969), 725 732.

33. A.C. Zaanen, Riesz spaces II, North-Holland, Amsterdam, 1983.

Faculty of Mathematics, Computer Science and Econometrics, Univer-
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