
ROCKY MOUNTAIN
JOURNAL OF MATHEMATICS
Volume 34, Number 3, Fall 2004

A SPECTRAL TRANSFORM FOR
THE MATRIX HILL’S EQUATION

ROBERT CARLSON

ABSTRACT. The mapping from the K×K coefficient Q(x)
of a matrix Hill’s equation

−Y ′′ + Q(x)Y = λY, Q(x + 1) = Q(x),

Y (x) ∈ CK , Q(x) ∈ MK ,

to the Floquet matrix may be considered a type of spectral
transform. For matrix functions Q with square integrable
components the range of the transform is described with the
aid of the Paley-Wiener Hilbert spaces of entire functions.
Local diffeomorphism results describe the auxiliary data that
may be added to the spectrum to provide local ‘spectral’
coordinates for the space of coefficients. Some applications
to conventional inverse spectral problems are provided.

1. Introduction. We consider the matrix Hill’s equation,

(1)
−Y ′′ + Q(x)Y = λY, Q(x + 1) = Q(x),

Y (x) ∈ CK , Q(x) ∈ MK .

The function Q(x) is K × K matrix-valued, with square integrable
complex entries Qjk(x) ∈ L2[0, 1]. Initially no symmetry assumptions
are made on Q(x).

For each λ ∈ C Hill’s equation (1) has a 2K-dimensional space of
solutions. Translation by the period 1 acts linearly on this space.
The standard basis of solutions is given by the columns of the K × K
matrices C(x, λ), S(x, λ), which are matrix solutions of (1) satisfying
the initial conditions

(2)
C(0, λ) = IK , S(0, λ) = 0K ,

C ′(0, λ) = 0K , S′(0, λ) = IK .
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The Floquet matrix

Ψ1(λ) =
(

C(1, λ) S(1, λ)
C ′(1, λ) S′(1, λ)

)

represents translation by 1 with respect to the standard basis. We
define the Floquet transform to be the mapping F (Q) from Q(x) to
the entire function Ψ1(λ). A major goal of this work is to describe the
range and mapping properties of the Floquet transform for Q ∈ L2.

The Floquet matrix carries considerable spectral data, including the
periodic, Dirichlet and Neumann eigenvalues. Using techniques of
Levinson the author has recently shown [6] that Q(x) ∈ L1 is uniquely
determined by the matrix functions C(1, λ) and S(1, λ) so that the
Floquet matrix contains enough ‘auxiliary data’ for uniquely solvable
inverse spectral problems. Inverse problems for the Floquet transform
are also related to spectrum preserving evolution equations such as the
matrix Kd V equation

Qt = −(1/4)Q′′′ + (3/4)QQ′ + (3/4)Q′Q,

which may be expressed in the Lax form dL/dt = [L, A]. The paper
[31] treats this and other equations of Lax type with a matrix operator
L = −D2 + Q via scattering theory.

There is a vast literature on the spectral theory of second order ordi-
nary differential operators with scalar-valued coefficients, and inverse
problems for the classical Hill’s equation have been thoroughly analyzed
[11, 13, 20 22, 30]. A recent review with many additional references
is [18]. Inverse spectral problems are treated systematically from the
Hilbert space viewpoint in [24]. Extensions of the earlier Hill’s equa-
tion work to scalar potentials in L2[0, 1] were considered in [12, 16,
25].

The literature is much thinner in the case of matrix coefficients.
An inverse scattering problem for the matrix Schrodinger equation
was treated long ago [1]; a more current discussion is in [7, p. 370].
Inverse Sturm-Liouville problems are attacked in [15]. Very little of
the inverse spectral theory for the matrix Hill’s equation has been
developed. Spectral theoretic characterizations of the very restricted
classes of operators have been considered in [2, 10, 14]. The author
has treated compactness of isospectral sets [5] and trace formulas [3,
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4]. The basic problem of describing the set of matrix potentials with
the same set of Floquet multipliers is wide open.

With its novel emphasis on the mapping properties of the Floquet
transform F (Q), this work presents results which appear new even
in the scalar case. Section 2 reviews basic estimates for solutions
of (1) and begins to treat the analyticity of F (Q) as a function of
Q ∈ L2([0, 1], MK). The gross behavior of Ψ1(λ, Q) is determined by
Q0 =

∫ 1

0
Q(x) dx, and the most interesting mapping properties of the

Floquet transform arise when the differences Ψ1(λ, Q)−Ψ1(λ, Q0) are
considered.

Section 3 examines the sampled differences

Ψ1(n2π2, Q) − Ψ1(n2π2, Q0), n = 1, 2, 3, . . . .

Write Q(x) = Q0 + P (x). After fixing Q0 and performing some
rescalings, these sampled differences lead to an analytic map from P ∈
L2([0, 1], MK) to a matrix-valued sequence space l2(M2K). Focusing
on the upper K ×K blocks of Ψ1, the normalized sequences of Floquet
matrix samples

nπ[C(1, n2π2, Q0 + P ) − C(1, n2π2, Q0)],
n2π2[S(1, n2π2, Q0 + P ) − S(1, n2π2, Q0)],

provide a local diffeomorphism from the potentials Q0 +P near 0K and
sequences near 0 in l2(MK×2K). This result establishes that certain
inverse problems for Floquet matrices are locally well posed.

Section 4 enriches the results considerably by recognizing that the
samples discussed above come from functions in one of the Paley-
Wiener Hilbert spaces of entire functions. The local diffeomorphism
results established for sample sequences extend to local diffeomorphism
results with range in the Paley-Wiener space. Applications of the
Paley-Wiener space techniques are provided in Section 5. Several
results show that only a small set of matrix Hill’s equations can have
the spectral data of a scalar equation.

2. Preliminaries. Some notational conventions are considered first.
For λ ∈ C let ω =

√
λ, where the square root is chosen continuously

for −π < arg(λ) ≤ π and positive for λ > 0 unless otherwise noted.
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Denote by �ω the imaginary part of ω. A vector Y ∈ CK is given by
the Euclidean norm

|Y | =
[ K∑

k=1

|yk|2
]1/2

, Y =

⎛
⎜⎝

y1
...

yK

⎞
⎟⎠ ,

while a K × K matrix Q is given by the operator norm

‖Q‖ = sup
|Y |=1

|QY |.

MK denotes the set of K × K matrices with complex entries, and the
K × K identity and zero matrices are IK and 0K respectively.

2.1 Basic estimates. Here is a version of Gronwall’s inequality
suited to our needs.

Lemma 2.1. Assume that v(t), u(t), and c(t) are real valued non-
negative functions on an interval [a, b]. Suppose that v(t) is continuous,
u(t) is integrable, and c(t) is nondecreasing. If

v(t) ≤ c(t) +
∫ t

a

u(s)v(s) ds, a ≤ t ≤ b,

then

v(t) ≤ c(t) exp
( ∫ t

a

u(s) ds

)
, a ≤ t ≤ b.

Proof. The proof is standard [8, p. 241] if u(t) is continuous and
c(t) is constant. The standard result may be extended easily to the
case when u(t) is merely integrable by approximating u in L1 by
nonnegative continuous functions. Finally, if a ≤ t0 ≤ b, then since
c(t) is nondecreasing,

v(t) ≤ c(t0) +
∫ t

a

u(s)v(s) ds, a ≤ t ≤ t0.
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Apply the standard inequality at t = t0 to get

v(t0) ≤ c(t0) exp
( ∫ t0

a

u(s) ds

)
.

Estimates for solutions of (1) may be established using standard
techniques. The model equation −Y ′′ = λY has a basis of 2K solutions
which are the columns of the K × K diagonal matrix-valued functions
cos(ωx)IK , ω−1 sin(ωx)IK . Using the variation of parameters formula,
a solution of (1) satisfying Y (0, λ) = α, Y ′(0, λ) = β, with α, β ∈ CK ,
will satisfy the integral equation

(3)
Y (x, λ) = cos(ωx)α + ω−1 sin(ωx)β

+ ω−1

∫ x

0

sin(ω[x − t])Q(t)Y (t, λ) dt.

Differentiation with respect to x gives

(4) Y ′(x, λ) = −ω sin(ωx)α+cos(ωx)β+
∫ x

0

cos(ω[x−t])Q(t)Y (t, λ) dt.

Start with the elementary estimates

| sin(ωx)| ≤ e|�ω|x, | cos(ωx)| ≤ e|�ω|x,

|ω−1 sin(ωx)| =
∣∣∣∣
∫ x

0

cos(ωt) dt

∣∣∣∣ ≤ xe|�ω|x.

In case β = 0 and 0 ≤ x ≤ 1, the integral equation (3) gives

|e−|�ω|xY (x, λ)| ≤ |α| +
∫ x

0

‖Q(t)‖|e−|�ω|tY (t, λ)| dt.

By Gronwall’s inequality

|e−|�ω|xY (x, λ)| ≤ |α| exp
( ∫ x

0

‖Q(t)‖ dt

)
.
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Thus (3) implies that

|Y (x, λ)−cos(ωx)α| ≤ |α||ω−1|e|�ω|x
∫ x

0

‖Q(t)‖ exp
(∫ t

0

‖Q(s)‖ ds

)
dt

= |α||ω−1|e|�ω|x
[

exp
( ∫ x

0

‖Q(t)‖ dt

)
− 1

]
.

A similar inequality holds when α = 0 and (4) leads to inequalities
for |Y ′|. These estimates are summarized in the first lemma [24, p. 13].

Lemma 2.2. Suppose that Y (x, λ) satisfies (1) for 0 ≤ x ≤ 1. Let

C1(Q, x) = exp
(∫ x

0

‖Q(t)‖ dt

)
− 1.

If Y (0, λ) = α, Y ′(0, λ) = 0, then

|Y (x, λ) − cos(ωx)α| ≤ |α||ω−1|e|�ω|xC1(Q, x),

|Y ′(x, λ) + ω sin(ωx)α| ≤ |α|e|�ω|xC1(Q, x).

Similarly, if Y (0, λ) = 0, Y ′(0, λ) = β, then

|Y (x, λ) − ω−1 sin(ωx)β| ≤ |β||ω−2|e|�ω|xC1(Q, x),

|Y ′(x, λ) − cos(ωx)β| ≤ |β||ω−1|e|�ω|xC1(Q, x).

The following result [24, p. 13] expresses these inequalities for the
matrix functions C(x, λ) and S(x, λ).

Lemma 2.3. Let

C2(Q, x) = K1/2

[
exp

( ∫ x

0

‖Q(t)‖ dt

)
− 1

]
.

For 0 ≤ x ≤ 1, the K ×K matrix solutions C(x, λ) and S(x, λ) satisfy

‖C(x, λ) − cos(ωx)Ik‖ ≤ |ω−1|e|�ω|xC2(Q, x),

‖C ′(x, λ) + ω sin(ωx)IK‖ ≤ e|�ω|xC2(Q, x),

‖S(x, λ) − ω−1 sin(ωx)IK‖ ≤ |ω−2|e|�ω|xC2(Q, x),

‖S′(x, λ) − cos(ωx)IK‖ ≤ |ω−1|e|�ω|xC2(Q, x).
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2.2 Analytic dependence on the potential. Introduce the matrix

Ψ1(x, λ, Q) =
(

C(x, λ) S(x, λ)
C ′(x, λ) S′(x, λ)

)
.

The conversion of (1) to a first order system gives

Y′ = A(x, λ)Y, A(x, λ) =
(

0K IK

Q(x) − λIK 0K

)
,

and Ψ1(x, λ, Q) is the 2K × 2K matrix solution satisfying
Y(0, λ) = I2K .

Estimates for the matrix function Ψ−1
1 (x, λ) are also needed. A

straightforward computation [9, p. 70] shows that

(Ψ∗−1
1 )′ = −A∗Ψ∗−1

1 =
(

0K λ̄IK − Q∗

−IK 0K

)
Ψ∗−1

1 .

The system Z′ = −A∗Z is satisfied by

Z =
(

Y ′

−Y

)

if
−Y ′′ + Q∗Y = λ̄Y.

Since Ψ∗−1
1 (0, λ) = I2K ,

(5) Ψ−1
1 (x, λ) =

(
(S∗)′(x, λ̄, Q∗) −S∗(x, λ̄, Q∗)
−(C∗)′(x, λ̄, Q∗) C∗(x, λ̄, Q∗)

)
.

Estimates for Ψ−1
1 may now be obtained directly from Lemma 2.3.

The form of Ψ−1
1 may also be developed using the matrix Wronskian

identities.

Lemma 2.4. The following estimate holds

‖Ψ−1
1 (x, λ, Q)[Ψ1(x, λ, P ) − Ψ1(x, λ, Q)]‖

≤ K(x) exp
( ∫ x

0

‖Ψ−1
1 (t, λ, Q)‖

∥∥∥
(

0K 0K

P (t)−Q(t) 0K

)∥∥∥‖Ψ1(t, λ, Q)]‖ dt
)
,
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where
K(x) = C1

∫ x

0

e2|�ω|t‖P (t) − Q(t)‖ dt.

The value of C1 is bounded on sets of potentials P, Q such that
∫ x

0

‖Q(t)‖ dt,

∫ x

0

‖P (t)‖ dt,

are uniformly bounded.

Proof. To relate Ψ1(x, λ, P ) to Ψ1(x, λ, Q), write the first order
system corresponding to (1) with potential P (x) as

Y′ =
(

0K IK

Q(x) − λ 0K

)
Y +

(
0K 0K

P (x) − Q(x) 0K

)
Y,

Y(0, λ) = I2K .

Treating this equation as a nonhomogeneous version of the system
satisfied by Ψ1(x, λ, Q), the variation of parameters formula [9, p. 74],
gives

(6) Ψ1(x, λ, P ) = Ψ1(x, λ, Q) + Ψ1(x, λ, Q)

×
∫ x

0

Ψ−1
1 (t, λ, Q)

(
0K 0K

P (t)−Q(t) 0K

)
Ψ1(t, λ, P ) dt.

This may be rewritten as
(7)

Ψ1(x, λ, P )−Ψ1(x, λ, Q)=Ψ1(x, λ, Q)
∫ x

0

Ψ−1
1 (t, λ, Q)

(
0K 0K

P (t)−Q(t) 0K

)

×Ψ1(t, λ, Q) dt + Ψ1(x, λ, Q)

×
∫ x

0

Ψ−1
1 (t, λ, Q)

(
0K 0K

P (t)−Q(t) 0K

)
[Ψ1(t, λ, P )−Ψ1(t, λ, Q)] dt.

After some simple algebra, take norms to get

(8)

‖Ψ−1
1 (x, λ, Q)[Ψ1(x, λ, P ) − Ψ1(x, λ, Q)]‖

≤ K1(x) +
∫ x

0

‖Ψ−1
1 (t, λ, Q)‖

∥∥∥
(

0K 0K

P (t)−Q(t) 0K

) ∥∥∥
×‖Ψ1(t, λ, Q)‖‖Ψ−1

1 (t, λ, Q)[Ψ1(t, λ, P ) − Ψ1(t, λ, Q)]‖ dt,
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where

K1(x) =
∥∥∥

∫ x

0

Ψ−1
1 (t, λ, Q)

(
0K 0K

P (t) − Q(t) 0K

)
Ψ1(t, λ, Q) dt

∥∥∥.

Now (5) and Lemma 2.3 imply that there is a C1 which is bounded if∫ x

0

‖Q(t)‖ dt,

∫ x

0

‖P (t)‖ dt,

are uniformly bounded such that

K1(x) ≤ K(x) = C1

∫ x

0

e2|�ω|t‖P (t) − Q(t)‖ dt.

Replace K1(x) with K(x) in (8). Since K(x) is nonnegative and
increasing, Gronwall’s inequality gives the desired estimate.

The next result concerns the analyticity of the function taking ma-
trix potentials Q(x) to the solution matrix Ψ1(x, λ, Q). Background
material on the extension of calculus and analyticity to functions on a
Banach space is discussed in [24] and [28]. Denote by L2([0, 1], MK)
the complex Hilbert space of square integrable K × K matrix valued
functions on the unit interval, for which the norm is given by

‖Q‖2 =
[ K∑

j,k=1

∫ 1

0

|Qjk(x)|2
]1/2

.

Suppose that U ⊂ C is compact. For each Q ∈ L2([0, 1], MK) the
function Ψ1(x, λ, Q) is in C([0, 1] × U, M2K), the continuous 2K × 2K
matrix valued functions on [0, 1] × U with the norm

‖Ψ1(x, λ)‖U = sup
(x,λ)∈[0,1]×U

‖Ψ1(x, λ)‖.

Theorem 2.5. Suppose that U ⊂ C is compact. The function Q →
Ψ1(x, λ, Q) is analytic from L2([0, 1], MK) to C([0, 1] × U, M2K). The
derivative at Q is the bounded linear map taking H ∈ L2([0, 1], MK) to

(∂QΨ1)H = Ψ1(x, λ, Q)
∫ x

0

Ψ−1
1 (t, λ, Q)

(
0K 0K

H 0K

)
Ψ1(t, λ, Q) dt.
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Proof. We have to show that Ψ1(x, λ, Q) is continuously differentiable
with respect to Q. The main computation is (7), and the remaining
point to check is the estimate for the last term. Lemma 2.4 and the
Cauchy-Schwarz inequality show that

‖Ψ1(x, λ, P ) − Ψ1(x, λ, Q)‖ = O(‖P − Q‖2),

with estimates holding uniformly for (x, λ) ∈ [0, 1] × U and P, Q in an
L2 bounded set. This shows that the last term in (7) is (‖P − Q‖2

2),
giving the differentiability and the formula for the derivative, which is
continuous in Q by the estimates of Lemma 2.4.

3. A local diffeomorphism of Hilbert spaces. In this section
we begin to consider the recovery of Q(x) from its Floquet matrix
The essential idea is that data from the Floquet matrix can be used
to compute mild perturbations of the Fourier coefficents for Q. The
inverse function theorem is applied to recover the Fourier coefficients
themselves.

It will be advantageous to rewrite (1) in the form

(9) −Y ′′ + Q0Y + P (x)Y = λY,

∫ 1

0

P (x) dx = 0,

and to assume that

Q0 =
∫ 1

0

Q(x) dx

is a diagonal matrix Q0 = diag [q1, . . . , qk]. In case Q0 is similar to a
diagonal matrix a simple change of basis achieves this form.

If Ω(λ, Q0) denotes the K × K diagonal matrix

Ω = diag
[√

λ − q1 , . . . ,
√

λ − qK

]
,

then

cos(Ωt) = diag
[
cos(

√
λ − q1 t) , . . . , cos(

√
λ − qK t)

]
,

sin(Ωt) = diag
[
sin(

√
λ − q1 t) , . . . , sin(

√
λ − qK t)

]
.
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Define the matrix function

Ψ0(t, λ) = Ψ1(t, λ, Q0) =
(

cos(Ωt) Ω−1 sin(Ωt)
−Ω sin(Ωt) cos(Ωt)

)
.

This is an analytic function of λ and Q0.

Lemma 2.3 provides estimates for the Floquet matrix

Ψ1(1, λ, Q0 + P ) =
(

C(1, λ) S(1, λ)
C ′(1, λ) S′(1, λ)

)
.

These estimates may be refined if λ is near n2π2.

Lemma 3.1. Suppose that for positive integers n we have λ =
n2π2 + O(1). The following estimates hold uniformly if

∫ 1

0
‖Q(t)‖ dt

is bounded.

(10)

C(1, λ) = cos(Ω) − (−1)n2−1n−1

∫ 1

0

sin(2nπt)Q(t) dt + O(n−2),

C ′(1, λ) = −Ω sin(Ω) + (−1)n2−1

∫ 1

0

cos(2nπt)Q(t) dt + O(n−1),

S(1, λ) = Ω−1 sin(Ω) + (−1)n2−1n−2

∫ 1

0

cos(2nπt)Q(t) dt + O(n−3),

S′(1, λ) = cos(Ω) + (−1)n2−1n−1

∫ 1

0

sin(2nπt)Q(t) dt + O(n−2).

Proof. The argument for C(1, λ) is typical. Using (3) we obtain

(11)
C(1, λ) = cos(ω)IK + ω−1

∫ 1

0

sin(ω[1 − t])Q(t) cos(ωt) dt

+ ω−1

∫ 1

0

sin(ω[1 − t])Q(t)[C(t, λ)− cos(ωt)IK ] dt.

The estimates of Lemma 2.3 give
∥∥∥ω−1

∫ 1

0

sin(ω[1 − t])Q(t)[C(t, λ)− cos(ωt)IK ] dt
∥∥∥

≤ C2|ω−2|e|�ω|
∫ 1

0

‖Q(t)‖ dt.
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Let

‖Q‖1 =
∫ 1

0

‖Q(t)‖ dt.

Since

ex − 1 =
∫ x

0

et dt,

there is a constant C3 such that

C2 ≤ K1/2

∫ ‖Q‖1

0

et dt ≤ C3‖Q‖1

as long as ‖Q‖1 is bounded.

Letting εn = λ − n2π2, Taylor expansions give

ω = nπ

[
1 +

εn

n2π2

]1/2

= nπ + O(n−1),

and √
λ − qk = ω[1 − qk/λ]1/2 = ω + O(ω−1).

We have

sin(ω[1 − t]) cos(ωt) = 2−1[sin(ω[1 − 2t]) + sin(ω)],

and sin(ω) = O(n−1), so that

(12)
C(1, λ) = cos(ω) + ω−12−1

∫ 1

0

sin(ω[1 − 2t])Q(t) dt

+ Q0O(n−2) + O(‖Q‖2
1ω

−2e|�ω|).

Note that Q0 is bounded by a constant times ‖Q‖1.

The remaining simplifications are also elementary. The trigonometric
identities

sin(a + b) = sin(a) cos(b) + cos(a) sin(b),
cos(a + b) = cos(a) cos(b) − sin(a) sin(b),
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give

sin(ω[1 − 2t]) = sin([nπ + O(n−1)][1 − 2t])
= (−1)n+1 sin(2nπt) + O(n−1).

Since

sin(
√

λ − qk)O(n−1) = sin(nπ + O(n−1))O(n−1) = O(n−2),

we also get
cos(ω) = cos(

√
λ − qk) + O(n−2),

achieving the desired result.

Writing Ψ1(n2π2, Q0 + P ) for Ψ1(1, n2π2, Q0 + P ), we define a se-
quence of 2K × 2K complex matrices for nonnegative integers n

F1(n, Q) =
(

nπIK 0K

0K IK

)
[Ψ1(n2π2, Q0 + P ) − Ψ0(n2π2)]

×
(

IK 0K

0K nπIK

)
.

Denote by l2(M2K) the Hilbert space of sequences of 2K × 2K
complex matrices An with inner product

〈{An}, {Bn}〉 =
∞∑

n=0

tr (B∗
n, An).

Also introduce the subspace L2
0([0, 1], MK) of L2([0, 1], MK) consisting

of those functions Q(x) satisfying
∫ 1

0
Q = 0.

Theorem 3.2. Suppose Q0 = diag [q1, . . . , qK ] is fixed. The map

F1 : P −→ {F1(n, Q0 + P )}, n ≥ 0,

takes L2
0([0, 1], MK) to l2(M2K) and is analytic. For H ∈ L2

0([0, 1], MK)
the derivative with respect to P has the form

(∂P F1)H =
1
2

∫ 1

0

(− sin(2nπt)H(t) cos(2nπt)H(t)
cos(2nπt)H(t) sin(2nπt)H(t)

)
dt

+ K(Q0 + P )H,
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where K(Q0 + P ) is a Hilbert-Schmidt operator. The operator K(Q0)
is an analytic function of Q0 and K(0) = 0.

Proof. Lemma 3.1 shows that the sequence is in l2(M2K) since the
blocks of F1(n, Q) are the sum of ±1/2 times the Fourier sine or cosine
coefficients of Q plus terms from a square summable sequence.

Theorem 2.5 shows that the component maps F1(n, Q) are analytic
from P ∈ L2 to M2K . By [24, p. 138] the map F1 is analytic if it is
locally bounded, but this follows from Lemma 3.1.

Since Ψ0(n2π2) depends only on Q0, the component calculations
from Theorem 2.5 are simply restricted to H ∈ L2

0([0, 1], MK). These
calculations give

∂P F1(n, Q)H =
(

nπIK 0K

0K IK

)
Ψ1(1, n2π2, Q)

×
∫ 1

0

Ψ−1
1 (t, n2π2, Q)

(
0K 0K

H 0K

)

× Ψ1(t, n2π2, Q) dt

(
IK 0K

0K nπIK

)
.

Lemma 2.3 gives

Ψ1(t, n2π2, Q)=
(

cos(nπt)IK+O(n−1) (nπ)−1 sin(nπt)IK +O(n−2)
−nπ sin(nπt)IK +O(1) cos(nπt)IK+O(n−1)

)

and (5) gives

Ψ−1
1 (t, n2π2, Q)

=
(

cos(ωt)IK + O(n−1) −(nπ)−1 sin(nπt)IK + O(n−2)
nπ sin(nπt)IK + O(1) cos(nπt)IK + O(n−1)

)
.

Thus, for n ≥ 1,

∂P F1(n, Q)H =
(

nπIK 0K

0K IK

)

×
∫ 1

0

(−(nπ)−1 sin(nπt) cos(nπt)H− (nπ)−2 sin2(nπt)H
cos2(nπt)H(nπ)−1 sin(nπt) cos(nπt)H

)
dt
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×
(

IK 0K

0K nπIK

)
+ O(n−1)

=
1
2

∫ 1

0

(− sin(2nπt)H cos(2nπt)H
cos(2nπt)H sin(2nπt)H

)
dt + O(n−1).

The upshot is that the derivative of F1 takes H to the sequence of
(matrix) inner products with functions which are (up to sign) square
summable perturbations of the orthonormal trig function basis

cos(2nπt)Ik, sin(2nπt)Ik.

By [24, p. 163] this map ∂P F1 is a Hilbert-Schmidt perturbation
K(Q0 + P ) of the map to Fourier coefficients, as claimed. One checks
easily that K(0) = 0, while the analyticity of K(Q0) follows by
recomputing ∂P F1(n, Q0)H and then using elementary estimates.

It is proven in [6] that Q is uniquely determined by the matrix
functions C(1, λ, Q) and S(1, λ, Q). Let l2(MK×2K) denote the square
summable sequences of K × 2K complex matrices [An, Bn] for n =
1, 2, 3, . . . . We have an immediate corollary of Theorem 3.2 and the
inverse function theorem [24, p. 142].

Corollary 3.3. Suppose Q0 = diag [q1, . . . , qK ] is fixed and suf-
ficiently close to 0K . Then the map taking P ∈ L2

0([0, 1], MK) to
l2(MK×2K) defined by

An = nπ[C(1, n2π2, Q0 + P ) − C(1, n2π2, Q0)],
Bn = n2π2[S(1, n2π2, Q0 + P ) − S(1, n2π2, Q0)],

is an analytic diffeomorphism between the potentials P near 0 and
sequences near 0.

One may show that the map of Corollary 3.3 is generically a local
diffeomorphism by using the analytic Fredholm theorem [26, p. 201].

4. The Paley-Wiener space. Although Corollary 3.3 provides
some information about the well-posedness of recovering Q from its
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Floquet matrix, it sheds little direct light on which spectra are re-
alizable for various boundary conditions, how to supplement discrete
spectral data to (locally) uniquely determine Q, or how to characterize
the matrix functions Ψ1(λ) which are Floquet matrices for Hill’s oper-
ators. These questions can be better addressed by understanding more
about the functions Ψ1(λ) and in particular their relationship with the
Paley-Wiener Hilbert spaces of entire functions.

First recall Paley and Wiener’s well known [23, p. 13], [27, p. 370]
characterization of the range of the Fourier transform on L2[−A, A].

A function G(z) is the analytic continuation of the Fourier transform
of a function g ∈ L2[−A, A] for A > 0,

G(z) =
∫ A

−A

g(t)eit(x+iy) dt, z = x + iy,

if and only if G(z) is an entire function satisfying
∫ ∞

−∞
|G(x)|2 dx < ∞,

and
|G(z)| ≤ CeA|z|.

This theorem will extend to the matrix valued entire functions; it will
be convenient to interpret |G(z)| as the matrix norm

|G(z)|2 = tr (G∗(z)G(z))

in the last inequality, in which case we will say that the matrix function
has exponential type A. For our purposes the Fourier transforms of
K × K matrix functions g ∈ L2([−1, 1], MK) are most important.
Denote by PW this Hilbert space of functions with

‖G(ω)‖2
P =

1
π

∫ ∞

−∞
|G(ω)|2 dω.

Since Ψ1(1, λ, Q) is an entire function of λ, Ψ1(1, ω2, Q) is an entire
function of ω. Again abbreviating Ψ1(1, ω2, Q) by Ψ1(ω2, Q), define
the entire function

F0(ω, Q) = Ψ1(ω2, Q) − Ψ0(ω2).
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We will suppress the Q and write F0(ω) for F0(ω, Q) when confusion is
unlikely. Since the matrix norms satisfy c1|G(z)| ≤ ‖G(z)‖ ≤ c2|G(z)|
for some positive constants c1, c2, Lemma 2.3 gives blockwise estimates

Ψ1(ω2, Q) − Ψ0(ω2) =
(

O(ω−1e|�ω|) O(ω−2e|�ω|)
O(e|�ω|) O(ω−1e|�ω|)

)

with respect to either matrix norm. Break the 2K×2K function F0(ω)
into K × K blocks

F0(ω) =
(

f11(ω) f12(ω)
f21(ω) f22(ω)

)
,

and it follows that F0(ω) has exponential type 1 as a function of ω.
The entire matrix functions f11(ω), f22(ω) and ωf12(ω) are square
integrable over the real axis. A modification

f̃21(ω) =
[
f21(ω) − f21(0)

sin(ω)
ω

] /
ω

of f21(ω) will also be entire of type 1 and square integrable over the
real axis.

Functions G(ω) ∈ PW have an important characterization in terms
of sampling [19, p. 150].

Each entire function G(ω) ∈ PW admits the representation

(13) G(ω) =
∞∑

j=−∞
Aj

sin(ω)
ω − jπ

,

where
Aj = (−1)jG(jπ),

and
1
π

∫ ∞

−∞
|G(ω)|2 dω =

∞∑
j=−∞

|G(jπ)|2.

The functions {sin(ω)/(ω − jπ)} form an orthonormal basis for PW,
so (13) describes a diffeomorphism of PW and l2(MK).
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Theorem 3.2 already establishes that the samples f11(nπ) grow more
slowly than samples of the general element of PW . Let PW1 denote
the set of functions G(ω) ∈ PW satisfying

∞∑
j=−∞

(jπ)2|G(jπ)|2 < ∞.

We can make PW1 into a Hilbert space with the inner product

〈G(ω), H(ω)〉 = traceH∗(0)G(0) +
∞∑

j=−∞
(jπ)2H∗(jπ)G(jπ).

Let PW0
1 be the subspace of PW1 consisting of functions vanishing

at 0.

Theorem 4.1. Suppose that Q0 is fixed. The map

P −→ f11(ω) + iωf12(ω)

takes L2
0([0, 1], MK) into the Paley-Wiener space PW1. If Q0 is suffi-

ciently close to 0K , the map

P −→ f11(ω) − f11(0)
sin(ω)

ω
+ iωf12(ω)

is an analytic diffeomorphism from a neighborhood of 0 ∈ L2
0([0, 1], MK)

to a neighborhood of 0 in PW0
1 .

Proof. The function f11(ω) + iωf12(ω) is in PW1 by the estimates of
Lemma 2.3 and Lemma 3.1. Let

g(ω) = f11(ω) − f11(0)
sin(ω)

ω
+ iωf12(ω).

Subtraction of f11(0) sin(ω)/ω projects f11(ω) + iωf12(ω) into PW0
1 .

Since the evaluations nπg(nπ) are generalized Fourier coefficients for
g(ω) with respect to the orthonormal basis

(−1)n sin(ω)
nπ(ω − nπ)

, n = 1, 2, 3, . . .
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for PW0
1 , the arguments of Theorem 3.2 apply to show that the map

is analytic and the derivative at Q = 0 is the linear map

H ∈ L2
0 −→

∞∑
n=1

[
− 1

2

∫ 1

0

H(x) sin(2πnx) dx

+
i

2

∫ 1

0

H(x) cos(2πnx) dx

]
(−1)n sin(ω)
nπ(ω − nπ)

.

This map is a linear diffeomorphism from L2
0([0, 1], MK) to PW0

1 , so
applying the inverse function theorem completes the proof.

The functions

f11(ω) = C(1, λ) − cos(Ω), f12(ω) = S(1, λ) − Ω−1 sin(Ω)

are entire functions of λ = ω2, so are even functions of ω. It follows
that ωf12(ω) is an odd function of ω. We consider the cases Q even,
when the periodic extension of Q to the line satisfies Q(x) = Q(−x)
and Q odd, when Q(x) = −Q(−x). In terms of their values on the
unit interval, a periodic function Q is even if Q(x) = Q(1−x) and odd
if −Q(x) = Q(1 − x). The symmetry just noted above for f11(ω) and
ωf12(ω) means that we may consider the maps from even functions Q
to odd functions ωf12(ω), or from odd functions Q to even functions
f11(ω) in PW1. The argument of the previous theorem now extends to
give the following result.

Theorem 4.2. Fix Q0. The map

P −→ ωf12(ω)

takes even P (x) ∈ L2
0([0, 1], MK) to odd functions in PW1. If Q0

is sufficiently close to 0K , this map is an analytic diffeomorphism
from a neighborhood of 0 in the even functions in L2

0([0, 1], MK) to
a neighborhood of 0 in the odd functions in PW0

1 .

The map
P −→ f11(ω)
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takes odd P (x) ∈ L2
0([0, 1], MK) to even functions in PW1. If Q0 is

sufficiently close to 0K , the image of ∂P f11 acting on odd functions P
has codimension K2 in the space of even functions, and the map

P −→ f11(ω) − f11(0)
sin(ω)

ω

is an analytic diffeomorphism from a neighborhood of 0 in the odd
functions in L2

0([0, 1], MK) to a neighborhood of 0 in the even functions
in PW0

1 .

5. Applications. With a few notable exceptions [2, 5, 10, 14,
29], it appears that very little is known about the set of K ×K matrix
potentials Q(x) with a given set of spectral data when K > 1. Here we
apply the results of the previous section to show that isospectral sets
are small if the spectral data is ‘similar to’ the data of a scalar problem
and the potential is near 0K . Conditions on the Floquet multipliers
are considered first, followed by results on Dirichlet eigenvalues for
even matrix potentials.

5.1 Periodic problems. The complex number λ is a periodic
or anti-periodic eigenvalue for (1), or equivalently there are Floquet
multipliers ±1 at λ ∈ C if and only if

det [Ψ1(λ) ∓ I2K ] = 0.

In the simple case Q = 0 the periodic eigenvalues are λ = 0 with
multiplicity K and λ = (2nπ)2 with multiplicity 2K for n = 1, 2, 3, . . . ,
while the anti-periodic eigenvalues are λ = ([2n−1]π)2 with multiplicity
2K. The estimates of Lemma 3.1 may be used to show that, if ‖Q‖2

is sufficiently small, then the roots of the entire functions det [Ψ1(λ)∓
I2K ], counted with multiplicity, will remain inside disks Dn of radius 1
centered at n2π2. Moreover, the dimensions of the generalized periodic
and anti-periodic eigenspaces within the disks Dn will not change. (See
[4, pp. 221 222] for a related argument, and particularly [17, p. 379].)

We single out a class of potentials Q with highly degenerate periodic
and anti-periodic eigenvalues. Say that Q satisfies condition Cg if the
Floquet matrix is (−1)nI2K at λn ∈ Dn for n > g. In the scalar case
when q(x) is a real-valued function, the condition Cg implies that q(x)
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is a finite gap potential. Moreover, inside any ball ‖q‖2 < ε there are
scalar potentials satisfying Cg with exactly g gaps [13], which lie in
D1, . . . , Dg.

Suppose that p1(x), . . . , pK(x) are g-gap scalar potentials with the
same spectrum, small norm, and gaps in D1, . . . , Dg. Then the
operator −D2 + diag [p1, . . . , pK ] will satisfy the condition Cg. Other
examples with the same spectral properties are obtained by conjugating
with a constant invertible matrix.

Theorem 5.1. Suppose that Q0 is fixed and for n > g the sequence
λn = n2π2 + µn satisfies

∑
n>g |µn|2 < ε for a sufficiently small ε > 0.

Then the set of potentials Q(x) = Q0 + P (x) with ‖Q‖2 sufficiently
small, and with Floquet matrix (−1)nI2K at λn for n > g, is contained
in a complex manifold of dimension at most 2gK2.

Proof. Define µn = 0 for n = 1, . . . , g. The condition that
∑

n>g |µn|2
is sufficiently small means that the sequence n2π2 + µn is the Dirichlet
spectrum for a scalar potential q(x) ∈ L2[0, 1] with ‖q‖2 small. This
is explicitly proven for real sequences µn and real potentials q in [24,
p. 53], but the same inverse function theorem arguments extend to
complex potentials in L2[0, 1] and complex sequences {µn} near 0 in l2.

The Dirichlet eigenvalues n2π2 + µn are the roots of the function
S(1, λ, q). Define s(ω) = S(1, ω2, q). Let ω0 = 0 and, for n = 1, 2, 3, . . . ,
let ω±n = ±

√
n2π2 + µn. In the terminology of [19, p. 163], the

function ωs(ω) is a sine-type function, with indicator diagram of
width 2. This implies [19, p. 165] that evaluation of functions in PW
at the sequence {ωj} is an isomorphism of PW to l2(MK).

The Floquet matrix of Q is (−1)nI2K at λn for n > g. We thus know

F0(ωj , Q) = Ψ1(ω2
j , Q) − Ψ0(ω2

j ), |j| > g,

and in particular the values of the even function f11(ω) and the odd
function ωf12(ω) at ωj for |j| > g. Since these functions are in PW
they are determined by the additional values f11(ωj) for 0 ≤ j ≤ g and
ωjf12(ωj) for 1 ≤ j ≤ g. This data is a set of 2g + 1 additional K ×K
complex matrices.

By Theorem 4.1 the potential P is actually determined by the
orthogonal projection of the function f11(ω) + iωf12(ω) onto PW0, so
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the K × K matrix f11(0) is superfluous. Thus the matrices f11(jπ) +
iωf12(jπ) for j = 1, . . . , g provide coordinates for a set which includes
any of the functions P (x).

5.2 Even potentials and Dirichlet eigenvalues. Here we con-
sider the implications of the identity Q(x) = Q(1 − x). First we make
some simple observations about symmetry. If a potential is even and
Y (x, λ) solves (1), then so does Y (1 − x, λ). In particular, the matrix-
valued functions C(1−x, λ) and S(1−x, λ) will satisfy (1). The unique-
ness theorem and evaluation at x = 0 give

C(1 − x, λ) = C(x, λ)C(1, λ)− S(x, λ)C ′(1, λ),
S(1 − x, λ) = C(x, λ)S(1, λ)− S(x, λ)S′(1, λ).

Evaluation at x = 1 gives

(14)
IK = C2(1, λ) − S(1, λ)C ′(1, λ),
0K = C(1, λ)S(1, λ)− S(1, λ)S′(1, λ).

Evaluation of the derivative at x = 1 gives

(15)
0K = C ′(1, λ)C(1, λ)− S′(1, λ)C ′(1, λ),

−IK = C ′(1, λ)S(1, λ)− S′(1, λ)S′(1, λ).

These identities lead to the following matrix generalization of a
theorem which is well known in the scalar case.

Theorem 5.2. If Q(x) = Q(1−x), then λ is a Dirichlet or Neumann
eigenvalue if and only if it is a periodic or anti-periodic eigenvalue.

Proof. A computation gives

Ψ2
1

=
(

C2(1, λ)+S(1, λ)C ′(1, λ) C(1, λ)S(1, λ)+S(1, λ)S′(1, λ)
C ′(1, λ)C(1, λ)+S′(1, λ)C ′(1, λ) C ′(1, λ)S(1, λ)+(S′)2(1, λ)

)

=I2K +2
(

S(1, λ)C ′(1, λ) C(1, λ)S(1, λ)
S′(1, λ)C ′(1, λ) C ′(1, λ)S(1, λ)

)

= I2K +2
(

S(1, λ) C(1, λ)
S′(1, λ) C ′(1, λ)

) (
C ′(1, λ) 0

0 S(1, λ)

)
.
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Having a periodic or anti-periodic eigenvalue at λ means that the
matrix Ψ1(λ) has ±1 as an eigenvalue. If

(
V
W

)

is an eigenvector, the above identity for Ψ2 leads to

(
S(1, λ) C(1, λ)
S′(1, λ) C ′(1, λ)

) (
C ′(1, λ) 0

0 S(1, λ)

) (
V
W

)
= 0

and, since (
S(1, λ) C(1, λ)
S′(1, λ) C ′(1, λ)

)

is invertible, either C ′(1, λ)V = 0 or S(1, λ)W = 0. But these are
the conditions for a Dirichlet or Neumann eigenvalue. Conversely, if
C ′(1, λ)V = 0 for V = 0, then

(
V
0

)

is an eigenvector for Ψ2
1(λ) with eigenvalue 1, and similarly for the case

S(1, λ)W = 0.

In the real scalar case, we know that even potentials are uniquely
determined by the Dirichlet spectrum. Here are two versions for the
matrix case: the first does not require that Q be self-adjoint. A similar
question was considered in [29]. Rather than requiring Q to be near
0, the main hypotheses in [29] are that Q is even, real symmetric and
Qij(x) = 0 if |i − j| ≥ 2.

Theorem 5.3. Suppose that {λn} is a sequence of complex numbers
of the form λn = n2π2 + µn with

∑ |µn|2 < ε for a sufficiently small
ε > 0. Then there is an open neighborhood Uε of 0K in L2([0, 1], MK)
in which there exists a unique even K × K matrix potential Q =
Q0+P ∈ L2([0, 1], MK) whose Dirichlet eigenvalues are precisely {λn},
each eigenvalue having geometric multiplicity K. The matrix potential
has the form Q(x) = q(x)IK , where q ∈ L2[0, 1].
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Proof. As we noted in Theorem 5.1, there is an even function
q ∈ L2[0, 1] with qIK ∈ Uε which has {λn} as its Dirichlet spectrum.
Suppose that Q = Q0 + P is another such matrix potential. Then the
estimates for S(1, λ) in Lemma 3.1 imply that the diagonal matrix Q0

is 0K .

For n = 1, 2, 3, . . . , let ω±n = ±√
λn and let ω0 = 0. If the Dirichlet

eigenvalues of (1) have geometric multiplicity K, then

ωjS(1, ω2
j , qIK) = ωjS(1, ω2

j , Q) = 0K , j = 0,±1,±2, . . . .

If s(ω) = S(1, ω2, q), the function ωs(ω) is again a sine-type function.
Since the functions

ωf12(ω, qIK) = ωS(1, ω2, qIK) − sin(ω)IK ∈ PW
and

ωf12(ω, Q) = ωS(1, ω2, Q) − sin(ω)IK ∈ PW

agree at the roots of ωs(ω), they are the same.

Finally, Theorem 4.2 shows that Q = qIK .

If Q(x) = Q∗(x), additional information is available with the aid of a
result from [6]. Recall that the Dirichlet spectra of real even functions
q ∈ L2[0, 1] are completely characterized in [24, p. 115]. Notice that if
S(1, λn, Q) = 0K , then (14) gives C2(1, λn, Q) = IK .

Theorem 5.4. Suppose that the real sequence λ1 < λ2 < · · ·
is the set of Dirichlet eigenvalues for (i) a real even function q ∈
L2[0, 1] and (ii) an even potential Q ∈ L2([0, 1], MK) satisfying Q(x) =
Q∗(x) with each eigenvalue λn having geometric multiplicity K. Then
Q(x) = q(x)IK if and only if C(1, λn, Q) = (−1)nIK and C(1, 0, Q) =
C(1, 0, q)IK.

Proof. Since each eigenvalue λn has geometric multiplicity K,
S(1, λn, Q) = 0K . Taking λ real, (5) implies the matrix Wronskian
identity

(S∗)′(1, λ, Q)C(1, λ, Q)− S∗(1, λ, Q)C ′(1, λ, Q) = IK .
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Evaluation at λn gives

(S∗)′(1, λn, Q)C(1, λn, Q) = IK .

In addition, (14) gives

C2(1, λn, Q) = IK ,

so that
(S∗)′(1, λn, Q) = C(1, λn, Q).

Suppose that Q(x) = q(x)IK . One trivially finds C(1, 0, Q) =
C(1, 0, q)IK . In the scalar case it is known [24, p. 41] that S(x, λn, q)
has exactly n+1 simple roots in [0, 1]. This implies that S′(1, λn, q) = 0
and has the same sign as (−1)n. Since q is even and real, S′(1, λn, q)
is real and (15) gives S′(1, λn, q)2 = 1, so

C(1, λn, Q) = C(1, λn, q)IK = S′(1, λn, q)IK = (−1)nIK .

Now suppose that C(1, λn, Q) = (−1)nIK and C(1, 0, Q) = C(1, 0, q)IK .

Define s(ω) = S(1, ω2, q) and let q̄ =
∫ 1

0
q. Since the Dirichlet

spectrum of Q agrees with that of q(x)IK , the estimates for S(1, λ, Q)
in Lemma 3.1 imply that the diagonal matrix Q0 is q̄IK . The functions

ωS(1, ω2, qIK) − ωS(1, ω2, q̄IK) ∈ PW
and

ωS(1, ω2, Q) − ωS(1, ω2, q̄IK) ∈ PW

are the same since they agree at the roots ωj of the sine-type function
ωs(ω). Thus S(1, ω2, qIK) = S(1, ω2, Q).

Since ω2
j = λ|j| for |j| ≥ 1 and C(1, 0, Q) = C(1, 0, q)IK , the functions

C(1, ω2, qIK) − C(1, ω2, q̄IK) ∈ PW,

and

C(1, ω2, Q) − C(1, ω2, q̄IK) ∈ PW,
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agree at each of the roots ωj of ωs(ω). Thus, C(1, ω2, qIK) =
C(1, ω2, Q).

Finally, the main result of [6] says that Q is uniquely determined by
C(1, λ) and S(1, λ).

The analysis of Q near 0K suggests that the condition C(1, 0, Q) =
C(1, 0, q)IK may be superfluous.
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