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THE SUBSPACE PROBLEM FOR WEIGHTED
INDUCTIVE LIMITS REVISITED

JOSE BONET AND JARI TASKINEN

ABSTRACT. We construct a countable inductive limit of
weighted Banach spaces of holomorphic functions on an open
subset of C? which has a topology that cannot be described
canonically by weighted sup-seminorms but such that the
sequence of weights is regularly decreasing in the sense of
Bierstedt, Meise and Summers. This solves an open problem
of these authors from 1986.

1. Introduction. The problem of the projective description
of weighted inductive limits of spaces of continuous or holomorphic
functions and its applications has been considered by several authors
since the article [5]. See more references in [10] or in the recent article
[2]. In [5] it was proved that a weighted inductive limit of Banach
spaces of holomorphic functions defined on an open set G in CN
admits a canonical projective description by weighted sup-seminorms
if the linking maps between the generating Banach spaces are compact.
The first counterexample to the problem of projective description
of weighted inductive limits of spaces of holomorphic functions was
given by the authors in [10]. A more natural example for spaces of
entire functions was given later in [9]. In all the examples known
so far the sequence of weights V = (v)g, which define the Banach
steps, is not regularly decreasing in the sense of Bierstedt, Meise and
Summers [5]. This important condition was introduced as an extension
of the condition (S) which is sufficient for the projective description.
The regularly decreasing condition was characterized in several ways
in terms of the corresponding weighted inductive limits of spaces of
continuous functions, and it is the condition which characterizes when
a Kothe echelon space of order 1 is quasinormable. In particular, if the
sequence V is regularly decreasing the weighted inductive limit VH (G)
and its projective hull HV(G), which have the same bounded sets,
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have topologies which coincide on these bounded sets. It was an open
problem, see [4, p. 65], whether these two spaces coincide topologically
in this case. We construct in Section 3 below an example to show
that this does not happen in general. Our example is rather artificial,
but we hope it helps to clarify the projective description in the case of
regularly decreasing sequences of weights. Preliminary constructions
of certain sequence spaces, which could be of independent interest, are
given in Section 2. In a final appendix a positive result is presented.

All the vector spaces are defined over the field C of complex numbers.
In this paper a weight defined on an open subset G of CN is an
arbitrary strictly positive function on G, i.e., not necessarily (upper
semi-) continuous. If V = (vy)72, is a decreasing sequence of weight
functions defined on an open subset G of CN, the weighted inductive
limits VC(G) and VH(G) are defined by ind;Cvi(G) and indg Hu, (G),
where Cvy(G), respectively Hug(G), denotes the Banach space

{f : G — C continuous (resp. holomorphic) | sup vk (2)|f(2)] < oo}.
2€G

In order to describe the topology of the weighted inductive limits,
Bierstedt, Meise and Summers [5] associated with the sequence V the
system V of all those weights ¥ : G — [0, 00| such that, for all k, the
quotient /vy, is bounded on G. Compare the remark on page 199 of [3].
The corresponding projective hull OV (G), respectively HV (G), is the
locally convex space of all those continuous, respectively holomorphic,
functions on G such that, for all o € V,

sup v(2)f(2)| < oo,
z€G

endowed with the canonical sup-seminorms. In [5] it was proved that
VCO(G) = OV(G) holds algebraically and that the two spaces have the
same bounded sets, and the same is true for the corresponding spaces
of holomorphic functions.

The weight system V = (v)?2; on a domain G, which might be an
index set, satisfies the regularly decreasing condition, if

VEEN ImeN VY CG:infl™>0—inf% >0,
(RD) Y v Y v

n=m+1m+2,....
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It is easy to see that V is regularly decreasing if for all k there is m such
that vy, /vk vanishes at infinity on G. This is the condition (S) which
is sufficient for the topological identity VH(G) = HV (G) to hold, and
it is easy to check in concrete examples. If the sequence V is regularly
decreasing, then the weighted inductive limit VC(G) is boundedly
retractive. The converse holds if the weights are upper semicontinuous
and in the case of sequence spaces. If V is a regularly decreasing
sequence of upper semicontinuous weights on G, then VO(G) = CV(G)
holds topologically, cf., [3]. We remind the reader that an inductive
limit £ = indiE) is boundedly retractive if and only if for every
bounded set B in E there is a k such that B is contained in Fj and
the topologies induced by F and Ej coincide on B. In particular, the
spaces VH(G) and HV(G) induce the same topology on the bounded
sets if V is regularly decreasing.

Our construction in [10], or in [9], cannot be used to give the desired
example now because the space HV (G) contains a complemented sub-
space isomorphic to a Kothe coechelon space which is not bornological.
This subspace has nonmetrizable bounded subsets, hence V cannot be
regularly decreasing. A different approach was necessary. Our example
yields a boundedly retractive inductive limit E of Banach spaces and
a closed subspace F' which is not bornological. In fact there were very
few examples of such a situation before. The only known one was due
to Groethendieck [14] and can be seen in [17, 8.6.12]. In that example
FE is a countable direct sum of copies of the Banach space [,. For our
purposes we had to start with a space F which is the dual of a Kothe
echelon space of order one with a continuous norm. This is obtained in
Section 2.

Our notation for locally convex spaces is standard. See [15, 16, 17].
For sequence spaces we refer the reader to [6, 16] and for weighted
inductive limits to [4, 5]. In what follows we write N = {1,2,3,...},
Ny ={2,4,6,...}, N5 ={3,6,9,...}.

2. Preliminary results. The main result of Section 2 is Propo-
sition 2.4 and nothing else from this section is needed to prove Theo-
rem 3.5, but the other results might be of independent interest.

The following lemma on Ko6the spaces will be the key to our construc-
tion. It is a consequence of the results of Diaz and Minarro [13], Bonet
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and Diaz [7] and Terzioglu and Vogt [18].

Quasinormable Fréchet spaces were introduced by Grothendieck [14]
and are thoroughly studied in [16, Section 26]. A Fréchet space F is
called locally normable if there is a continuous norm on E such that
the topology induced by this norm coincides with the topology of E on
every bounded subset of E. See [18].

Lemma 2.1. There exists a quasinormable, not locally normable
Kothe sequence space Eg of order 1, such that the subspace

(2.1) Xo :=sp{a(jeo(s) +a(j —eo(j —1) [ j € N5}

is nondistinguished for some sequence (a(j));, of strictly positive
numbers.

Here (eq(7))32; denotes the canonical basis of Ejp.

For the convenience of the reader, we repeat the construction of the
space Ey. It is based on the following two lemmas. The first one can
be found directly from [13, Lemma 6]. The second one is given in [18].

Lemma 2.2. A Kdthe sequence space A\1(A), where A = (ax(j))3%1.
is not locally normable if and only if there exist a sequence (J,)2 of
mutually disjoint subsets of N and a strictly increasing sequence of
positive integers (k,)>2, satisfying for all v > 2,

(2.2) sup an(].) <oo foraln>k,
jed, ar,(J)
(2.3) sup _an, () = oo0.

jed, ak,_; (J)

Lemma 2.3. There exists a quasinormable, not locally normable
Kithe sequence space F' = (F, (|| - ||x)72,) of order 1.

Proof. An example of a quasinormable Kéthe space of order 1 such
that its bidual does not admit a continuous norm can be found on page
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182 of [18]. To obtain the result one only has to take into account the
theorem on page 183 of the same paper. ]

Remark. Taking a look at [18] we see that the elements of the
Kothe matrix of F' are larger than or equal to 1. We redefine F' by
multiplying every element by 2 and adding the new (smallest) norm
[(@(7))52 ]l == 3272, 2| to the given system of continuous norms of
F'. The properties required in Lemma 2.3 are not changed, since this
process does not change the isomorphy class of F.

Proof of Lemma 2.1. Let (F,(| - |l)32,) be as above. Since F is
not Montel, we an find a sectional subspace G isomorphic to I; =
I1(N x N), see [6]. Without changing the isomorphy class of F, we
may assume that the elements of the Kothe matrix corresponding
to G are equal to 2. The sectional subspace H which one obtains
by restricting to the remaining coordinates is not locally normable.
Using Lemma 2.2 and redefining the Kothe matrix, without changing
the isomorphy class, we may assume that H has a sectional subspace
A(4) == M (N x N, (a (2, )55, j=1) satisfying

(2.4) ai(2,j) =2 for all 2, j € N; see the Remark above,

. ak(k;a.j)
2.5 lim ——————— =0 forall ke N,
( ) VERES ak+1(ka])

n(k,J
(2.6) sup %+—(3_) = My, <oo forall k,neN.

jeN axt1(k, j)

Let us denote by H the sectional subspace of H which is the canonical
complement of A\;(A). We choose for every 1,7 € N a number 0 <
w(1,j) < 1 with

(2.7) a,(1,§) "+ p(,4) =1

and, denoting the canonical basis vectors of A1 (A) and {1 by e(s, j) and,
respectively, f(1,5) for +,j € N, we define

(2.8) 2(1,5) = au(0,5) " e(e, §) + 12, 5) f (1, 9).-
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We shall soon see that the closed linear span Zj of the vectors z(z, j)
is nondistinguished. This proves Lemma 2.1, since we can take for Ey
a diagonal transformation of F' such that the vectors eg(j) € E with
j =3,6,9,..., respectively j = 2,5,8,..., respectively j = 1,4,7,...,
correspond to the vectors e(s, ), respectively f(1,7), respectively the
canonical basis of H; so, Z, corresponds to the subspace Xo.

We show that Z; is nondistinguished. This space is isomorphic to

/\1(Y)’ where ¥ = (yk(zaj))k7l7jEN7yk(Z7j) = ||Z(7’7j)||k77 kvlvj € N.
The matrix Y satisfies the following:

(2.9) Yk (1, 5) = au(2,5) " Par (1, 5) 4 2p(2,5) < 3
Vk,jeN,Vi>k,
(2.10)
yk+1(k7j) = ak(kvj)ilak-i-l(k‘vj) +2p(k, j) — o0
as j — oo,Vk €N,
(2.11)

yk-‘,—n(kvj) _ a’k(kvj)ila’k-‘rn(k?j) +2/L(ka])
yrs1(k,3)  an(k, ) tarp1(k, 3) + 2u(k, j)
Vk,j,n € N.

< Mk,n7

These properties imply that Zy is isomorphic to a nondistinguished
space of Kothe-Grothendieck type in the sense of [13, Definition 2 and
Remark 3]. o

We still reformulate the above considerations in the following propo-
sition, which is the only result of this section needed later.

Proposition 2.4. There exists a quasinormable Kdéthe sequence
space E of order 1 such that the subspace

(2.12) X :=spla(jle(j) +a(j —1e(j —1) | j € Na},

where (e(4))52, is the canonical basis of E, is nondistinguished for a
sequence (a(j))32, of strictly positive numbers. Moreover, the subspace
X+ C Ej is not bornological.
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We remark that
(2.13) X+ = {(u())72, | u(j) € C,

a(ju(j) + a(j — Du(j —1) = 0 for all j € Na}.

Proof. We take for E the sectional subspace which is obtained by
omitting the coordinates j = 1,4,7,.... Since E is a complemented
subspace, it is quasinormable. The subspace Xy is still contained in
E, and, reindexing the basis, can be written in the form (2.12). This
subspace is nondistinguished by Lemma 2.1.

We show that X+ endowed with the subspace topology of Ej is
nonbornological. It is known that, since E is quasinormable, the
quotient map ¢ : F — E/X =: @ lifts the bounded sets, that is,
for every bounded set B C ) one can find a bounded set D C E such
that B is contained in ¢(D), if and only if X is quasinormable, see the
introduction of [8]; also see [11] and [12] or [16, Section 26]. In our case
X is nondistinguished, hence not quasinormable; hence, there exists a
bounded set B C @ such that for every bounded set D C E, B is not
contained in ¢(D). As a consequence, the transpose ¢ : Q, — Ej
is not an open mapping, though it is a continuous injection. On
the other hand, ¢’(Q’) coincides algebraically with X, see [15, the
discussion above 22.1.(2)], and @} is bornological (as the strong dual
of a quasinormable space, [14, Proposition 14]; @ is quasinormable
as the quotient of a quasinormable space). This means that on X
it is possible to find a topology 7 which is strictly stronger than the
topology of Ej and for which (X, 7) is bornological. This implies the
statement. m]

Remark. The method of the proof of Lemma 2.3 goes back to [7].
It is probable that one actually could prove Proposition 2.4 directly
going through the proof of Theorem 3, (ii) in [7], starting with a
quasinormable, non Schwartz, nonnormable space which also has a
continuous norm and is not isomorphic to I; X w. In particular, the
notion of local normability is completely unnecessary for our example.
However, this approach would probably not make the presentation of
our example easier to read or to understand.
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3. Main construction. The basic idea to prove our main result
now is to try to arrange the things so that for some weight system
V= (v)%2, and domain 2, the space CV(Q) resembles well enough
the strong dual of the space E of Proposition 2.4, whereas the patho-
logical properties of X+ C E} are shared by the corresponding space
HV(Q). The construction must be carefully done, because X+ must
be noncomplemented in the space CV ().

Let us mention that the domain 2 will be a disconnected subset of
C? and the weights will not be continuous.

Definition 3.1. Let B := (84(j));;=; be the decreasing sequence
of strictly positive weights on N such that, if B denotes the system

associated with B, then E] = K (B). Let us define for j € Ny

(3.1) Q; = {2z =(21,22) € C? | ||z1]| — j| < 1/4}
and
(3.2) 0:=J Q.

JEN2

Moreover, for every k € N, j € Ny we define the weight vy, on €; by

(3.3) wr(2) = v ((21, 22)) = {e_ja(j.) Bk_(ij) ) %f tmz 20,
ea(f-1)""0(j—1) ifImzy <O0.
The factor e/ is added in the definition only to make the space
HV(Q) contain all analytic functions which are polynomials in the first
variable. Unfortunately, not all polynomials in z are included in the
space; in fact, we have the following:

Lemma 3.2. All elements of HV(Q) are constant with respect to
29, that is, given f € HV (), the map zo — f((z1,22)) is constant for
every z1 such that (z1,22) € Q.

Proof. Given z; as above, the analytic function zo — f((z1, 22)) must
be bounded on C, in view of the definition of v;. Hence, the Liouville
theorem applies. i
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Lemma 3.3. The weight system V := (vg)72, is reqularly decreasing.

Proof. Controlling the regularly decreasing condition, let k¥ € N and
let m € N be as in (RD) for the weight system B. We claim that this
m satisfies the (RD) condition also for the system V. So, let Y C Q be
an arbitrary subset so that

>0

4 e

holds. Define Yp C N such that j € Yp if and only if
(i) jeNgand Y NQ;N{Imz, >0} # &, or
(ii) j+1eNgand Y N Q11 N{Imzy < 0} # @.
We claim that jier;fB (Bm(4)/Br(j)) > 0. To see this assume, for

example, that j € Yp with j € Ny. By the definition of Y5 we can find
z € Y such that z € ; and Im 2, > 0, and hence, by (3.4), there is a
constant C' > 0 independent of j or z such that

'Um(z) _ eija(j)ilﬁm(j) _ Bm(j)

ve(z) e o) BR()  Br(d)

This, together with an analogous argument in the case j + 1 € Ny,
proves the claim.

(3.5) C<

By the choice of m we actually have ‘ir;f (Brn(3)/Br(3)) > 0 for every
JE€YB
n larger than m. From this one proves the desired statement

inf vn(2)

>0
zeY vg(z)

by using the relation between Y and Yy much in the same way as in
(3.5). O

The next crucial lemma shows that HV () is as pathological as the
space X+ of Lemma 2.3.

Lemma 3.4. The space HV () contains a complemented subspace
Z isomorphic to X+.
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Proof. First it is good to recall from Lemma 3.2 that the elements of
HV (Q) are constant with respect to the second coordinate.

The subspace Z is defined to consist of functions f € HV () which
are constant on each ;. We want to show that the operator

(3.6) Pf(z):=f((5,0)) if z €,

is a continuous projection from HV (£2) onto Z. Since (4,0) € Q;, it is
obvious that P is a projection and that the range of P coincides with
Z.

To show the continuity, let © € V. For every k € N we find a ¢ > 0

such that o < cpvg. Defining w := (3272, 27 ke tu )7t we get a
weight in the class V' which in addition satisfies
(i) w = v,

(ii) for every j € Ny, @ is a constant in the sets ; N {Im 2z, > 0}
and ;N {Im 2z < 0}. The second statement is true for every vy, hence
also for w. Assume now that f € HV(Q),

(3.7) [ fllo < 1.

Since the sets €2; are mutually disjoint, it suffices to prove that, for
every j,

(3.8) w(2)|f((5,0))] <1 forall z € Q;.

This then implies || P f||z < 1 by (i). Butif z € ; satisfies, for example,
Im z5 > 0, we have w(z) = @((j,1)) by (ii), hence by (3.7),

w(2)]f((,0))] = w((G (G D) <1,

and (3.8) is proved. The case Im z < 0 is treated in the same way.

The isomorphy between Z and X is given by the operator

(3.9) Vi f— (u(j));2;, where for j € Ny

(3.10) u(j) = e a(i) T £((5,0)

(3.11) u(j = 1) = —ea(j = 1)7'f((5,0)).
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To see that 1) is continuous, let 5 € B and the numbers ¢;, > 0 be such
that B(j) < exfBr(j) for all j,k € N. Let us then define w with the
help of these numbers ¢y, as in (i)—(ii); in order to make the sum in this
definition converging one possibly has to increase the numbers ¢, but
this does not affect the validity of the following argument. Namely, for
every f € Z we have

£l = sup (@) (5)IB(G)

< ]Séllg kléllfl (W) () |erBr(d)
(3.12)

< max{ sup inf e I1F(G.O)la(i)™ (i)

sup fnf e ?I7((,0)lai = 1) (G~ D,

and, taking into account that f € Zi.e., f is constant on every €2;, this
equals

(3.13) sup inf ckvn(2)|£(2)] < sup |f(2)](2).

Hence, 1 is well defined and continuous.
The inverse of 1 is defined for u € X+ by

(3.14) Y u)(2) = ela(j)u(j) for z € Q;,j € Na.

That this is in the algebraic sense the inverse of ¢ follows from (2.13).
Letv eV, choose ¢, > 0 such that v < ¢civy for all £k € N, and define
0 € B as inficp (. Then

9 ullo < sup (g exon(=) ) |9~ ()]

< max { sup inf cpe ()" B(i)ea() u()]
jENS keN

(3.15)

jseul\lr)z klglfl cre o — 1) 716G — 1)eja(j)|u(j)\}.
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But since v € X, this equals, by (2.13), sup; B(5)|u(H)]-

The last argument also shows that 1 is surjective. o

The above considerations essentially contain the proof of our main
result.

Theorem 3.5. There exist an open subset Q of C? and a system
V = (vg)32, of weights satisfying the regularly decreasing condition,
such that the space HV () is not bornological and hence VH () is not
a topological subspace of VC ().

Proof. The system V satisfies the regularly decreasing condition by
Lemma 3.3, hence CV () is bornological and coincides topologically
with VC'(Q).

The space HV () is not bornological since it contains a nonbornolog-
ical complemented subspace, Lemma 3.4 and Proposition 2.4. Hence,
its topology is strictly weaker than that of VH (). Since HV () is
always a topological subspace of CV(Q2) = VC(Q), the last claim is
proved. ]

Remark. The space HV () in Theorem 3.5 is not a (gDF)-space in
the sense of [17, Chapter 8]. Indeed, since V is regularly decreasing, the
spaces VH(Q) and HV (Q) induce the same topologies on the bounded
sets. If HV (Q) were a (gDF)-space, the two topologies would coincide.

If one redefines the weights of the system V piecewisely in a strip so
that they are (upper semi-) continuous, then the regularly decreasing
condition is lost. It is not clear how to reformulate our construction to
get an example with upper semicontinuous weights vy.

APPENDIX

Our purpose is to show the following positive result which comple-
ments our example in Section 3. Our Proposition A.l carries over a
result which holds for Kothe coechelon spaces. See [6].

Proposition A.1. IfV is reqularly decreasing, and the space HV (£2)
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is semi-Montel, then VH(Q) is a topological subspace of VC () which
is a (DFS)-space and the projective description holds.

By our example in [10] the result does not hold if V is not regularly
decreasing. The article [2] contains a necessary and sufficient condition
for HV () semi-Montel.

The proof of Proposition A.1 is a direct consequence of the following
abstract lemma.

Lemma A.2. Let F = indipEx be a boundedly retractive inductive
limit of Banach spaces. Let F' be a subspace of E which is semi-Montel
for the induced topology. Then F = indy(F N Ey) holds topologically
and it is a (DFS)-space.

Proof. First we observe that F'N Fy is closed in Fj for each k, since
F' is semi-Montel for the induced topology. We denote by G the space
F endowed with the topology of indg(F N Ej) which is finer than the
one induced by E. Since E is a regular inductive limit, F' and G have
the same bounded sets and G is a boundedly retractive inductive limit
of Banach spaces, hence complete. We prove that G is semi-Montel.
To see this we fix a closed bounded subset B of G. There is a k such
that B is contained and bounded in F N E}, and Ey and F, hence F', G
and F'N Fy, too, induce the same topologies on B. Since B is compact
in F, it must also be compact in G. The conclusion now follows from
the Baernstein open mapping lemma applied to the inclusion G — FE.
See [17, 8.6.8]. O

Proof of Proposition A.1. Since V is regularly decreasing, F =
V() is a boundedly retractive inductive limit of Banach spaces which
coincides topologically with CV(Q). By assumption F' = HV(Q) is a
semi-Montel subspace. By Lemma A.2, F' coincides topologically with
VH(Q), from where the conclusion follows. O

It is easy to give examples of regularly decreasing sequences V on
Q = C? which do not satisfy condition (S) but for which VH ()
and HV () coincide algebraically and topologically. Indeed, take for
k€N, vg(21,22) = ugp(21)w(22), (21, 22) € C?, where U = (uy,)pen is a
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sequence of weights on C satisfying condition (S) and such that VH(C)
is a (DFN)-space and w is a continuous radial weight on C which is
rapidly decreasing. Now the results on tensor products in [1] permit to
conclude.
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