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JORDAN DERIVATIONS OF INCIDENCE ALGEBRAS

ZHANKUI XIAO

ABSTRACT. Let R be a commutative ring with identity
and I(X,R) the incidence algebra of a locally finite pre-
ordered set X. In this note, we characterize the derivations
of I(X,R) and prove that every Jordan derivation of I(X,R)
is a derivation, provided that R is 2-torsion free.

1. Introduction. Let R be a commutative ring with identity, A an
algebra over R. An R-linear mapping D : A — A is called a derivation
it D(zy) = D(x)y + «D(y) for all x,y € A, and is called a Jordan
derivation if

D(x?) = D(x)x + xD(x)

for all x € A. There has been a great interest in the study of Jordan
derivations of various algebras in the last decades. The standard
problem is to find out whether a Jordan derivation degenerate to
a derivation. Jacobson and Rickart [8] proved that every Jordan
derivation of the full matrix algebra over a 2-torsion free unital ring
is a derivation by relating the problem to the decomposition of Jordan
homomorphisms. In [7], Herstein showed that every Jordan derivation
from a 2-torsion free prime ring into itself is also a derivation. These
results have been extended to different rings and algebras in various
directions (see [2, 3, 6, 11, 20] and the references therein). We would
like to refer the reader to Bresar’s paper [4] for a comprehensive and
more detailed understanding of this topic.

We now recall the definition of incidence algebras. Let (X, <) be a
locally finite pre-ordered set. This means < is a reflexive and transitive
binary relation on the set X, and, for any x < y in X, there are only
finitely many elements z satisfying x < z < y. The incidence algebra
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I(X,R) of X over R is defined on the set
IX,R)={f: X xX —R| flz,y) =0if z L y}
with algebraic operation given by

(f+9)(z,y) = f(z,y) + gz, y),
(rf)(z,y) =rf(z,y),
(fo)@,y) = > flx,2)g(z )

T2y

for all f,g € I(X,R), r € R and x,y,z € X. The product (fg) is
usually called convolution in function theory. It would be helpful to
point out that the full matrix algebra M,,(R) and the upper (or lower)
triangular matrix algebras T,,(R) are special examples of incidence
algebras

Incidence algebras were first considered by Ward [18] as generalized
algebras of arithmetic functions. Rota and Stanley developed inci-
dence algebras as the fundamental structures of enumerative combina-
torial theory and allied areas of arithmetic function theory (see [16]).
Motivated by the results of Stanley [17], automorphisms and other
algebraic mappings of incidence algebras have been extensively stud-
ied (see [1, 5, 9, 10, 12, 13, 14, 15] and the references therein).
Baclawski [1] studied the automorphisms and derivations of incidence
algebras I(X,R) when X is a locally finite partially ordered set. In
particular, he proved that every derivation of I(X,R) with X a locally
finite partially ordered set can be decomposed as a sum of an inner
derivation and a transitive induced derivation (see the definition in
Section 2). Koppinen [10] has extended these results to the incidence
algebras I(X, R) with X a locally finite pre-ordered set. In the present
paper, we first characterize the derivations of I(X,R) by a direct com-
putation. Based on such characterization of derivations, we prove that
every Jordan derivation of I(X,R) is a derivation provided that R is
2-torsion free.

2. Derivations on incidence algebras. In this section, we char-
acterize the derivations of the incidence algebras I(X,R) where X is
a locally finite pre-ordered set. We first single out some properties of
I(X,R) for later use. One can find more information in [10, 16].
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The identity element ¢ of I(X,R) is given by 6(z,y) = 04y for z < v,
where d,,, € {0,1} is the Kronecker delta. If z,y € X with z < y, let
ezy be defined by egy(u,v) = 1 if (u,v) = (x,y), and egy(u,v) = 0
otherwise. Then ezyeuy = Oyueqzn by the definition of convolution.
Moreover, the set B := {ey, | £ < y} forms an R-linear basis of
I(X,R). Note that incidence algebras allow infinite summation, and
hence, the R-linear mapping here means a mapping preserving infinite
sum and scalar multiplication. The following lemma, to some extent,
is well-known, and we give the proof here for completeness.

Lemma 2.1. Let A be an R-algebra with an R-linear basis Y. Then
an R-linear operator D : A — A is a derivation if and only if

D(xy) = D(z)y +zD(y), forallz,yecY.

Proof. We only need to prove the sufficiency. Let a,b € A and

a:ZCIa?, b:ZC;y,

€Y yey

where C;, C; € R. Then

D(ab) D( > CIC’;:cy>

= mZ::ZJCE;EYC’;(19(96)9 +2D(y))
= D(gcxx> (y;/c;y) + (xez;czx>D<;€;C;y>
= D(a)b+ aD(b). O

Let D : I(X,R) — I(X,R) be an R-linear operator. Motivated by
the above lemma, we denote, for all 4, € X with ¢ < j,

D(eij): Z C’;Jyezy
eryEB

We will use this notation for the rest of this paper. For any = € X,
define L, and R, to be the subsets of X by

Ly={ie X|i<uzi#zx}
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and
R,:={jeX|x<jj#x}

Note that the set L, N R, may not be empty since X is a pre-ordered
set.

Theorem 2.2. Let D : I(X,R) — I(X,R) be an R-linear operator.
Then D is a derivation if and only if D satisfies

(1) D(eij) = Y Ciien;+Cilei + > Cliewy
xz€L; yeR,;

for all e;; € B, where the coefficients C’;Jy are subject to the following
relations

C’;i—kC’kk—O if j < k;
Cl+Cli=Cik, ifi<j, j<k.

PT’OOf. (:>) For any i€ X, there is D(e”) = D(BM)EH + BHD(GM)
Thus,

2 > C;gexy< > C;iyezy>€n+eii< 3 o emy>

ezyEB exy€B €ry €D
1T (2
= g C;u‘ezi + E C eZy
z,r<t Y, i<y

Taking z = i and y =i in (2), we have C! = 0. Hence,
(3) D(eii) = Y Chiesi+ Y Ciieiy.
zeL; yeER;
For any e;; € B with ¢ # j, we deduce from equation (3) that
D(ei;) = D(eiieijej;)
(4) = D(eii)eij + eiD(eij)ej; + ez D(ejy;)
= D(esi)eij + C” €ij + e”D(ejj)

Z C'mew + C’” e + Z ezy

€L, yeR;

Note that the identities (3) and (4) proves (1).
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In order to determine the coefficients C’;Jy, we need to apply the

derivation D to the identity e;jer = d;,e;. There are two subcases.

Case 1. When j # k, then
0= D(eij)ekl + eijD(ekl)

— ( Z C”efw +Cue” + Z eiy)ekl

xzeLl; yeR;

+ eij( Z Ck’kfexl + Cklekl + Z Clyeky>

zELy yeER,
= Cjie” + Cﬂgeil.
Therefore, C’jJ,]C + C'jk,f =0.
Case 2. When j = k, then
D(eqt) = Dleij)eji + eijD(eji)

(5) = ( Z Cley; + C’Je” + Z eiy> el

€L, yeER;
l
+el]< E C’J Jeal + C ejl + E C’llyejy>
€L, yeR;
= § C” ezl + C; Jezl + leezl + E Olyezy
zeL; yeR;

Taking (1) into account, we obtain G” ngll = Cil, which proves the
necessity.

(<=). First it follows from the equation C;? +CYy ¥ — ¢k that Cl =
for all ¢ € X. Hence, by (1), D(e;;) is of the form as in equation (3),
ie.,

(6) D(eii) = Z ijzem + Z C”ely

zeL; yeER;

Now by Lemma 2.1, to show that D is a derivation, we just need to
show that D(e;jer) = D(eij)er + €D (er) for all e;5, e € B. On the
other hand, a little modification of identities (5) and (6) shows that the
equations D(e;jer) = D(e;j)ers + €;jD(ex) for all e;;, err € B always
hold. This completes the proof of the theorem. |
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For any g € I(X,R), the mapping f — [g, f] is a derivation of
I(X,R). We call it an inner derivation and denote it as Inn,. A
mapping f :<— R is called transitive if

for all 4,5,k € X such that ¢ < j, 7 < k. Note that every mapping
0 : X — R determines a transitive mapping (i,7) — o(i) — o(j).
Transitive mappings of this form are called trivial. If f :<— R is a
transitive mapping, we define an R-linear mapping Ay : I(X,R) —
I(X,R) by

Ag(ei) = f(i-g)ei

for all e;; € 8.

Lemma 2.3. With notation as above, Ay is a derivation. Moreover,
Ay is inner if and only if f is trivial.

Proof. Note that Ay(e;j)er +e;jA(ext) = 06 (f(3,7)+ f(k,1))ey =
Ay(eijer) for all e;, ex; € B. Then Lemma 2.1 implies that Ay is a
derivation.

If f is trivial, there exists a mapping ¢ : X — R such that
f(i,j) = o(i) —o(j). Let g =3 _,cx o(i)ei; € I(X,R). Then [g,e] =
(o(i) — o(j))ei; = Ay(ei;) for all e;; € B, and hence Ay is inner.
Conversely, if Ay is inner, there exists an element g = > i€ Cijei
such that Ag(e;;) = [g,e;;] for all e;; € B. Hence, f(i,5) = Ciy — Cj;.
Setting o : X — R by o(i) = Cy;, we get that f is trivial. |

Remark 2.4. We will call the derivation Ay by transitive induced
deriwation induced by the transitive mapping f. The definition of
transitive mappings first appeared in Nowicki’s paper [13], where he
dealt with finite incidence algebras, i.e., X is a finite pre-ordered set.

Proposition 2.5. Let D be a derivation of I(X,R). Then there exist
an element g € I(X,R) and a transitive mapping [ such that

D =1Inng + Ay.



JORDAN DERIVATIONS OF INCIDENCE ALGEBRAS 1363

Proof. Tt follows from Theorem 2.2 that

i ij Jj
D(e;j) E Criexj + Cijeij + g Ci, ey

z€L; YyER;

for all e;; € B, where the coefficients C;Jy are subject to the following
relations N -

Cl +Crf = and CJ+Cly = Cif
Define f :<— R by (4,j) — ij Then f is transitive since Cf]] +
C'Jj,ig = Cf,’j On the other hand, let g = ZEUE% C’Z;eij, Note that
g9(i,j) = C}} = *CZ; Hence,

D(ei;) = Inng(ei;) + Ag(eis)

for all e;; € B. The proposition follows from the fact that the mappings
D, Inng and Ay are all R-linear. ]

We point out that Proposition 2.5 can also be obtained from [10,
Theorem 6.3], where Koppinen used the coalgebra structure of inci-
dence algebras. Our approach is elementary but is convenient for study-
ing Jordan derivations in the next section. Lemma 2.3 and Proposi-
tion 2.5 deduce the following.

Corollary 2.6. Fuvery deriwation of I(X,R) is inner if and only if
every transitive mapping is trivial.

Corollary 2.7. The incidence algebra I(X,R) is a Kadison algebra,
i.e., every local derivation of I(X,R) is a derivation.

Proof. The proof is similar to that of [14, Theorem 3]. |

3. Jordan derivations on incidence algebras. Throughout this
section, we assume that R is 2-torsion free. Let D : I(X,R) — I(X,R)
be a Jordan derivation. We also denote

7,
D(e; ) g C eay

exyEDB

for all 4,5 € X with ¢ < 5. We assume C’;Jy =0, if needed, for = £ y.
The following lemma is due to Herstein [7].
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Lemma 3.1. Let A be a 2-torsion free ring, D : A — A be a Jordan
deriwation. Then for any a,b,c € A, we have

(i) D(ab+ ba) = D(a)b+ aD(b) + D(b)a + bD(a),
(ii) D(aba) = D(a)ba + aD(b)a + abD(a),
(iii) D(abc + c¢ba) = D(a)be + aD(b)c + abD(c) + D(c)ba + ¢D(b)a +
cbD(a).

Lemma 3.2. Let D : I(X,R) — I(X,R) be a Jordan derivation. Then

D(e;j;) Z Cliey; + C” eij + Z ezy + C Tes

r€L; yER;

for all e;; € B, where the coefficients C;Jy are subject to the following
relations

C§i+c if j <k
Ci C’;,’: Clk, ifi<j, j<k.

Proof. Since e;; is an idempotent element for all i € X, a similar
computation as in Theorem 2.2 shows that C;! =0 and

(7) 6“ Z O;,Lzexz + Z C” ezy

r€L; yeER;

For any e;; € B with i # j, we deduce from Lemma 3.1 (iii) and
equation (8) that
D(esj) = D(esiesjej; + ejj€ijeii)
Dleii)esj + eaDlesg)es; + eiiDless) + ejiDleij)es
= D(eii)eij + Cileij + ei;D(ej;) + Cilejs
— Z c ‘erj + C”e” + Z C%ew + C”eﬂ
z€L;

YyER;

(8)

Combining equations (8) and (9), we get the form of D(e;;). It would
be helpful to point out that C3] = 0 if j £ ¢ by our assumption.

In order to determine the coefficients C’;Jy, we need to apply the
Jordan derivation D to the identity e;jer + egiei; = djkei + Oriek;.

There are four subcases.
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Case 1. When [ # i and j # k, we have
0= D(esj)ens + eijD(ew) + D(er)eij + e D(eij)

= ( Z Cliey; + Cjeu + Z ijezy +C eji) €kl

r€L; YyER,;

+eij < Z Chreq + Cilew + Z Cllery + C’ﬁf@k)

€Ly yeR;
(9) ( Z kexl + Ckl er + Z Olyeky + Clkelk>€z]
zELy yeER;

+ ekl( Z C;lleg;] + Czjjem + Z C;;ely + CZ eﬂ)

€L, yER;
= Cj]zeil + 5ik0’ijejl + Ck]feil + 5jlclkkl€ik
+ C’hekj + 0; kOlkelJ + Clzekj +4; lC Em

We_ consider the coefficient of e;; in equation (10). If e; = ej;, then
Cil = Cii = 0. If ey = e, then Cfl = Cff = 0. Therefore,
CH + Cf,f = 0if (i,1) # (k,5) or 2(CH + C}F) = 0if (i,1) = (K, 7).
Hence, C’% Cf,f =0 for j < k since R is 2-torsion free.

Case 2. When [ # i and j = k, we have

D(eir) = D(eij)ers + eijD(ex) + D(egi)eij + e D(eij)

= ( Z Cuewj + C’]ew + Z ijezy ejl) €jl

x€eL; YyER;

—|—eij( Z cy Jeal +CY le]l + Z C’lyejy —|—C’l]el])

€L yeER;

1)+ < S ey 4 Clley + Y Cltey, + c;';elj)eij

ZELJ' yeR;
i ZJ JJj iJ
+ eji ( E Cries; + C; Seij + E ijely + C eﬂ>
z€L; yGRj

= Z C”ezl + C ]ell +6; C ]e]l + ijllezl
T€L;
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+ Y Cliey+8uC] eiy+Clles;+6,;Cf e+ Ciles; +61,C) e

yeER,

Z C’”exl + C. Jell + C 51€il

rEL;

+ > Clleiy +0i;CLer; + 0,;C e,
YyER,

where the last identity follows from the facts d;; C;g =0and Cllf +Cjf =
0. Therefore, there is

(11) Czlezl + 0“612 e C 611 + Cglleil + 51']'0?]-16“ + 51]'0;56]‘1'.
We consider the coefficient of e;; in equation (12). Note that [ # 4 in
this case. We obtain C’” CJJZZ = Cil.

Case 3. When | =i and j # k, this case is the same as Case 2.

Case 4. When [ = i and j = k, a direct calculation shows
that Cj + Cj; = 0. Combining with Case 2 or Case 3, we have
C”+Cﬁltc for all i < j and j <. O

We are now in a position to prove the main result of this paper.

Theorem 3.3. Let R be a 2-torsion free commutative ring with iden-
tity. Then every Jordan derivation of the incidence algebra I(X,R) is
a derivation.

Proof. Let D : I(X,R) — I(X,R) be a Jordan derivation. By
Lemma 3.2,

D(ei;) = Z Clie,;+ CU eij + Z C”ely + C’”eﬂ

xzeLl,; yeER;

for all e;; € 9B, where the coefficients C’;]y are subject to the following

relations
k;

CjiJrC’“k_o if j <
i< g, <k

ik .
Ci Ol =Cif, ifi

We define an R-linear operator d by
dleij) = Y Ciiieaj + Cileij + > Clieiy

z€L; YyER;
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for all e;; € B, where the coefficients C;Jy are subject to the following
relations 3
Cji C”‘”C =0,
C;J C ik — Czk7

J

if j

< ks
ifi<y

i
i 7, j < k.

Then Theorem 2.2 makes d a derivation. Then the operator A := D —d
is a Jordan derivation of I(X,R) satisfying

Afe;i) =0 and Ale;;) = Cjeﬂ

for all i < j. Note that we have assumed C7/ = 0 if j £ 1.
restrict A to the subalgebra generated by e;i, €5, €5, €5; if j < ¢ which
is isomorphic to the full matrix algebra Ma(R). Then [8, Theorem 7
and Theorem 22] implies that A is a derivation, and hence C’;g = 0.
This completes the proof of the theorem.

Remark 3.4. If X is a finite partially ordered set (poset), then
the incidence algebra I(X,R) (also called bigraph algebra or finite
dimensional CSL algebra) is usually a triangular algebra (see [19, page
1245]). In this case, Theorem 3.3 can be deduced from [11, Theorem
3.2] or [20, Theorem 2.1].
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