## ON TRACE FORMS OF ALGEBRAIC FUNCTION FIELDS

ALEXANDER PRESTEL

1. Introduction and results. Let $L / K$ be a finite separable field extension. The trace form of $L / K$ is the following symmetric bilinear form over $K$

$$
L \times L \rightarrow K, \quad(x, y) \rightarrow \operatorname{Tr}_{L / K}(x \cdot y)
$$

This form will be denoted by $T_{K}(L, 1)$. If $P$ is an ordering of $K$, it is well-known that

$$
\operatorname{sgn}_{P} T_{K}(L, 1)=\#\{\text { extensions of } P \text { to } L\}
$$

Thus every trace form has totally positive signature over $K$, i.e.,

$$
\operatorname{sgn}_{P} T_{K}(L, 1) \geq 0 \quad \text { for all } P \in X_{K}
$$

As usual $X_{K}$ denotes the set of all orderings of $K$. Therefore every (regular) quadratic form $\rho$ over $K$ which is Witt equivalent to some trace form over $K$ has totally positive signature.
In [3] the question has been raised whether, for algebraic number fields $K$, the converse also holds, i.e., whether in this case every regular quadratic form $\rho$ which has totally positive signature over $K$ is Witt equivalent to a trace form $T_{K}(L, 1)$ for some finite extension $L / K$. Conner and Perlis succeeded in proving this in case $K=\mathbf{Q}$. In a recent paper W. Scharlau [8] gave a positive answer for all number fields, reducing the general case to the 1 -dimensional case already solved in [5]. In the 1-dimensional case $\rho=(\beta)$, the condition of totally positive signature just means that $\beta$ is a sum of squares in $K$.
The main result of this paper is

MAIN THEOREM. Let $K$ be an algebraic function field in one variable over a real closed field $R$. Then every regular quadratic form $\rho$ which

[^0]has totally positive signature over $K$ is Witt equivalent to some trace form $T_{K}(L, 1)$.

The strategy of the proof is the same as in [8]: first reducing the general case to the 1-dimensional case, and then proving the 1dimensional case.
Scharlau's reduction step used the two facts that algebraic number fields are hilbertian (i.e., satisfy Hilbert's Irreducibility Theorem) and have only a finite number of orderings. While the first fact is still true for algebraic function fields, the second no longer holds (except for the case $X_{K}=\emptyset$ ). A substitute for this second fact will be that every algebraic function field in one variable over a real closed field $R$ (as well as every algebraic number field) allows Effective Diagonalization (ED) of quadratic forms (see [11] and [7]), i.e., for every quadratic form $\rho$ over $K$, there is a diagonalization

$$
\rho \simeq\left(\begin{array}{lll}
d_{1} & & 0 \\
& \ddots & \\
0 & & d_{n}
\end{array}\right)
$$

such that, for each $P \in X_{K}$, we have

$$
d_{i+1} \in P \Rightarrow d_{i} \in P
$$

This means that - independent of $P$ - the positive elements $d_{i}$ always are on top of the negative ones.

The first theorem we prove corresponds to Scharlau's reduction step. (Since the fields in the Main Theorem are of characteristic zero, we will restrict ourselves to this case.)

THEOREM 1. Let $K$ be a hilbertian field of characteristic zero satisfying ED. Then every regular quadratic form $\rho$ having totally positive signature over $K$ is isometric to a scaled trace form $T_{K}(L, \beta)$ for some finite extension $L / K$ with $\beta$ being a sum of squares in $L^{\times}$.

A scaled trace form $T_{K}(L, \beta)$ is given by the symmetric bilinear form over $K$

$$
L \times L \rightarrow K, \quad(x, y) \rightarrow \operatorname{Tr}_{L / K}(\beta x y)
$$

where $L / K$ is a finite (separable) extension and $\beta \in L$. It is easy to prove (see, e.g., [9; Chapter 3, Theorem 4.5]) that, for every $P \in X_{K}$,

$$
\begin{aligned}
\operatorname{sgn}_{P} T_{K}(L, \beta)= & \#\left\{\text { extensions } P^{\prime} \text { of } P \text { to } L \text { s.t. } \beta \in P^{\prime}\right\} \\
& -\#\left\{\text { extensions } P^{\prime} \text { of } P \text { to } L \text { s.t. }-\beta \in P^{\prime}\right\} .
\end{aligned}
$$

Thus, as a consequence, we have

Proposition. Let $T_{K}(L, \beta)$ be a scaled trace form with $\beta \in L$. Then $\beta$ is a sum of squares in $L$ if and only if, for all $P \in X_{K}$,

$$
\operatorname{sgn}_{P} T_{K}(L, \beta)=\#\{\text { extensions of } P \text { to } L\}
$$

The second theorem we prove will correspond to Corollary 1 of [5]. We will say that a field $L$ satisfies the Norm Theorem (NT) of [5] if, for every sum of squares $\beta \in L$ which is not a square in $L$, there is a natural number $m$ such that $-m$ is a Norm of $L(\sqrt{\beta})$ over $L$, i.e., the form $(1,-\beta, m)$ is isotropic over $L$. By a theorem of Witt (see [12] and [4]), every totally indefinite quadratic form of dimension $\geq 3$ over an algebraic function field $L$ in one variable over a real closed field is isotropic. Thus by taking, e.g., $m=1$, every such function field $L$ satisfies the Norm Theorem.

THEOREM 2. Let L be a hilbertian field of characteristic 0 satisfying NT. Then, for every sum of squares $\beta \in L^{\times}$, the 1-dimensional form ( $\beta$ ) is Witt equivalent to a trace form $T_{L}(F, 1)$ over $L$ for some extension $F / L$ obtained by an irreducible linear trinomial $X^{m+1}+a X+b \in L[X]$ of odd degree.

From these two theorems the Main Theorem follows at once:
Let $K$ be an algebraic function field in one variable over a real closed field $R$ and let $\rho$ be a regular quadratic form which has totally positive signature over $K$. Since $K$ is hilbertian and satisfies ED, by Theorem \#1 we find a finite extension $L / K$ and a sum of squares $\beta \in L^{\times}$such that

$$
\rho \simeq T_{K}(L, \beta)
$$

Since $L$ is again an algebraic function field in one variable over $R$, it is hilbertian and satisfies NT. Thus, applying Theorem 2 to $L$ and $\beta$, we obtain a finite extension $F / L$ such that

$$
(\beta) \sim T_{L}(F, 1) \text { in } W(L) .
$$

Using the transitivity of the trace and Corollary VII. 1.5 of [6], we finally get

$$
\rho \sim T_{K}(F, 1) \text { in } W(K)
$$

At the end of the paper we will investigate the property NT for function fields a little closer.

Concerning notations and basic results about quadratic forms we refer the reader to $[6]$.
2. Proof of Theorem 1. Since the case $X_{K}=\emptyset$ is already covered by Scharlau's paper, we concentrate on the case $X_{K} \neq \emptyset$.

Let $K$ be hilbertian and satisfy ED. Given a regular quadratic form $\rho$ of dimension $n$ over $K$, we can then assume that $\rho$ is represented by a diagonal matrix

$$
\mathbf{D}=\left(\begin{array}{ccc}
d_{1} & & 0 \\
& \ddots & \\
0 & & d_{n}
\end{array}\right) \text { with } d_{i} \in K^{\times}
$$

such that, for all $P \in X_{K}$,

$$
d_{i+1} \in P \Rightarrow d_{i} \in P
$$

If we assume $\operatorname{sgn}_{P} \rho \geq 0$ for all $P \in X_{K}$, we know that each $d_{i}$ with $i \leq[(n+1) / 2]$ is a sum of squares in $K$. As usual $[m / 2]$ denotes the integral part of $m / 2$. Thus, after rearranging the elements of the diagonal, we can assume that all $d_{i}$ with odd index $d_{1}, d_{3}, d_{5}, \ldots$ are sums of squares in $K$. Multiplying by suitable squares, we may in addition assume that

$$
d_{2 i-1} d_{2 i} \neq d_{2 j-1} d_{2 j}
$$

for all $1 \leq i<j \leq[(n+1) / 2]$. We require this condition also for the case $j=[(n+1) / 2]$ and $n$ odd after setting $d_{n+1}:=d_{n}$.

Using now Scharlau's argument (see [8]) it suffices to find a symmetric matrix $B \in K^{(n, n)}$ such that
(i) the characteristic polynomial $f(X)$ of DB is irreducible over $K$.
(ii) $f(X)$ has exactly $\operatorname{sgn}_{P} \rho$ roots in the real closure $(\overline{K, P})$ of $K$ with respect to $P$.
As it is explained in [8], by (i) there exists a $\beta$ in $L=K[X] /(f)$ such that

$$
\rho=T_{K}(L, \beta)
$$

By (ii) the number of extensions of $P$ to $L$ is

$$
\operatorname{sgn}_{P} T_{K}(L, \beta)
$$

Thus by Proposition, $\beta$ is a sum of squares in $L$.
In order to find such a matrix $B$, let us start with the symmetric matrix

$$
\mathbf{B}_{0}=\left(\begin{array}{cccc}
01 & & & \\
10 & & & \\
& 01 & & 0 \\
& 10 & & 0 \\
0 & & \ddots &
\end{array}\right)=\left(b_{i j}\right)
$$

The last square in the diagonal of $\mathbf{B}_{0}$ is the 2-by-2 matrix $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$ if $n$ is even, and the 1 -by- 1 matrix 1 if $n$ is odd.
Forming the characteristic polynomial

$$
f_{0}(X)=\operatorname{det}_{n}\left(\mathbf{D} \mathbf{B}_{0}-X \mathbf{I}_{n}\right)
$$

we find that

$$
f_{0}(X)=\prod_{1 \leq i \leq[n / 2]}\left(d_{2 i-1} d_{2 i}-X^{2}\right) \cdot l(X)
$$

where $l(X)=1$ if $n$ is even and $l(X)=d_{n}-X$ if $n$ is odd. By our choice of the $d_{i} \in K$ we see immediately that

$$
\operatorname{sgn}_{P} \rho=\#\left\{\text { zeros of } f_{0} \text { in }(\overline{K, P})\right\}
$$

for each $P \in X_{K}$. Thus $f_{0}$ satisfies (ii).
Since, for a fixed ordering $P$, all the zeros of $f_{0}$ in $(\overline{K, P})$ are simple, any matrix $\mathbf{B}_{P}$ which has its elements very close to that of $\mathbf{B}_{0}$ in $(\overline{K, P})$ yields a polynomial

$$
f_{P}=\operatorname{det}_{n}\left(\mathbf{D B} \mathbf{B}_{P}-X \mathbf{I}_{n}\right)
$$

which has the same number of zeros in $(\overline{K, P})$ as $f_{0}$. Actually, for a fixed $P \in X_{K}$ we find some $a_{P} \in P^{\times}$such that, for all $\epsilon_{i j} \in(\overline{K, P})$ with $0 \leq_{P} \epsilon_{i j} \leq_{P} 1 / a_{P}^{2}$ and $\epsilon_{i j}=\epsilon_{j i}$, the symmetric matrix

$$
\mathbf{B}_{P, \epsilon}=\mathbf{B}_{0}+\epsilon=\left(b_{i j}+\epsilon_{i j}\right)
$$

yields a polynomial

$$
f_{P, \epsilon}=\operatorname{det}_{n}\left(\mathbf{D B} \mathbf{B}_{P, \epsilon}-X \mathbf{I}_{n}\right)
$$

having the same number of zeros in $(\overline{K, P})$ as $f_{0}$. Thus, in particular,

$$
\operatorname{sgn}_{P} \rho=\#\left\{\text { zeros of } f_{P, \epsilon} \text { in }(\overline{K, P})\right\}
$$

As we will see there are always choices of $\epsilon_{i j} \in K$ which make $f_{P, \epsilon}$ irreducible over $K$. This gives a positive solution to (i). But now (ii) can be guaranteed only for the ordering $P$ which we fixed. Thus our problem is to find some $\epsilon_{i j} \in K$ which do the job simultaneously for all $P \in X_{K}$. This can be achieved in the following way.
For every $P \in X_{K}$ we choose $a_{P} \in K^{\times}$as above and consider the subset $U_{P}$ of $X_{K}$ consisting of those $Q \in X_{K}$ such that

$$
\operatorname{sgn}_{Q} \rho=\#\left\{\text { zeros of } f_{Q, \epsilon} \text { in }(\overline{K, Q})\right\}
$$

for all $\epsilon_{i j} \in(\overline{K, Q})$ satisfying $0 \leq_{Q} \epsilon_{i j} \leq_{Q} 1 / a_{P}^{2}$ and $\epsilon_{i j}=\epsilon_{j i}$. Clearly $P \in U_{P}$, since it is well-known $X_{K}$ is a compact space with respect to the topology generated by the subsets

$$
H(c)=\left\{P \in X_{K} \mid c \in P\right\}, \quad c \in K
$$

The sets $U_{P}$ are open in this topology. This is a consequence of Tarski's Theorem on the Elimination of Quantifiers over real closed
fields. In fact, it is not difficult to write down a formula $\varphi\left(x_{1}, \ldots, x_{n}, y\right)$ in the language of ordered fields such that

$$
U_{P}=\left\{Q \in X_{K} \mid(\overline{K, Q}) \text { satisfies } \varphi\left(d_{1}, \ldots, d_{n}, a_{P}\right)\right\}
$$

By Tarski's Theorem there are polynomials

$$
p_{i j}, q_{i} \in \mathbf{Z}\left[X_{1}, \ldots, X_{n}, Y\right]
$$

such that $\psi\left(d_{1}, \ldots, d_{n}, a_{p}\right)$ is equivalent to

$$
\vee_{i=1}^{r}\left(q_{i}\left(\bar{d}, a_{P}\right)=0 \wedge \wedge_{j=1}^{s} p_{i j}\left(\bar{d}, a_{P}\right)>0\right)
$$

in all real closures $(\overline{K, Q})$. Assuming w.l.o.g. that $q_{i}\left(\bar{d}, a_{P}\right)=0$ for all $i$, we thus have

$$
U_{P}=\cup_{i=1}^{r} \cap_{j=1}^{s} H\left(p_{i j}\left(\bar{d}, a_{P}\right)\right)
$$

Hence $U_{P}$ is open in $X_{K}$. By compactness we can therefore find a finite cover $U_{P_{1}} \cup \cdots \cup U_{P_{m}}$ of $X_{K}$. If we now let $a=a_{P_{1}}^{2}+\cdots+a_{P_{m}}^{2}$, then the choice $\epsilon_{i j}=1 /\left(a+y_{i j}^{2}\right)$ with $y_{i j}=y_{j i} \in K$ obviously satisfies

$$
0 \leq_{Q} \epsilon_{i j} \leq_{Q} \frac{1}{a_{P_{\nu}}^{2}} \quad \text { and } \quad \epsilon_{i j}=\epsilon_{j i}
$$

for all $Q \in U_{P}$ and all $1 \leq \nu \leq m$. Thus, if we set

$$
\mathbf{B}_{Y}=\mathbf{B}_{0}+\left(\frac{1}{a+y_{i j}^{2}}\right) \text { with } Y_{i j}=Y_{j i}
$$

and

$$
f_{Y}=\operatorname{det}_{n}\left(\mathbf{D} \mathbf{B}_{Y}-X \mathbf{I}_{n}\right)
$$

by the definition of $U_{P}$, we obtain

$$
\operatorname{sgn}_{Q} \rho=\#\left\{\text { zeros of } f_{y} \text { in }(\overline{K, Q})\right\}
$$

for all substitutions $y_{i j} \in K$ and all $Q \in X_{K}$. Thus $f_{y}$ satisfies (ii). In addition we can choose $y_{i j} \in K$ such that $f_{y}$ is also irreducible, thus also satisfying (i). In fact,

$$
f_{y}=\frac{g\left(X, \bar{Y}_{i j}\right)}{\prod_{1 \leq i, j \leq n}\left(a+y_{i j}^{2}\right)} \quad \text { with } g \in K\left[X, \bar{Y}_{i j}\right]
$$

As we will show in the next section, $g$ is irreducible over $K$. Thus, by the assumption on $K$ being hilbertian, we find $y_{i j} \in K$ such that $g\left(X, \bar{y}_{i j}\right) \in K[X]$ is irreducible. This finishes the proof of Theorem 1.

Looking carefully at the proof of Theorem 1 we can see that after having used ED the rest of the proof actually yields

Addition Lemma. Let $K$ be a hilbertian field of characteristic zero. If $\rho_{i} \simeq T_{K}\left(L_{i}, \beta_{i}\right)$ for some extensions $L_{i} / K$ and some sums of squares $\beta_{i}$ of $L_{i}($ for $i=1,2)$, then $\rho_{1} \perp \rho_{2} \simeq T_{K}(L, \beta)$ for some extension $L / K$ and some sum of squares $\beta$ of $L$.

In fact, by Scharlau's argument we find symmetric matrices $\mathbf{B}_{i}$ such that (i) and (ii) holds for $\mathbf{D}_{i} \mathbf{B}_{i}$ where $\mathbf{D}_{i}$ are symmetric matrices representing $\rho_{i}$ (for $i=1,2$ ). Considering now the matrix

$$
\mathbf{B}_{0}=\left(\begin{array}{cc}
\mathbf{B}_{1} & \mathbf{O} \\
\mathbf{O} & \mathbf{B}_{2}
\end{array}\right)
$$

we can follow the proof of Theorem 1 in order to obtain the Addition Lemma.

As a consequence we get

COROLLARY. Every closed and open subset of the order space $X_{K}$ of a hilbertian field $K$ is the image under the restriction map of some finite extension $L / K$.

Proof. Let $A \subset X_{K}$ be open and closed. Then

$$
A=\cup_{i=1}^{n} \cap \cap_{j=1}^{m_{i}} H\left(a_{i j}\right), \quad a_{i j} \in K^{\times}
$$

Clearly, the sets $B_{i}=\cap_{j=1}^{m_{i}} H\left(a_{i j}\right)$ are the images under the restriction map for the fields

$$
L_{i}=K\left(\sqrt{a_{i 1}}, \ldots, \sqrt{a_{i m_{i}}}\right)
$$

for $1 \leq i \leq n$. Since the trace forms $\rho_{i}=T_{K}\left(L_{i}, 1\right)$ have nonvanishing signature exactly on $B_{i}$, the corollary follows from the Addition Lemma.

This corollary generalizes the corresponding result of Andradas and Gamboa for real function fields [1, Theorem 4.1].
3. An irreducibility result. The aim of this section is to prove

Lemma. Assume that $K$ is a formally real field. For $1 \leq i, j \leq n$ let $a_{i j} \in K$ and $c_{i j} \in K^{\times}$. Then, for any sum of squares $a \in K^{\times}$, the characteristic polynomial $f_{n}$ of the matrix

$$
\mathbf{A}_{n}=\left(a_{i j}+\frac{c_{i j}}{a+Y_{i j}^{2}}\right) \quad \text { with } Y_{i j}=Y_{j i}
$$

is a quotient of an irreducible polynomial $g_{n} \in K\left[X, \bar{Y}_{i j}\right]$ and $\prod_{1 \leq i, j \leq n}\left(a+Y_{i j}^{2}\right)$.

This lemma applied to the case

$$
a_{i j}=d_{i} b_{i j} \quad \text { and } c_{i j}=d_{i}
$$

yields the result used in the proof of Theorem 1.

Proof. We proceed by induction on $n$. For the case $n=1$ one obtains

$$
g_{1}=a_{11}\left(a+Y_{11}^{2}\right)+c_{11}-X\left(a+Y_{11}^{2}\right) .
$$

As a polynomial in $X$ this is clearly irreducible over $K\left[Y_{11}\right]$ since $c_{11} \neq 0$.
Now let us assume by induction that $n \geq 2$ and, for all $m<n$, the polynomial $g_{m}$ is irreducible and of degree $m$ in $X$.
Writing for a moment $Z_{i j}$ for $\left(a+Y_{i j}^{2}\right)^{-1}$, we obtain

$$
\begin{aligned}
f_{n} & =\operatorname{det}_{n}\left(\begin{array}{cc}
a_{11}+c_{11} Z_{11}-x & a_{12}+c_{12} Z_{12} \cdots \\
a_{21}+c_{21} Z_{12} & \\
\vdots & \\
& =\left(a_{11}+c_{11} Z_{11}-X\right) f_{n-1}+\sum_{1 \neq i, j}\left(a_{1 i}+c_{1 i} Z_{1 i}\right)\left(a_{j 1}+c_{j 1} Z_{1 j}\right) f_{n-2}^{(i, j)},
\end{array},=\right.\text {, }
\end{aligned}
$$

where $f_{n-2}^{(i, j)}$ is (up to sign) the $\operatorname{det}_{n-2}$ of the matrix obtained by cancelling the $1^{\text {st }}$ and $\mathrm{i}^{\text {th }}$ columns and $1^{\text {st }}$ and $\mathrm{j}^{\text {th }}$ rows of $A_{n}-X I_{n}$. By induction hypothesis we have

$$
f_{n-1}=\frac{g_{n-1}}{\Pi_{1<i, j \leq n}\left(a+Y_{i j}^{2}\right)}
$$

with $g_{n-1}$ irreducible and of degree $n-1$ in $X$ and

$$
f_{n-2}^{(\nu, \nu)}=\frac{g_{n-2}^{(\nu)}}{\Pi_{i, j \neq 1, \nu}\left(a+Y_{i j}^{2}\right)}
$$

with $g_{n-2}^{(\nu)}$ irreducible and of degree $n-2$ in $X$. Clearly, in the case $n=2$ we let $f_{0}^{(2,2)}=g_{0}^{(2,2)}=-1$. Thus we obtain

$$
g_{n}=\left(c_{11}+\left(a_{11}-X\right)\left(a+Y_{11}^{2}\right)\right) \delta+\left(a+Y_{11}^{2}\right) \gamma
$$

with

$$
\begin{aligned}
& \delta=g_{n-1}\left(a+Y_{12}^{2}\right)^{2} \cdots\left(a+Y_{1 n}^{2}\right)^{2} \\
& \gamma=\sum_{1 \neq i, j} h^{(i, j)} \prod_{\nu \neq 1, i}\left(a+Y_{1 \nu}^{2}\right) \prod_{\mu \neq 1, j}\left(a+Y_{1 \mu}^{2}\right)
\end{aligned}
$$

for suitable polynomials $h^{(i, j)} \in K\left[X, \bar{Y}_{i j}\right]_{i, j \neq 1}$. In particular we find
$h^{(i, i)}=\left(c_{1 i}+a_{1 i}\left(a+Y_{1 i}^{2}\right)\right)\left(c_{i 1}+a_{i 1}\left(a+Y_{1 i}^{2}\right)\right) g_{n-2}^{(i)}\left(a+Y_{i i}^{2}\right) \cdot \prod_{j \neq 1, i}\left(a+Y_{i j}^{2}\right)^{2}$.
As a polynomial in $Y_{11}$ we have

$$
g_{n}=\alpha Y_{11}^{2}+\beta
$$

with $\alpha=\gamma+a_{11} \delta-X \delta$ and $\beta=a \gamma+c_{11} \delta+a a_{11} \delta-a X \delta$. If $\alpha$ and $\beta$ would have a common divisor, also $\delta$ and $\gamma$ would have one. If $\left(a+Y_{1 i}^{2}\right)$, for some $1<i$, would divide $\gamma$, then it would also divide $h^{(i, i)}$ and hence $c_{1 i}$ or $c_{i 1}$ which is impossible. Since $g_{n-1}$ is irreducible and $\operatorname{deg}_{X} g_{n-1}=n-1>\operatorname{deg}_{X} \gamma$, there could only be a common divisor of $\delta$ and $\gamma$, if $\gamma=0$. But this would yield

$$
0=\sum_{1 \neq i, j}\left(a_{1 i}+c_{1 i} Z_{1 i}\right)\left(a_{j 1}+c_{j 1} Z_{1 j}\right) f_{n-2}^{(i, j)}
$$

Observing that

$$
\operatorname{deg}_{X} f_{n-2}^{(i, j)}<\operatorname{deg}_{X} f_{n-2}^{(\nu, \nu)}=n-2
$$

for $i \neq j$ one easily sees that the highest coefficients of $X$ cannot cancel.
If $g_{n}$ were reducible in $Y_{11}$, then the highest coefficients of $\alpha$ and $\beta$ in $X$ would differ by a negative square from the field

$$
\operatorname{Quot}\left(K\left[\bar{Y}_{i j}\right]_{(i, j) \neq(1,1)}\right) .
$$

This is impossible since they differ by $a$ which is a non-zero sum of squares in $K$. Thus $g_{n}$ is irreducible.
4. Proof of Theorem 2. Let $f \in L[X]$ be an irreducible linear trinomial

$$
f(X)=X^{m+1}+a X+b
$$

of odd degree. The trace form $T_{L}(F, 1)$ of the extension $F=L[X] /(f)$ turns out to be (for a computation see [3] or [10])

$$
T_{L}(F, 1) \sim(1, m,-m d) \text { in } W(L)
$$

where

$$
d \equiv m^{m} a^{m+1}+(m+1)^{m+1} b^{m} \bmod L^{2} .
$$

If we knew in addition that $d \equiv \beta \bmod L^{2}$ and that $-m$ is a norm from $L(\sqrt{\beta})$ over $L$ (assuming that $\beta$ is not a square in $L$ ), then the form $(1,-\beta, m)$ would be isotropic. Hence the 2 -fold Pfister form $(1,-\beta, m,-\beta m)$ would be zero in $W(L)$. Thus we would get

$$
T_{L}(F, 1) \sim(\beta) \text { in } W(L)
$$

We are therefore looking for such a trinomial.
Let us first assume that $\beta$ is not a square in $L$, since otherwise we may take $F=L$. Next let us assume w.l.o.g. that $-m$ is a norm from $L(\sqrt{\beta})$ and $m$ is even. Now let

$$
r=\frac{(m+1)^{m+1}}{m^{m}}, \quad \beta_{1}=\frac{\beta}{m^{m}}
$$

The polynomial

$$
f(X, Y)=X^{m+1}+\left(\beta_{1} Y^{2}-r\right) X+\left(\beta_{1} Y^{2}-r\right)
$$

is irreducible in $K[X, Y]$. This follows at once by Eisenstein's Criterion if we consider $f$ as a polynomial in $X$ over $L[Y]$. Since $L$ is hilbertian, we find $y \in L^{\times}$such that

$$
f(X)=X^{m+1}+\left(\beta_{1} y^{2}-r\right) X+\left(\beta_{1} y^{2}-r\right)
$$

is irreducible in $K[X]$.
If we now set $a=b=\beta_{1} y^{2}-r$ we have found the desired linear trinomial of odd degree. In fact, we have (observing that $m$ is even) $\bmod L^{2}$

$$
\begin{aligned}
d & \equiv m^{m} a^{m+1}+(m+1)^{m+1} b^{m} \\
& \equiv m^{m} a+(m+1)^{m+1} \\
& \equiv \beta y^{2} \\
& \equiv \beta
\end{aligned}
$$

This finishes the proof of Theorem 2 .
It may be interesting to observe that the converse of Theorem 2 also holds, i.e., assuming that, in $L$, every sum of squares $\beta$ is Witt equivalent to a trace form $T_{L}(F, 1)$ for some $F$ obtained by a linear trinomial $X^{m+1}+a X+b$ with $m$ even, then $L$ satisfies NT.
In fact, by this assumption we have

$$
(\beta) \sim(1, m,-m d) \text { in } W(L)
$$

with $d$ as above. From this Witt equivalence we obtain the isometry

$$
(\beta, 1,-1) \simeq(1, m,-m d)
$$

which clearly implies

$$
\beta \equiv d \bmod L^{2}
$$

In particular we obtain that the 2-fold Pfister form $(1, m,-m \beta,-\beta)$ is zero in $W(L)$. But this implies that $(1, m,-\beta)$ is isotropic. Thus, in case $\beta$ is not a square in $L$, this tells us that $-m$ is a norm from $L(\sqrt{\beta})$.
5. More about NT. The remark at the end of the last section shows that NT is in some sense essential for the result of the Main Theorem. It will be thus interesting to ask in general which function fields are satisfying this property. For rational function fields we can give a complete answer.

THEOREM. Let $k$ be a formally real field. Then the rational function field $k(t)$ satisfies NT if and only if $k$ is hereditarily pythagorean, i.e., $k$ and all its finite formally real extensions are pythagorean.

Proof. In [2; Chapter III, Theorem 4], it is shown that if $k$ is hereditarily pythagorean, in $k(t)$ every sum of squares $\beta$ is equal to a sum of 2 squares. Thus the form $(1,-\beta, 1)$ is isotropic over $k(t)$.

Conversely, let us assume that there is a finite formally real extension $k_{1}$ of $k$ which is not pythagorean. Then there is some $\alpha \in k_{1}$ such that $\gamma=1+\alpha^{2}$ is not a square in $k_{1}$. We consider the extensions

$$
k_{2}=k_{1}(\sqrt{\gamma}) \quad \text { and } \quad k_{3}=k_{2}(\sqrt{\sqrt{\gamma}-\gamma})
$$

Observing that $(\sqrt{\gamma}-\gamma)(-\sqrt{\gamma}-\gamma)=\gamma^{2}-\gamma=\gamma(\gamma-1)=\gamma \alpha^{2}$ we see that $k_{3} / k_{1}$ is cyclic with the automorphism

$$
\sigma(\sqrt{\sqrt{\gamma}-\gamma})=\sqrt{-\sqrt{\gamma}-\gamma}
$$

generating the Galois group. The unique extension of $k_{1}$ of degree 2 in $k_{3}$ is $k_{2}$. Since $k_{2}$ is formally real, we find that, for every $m \in \mathbf{N}$, $\sqrt{-m} \notin k_{3}$. On the other hand $k_{3}$ is not formally real. In fact, $\gamma>1$ implies $\gamma>\sqrt{\gamma}$. Denoting by $f(t)$ the irreducible polynomial of some generator of $k_{3}$ over $k$, we thus find polynomials $f_{1}, \ldots, f_{r} \in k[t]$ such that

$$
-1 \equiv f_{1}^{2}+\cdots+f_{r}^{2} \bmod f
$$

and $\operatorname{deg} f_{i}<\operatorname{deg} f$. If we now assume that $k(t)$ satisfies NT, we could find some $m \in \mathbf{N}$ and $g_{1}, g_{2}, h \in k[t]$ such that

$$
-m h^{2}=g_{1}^{2}-\left(1+\sum_{i=1}^{r} f_{i}^{2}\right) g_{2}^{2}
$$

Since $f$ divides $1+\sum f_{i}^{2}$, we may assume (after cancelling) that $f$ does not divide $h$ or $g_{1}$. Thus, computing $\bmod f$, we would get that $-m$ is a square in $k_{3}$. This contradiction proves the theorem.
This theorem in particular shows that the field $\mathbf{Q}(t)$ does not satisfy Theorem 2 . More precisely, considering the fields $k=k_{1}$ $=\mathbf{Q}, k_{2}(\sqrt{2}), k_{3}=\mathbf{Q}\left((\sqrt{2}-2)^{\frac{1}{2}}\right)$ we see that $f=t^{4}+4 t^{2}+2$ and

$$
-1 \equiv\left(t^{2}\right)^{2}+(2 t)^{2}+1^{2} \bmod f .
$$

Thus we find that the sum of squares

$$
\beta=t^{4}+4 t^{2}+1 \in \mathbf{Q}(t)
$$

is not Witt equivalent to any trace form of a finite extension of $\mathbf{Q}(t)$ given by some linear trinomial of odd degree.
According to [4] and [11] a formally real function field in one variable over a field $k$ satisfies ED if and only if $k$ is hereditarily euclidean, i.e., $k$ and all its finite formally real extensions are pythagorean and have just one ordering. Thus the main theorem already holds for algebraic function fields in one variable over a hereditarily euclidean field, since also Witt's Theorem on totally indefinite quadratic forms of dimension $\geq 3$ holds for such function fields (see [4]).
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