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LOCAL ESTIMATES THAT LEAD TO 
WEIGHTED ESTIMATES FOR OSCILLATING KERNELS 

IN TWO DIMENSIONS 

G. SAMPSON 

ABSTRACT. We prove here in 2 dimensions for the weights 
w(x) = (1 + \x\2)a that 

\\Ka,b+iy*f\\q,W<c(l + \y\2)\\f\\q,w 

for 2 < q < j ^ and 0 < a < bq + a - 2. 

Also we obtain estimates independent of R and v for the 
expression 

| / Kaib(t)e-itvdt\ 
J R 

for various rectangles R and all points v in 2 dimensions. 

0. Introduction. Throughout we shall suppose that R = [a, ß] x 
[7,r], a rectangle with sides parallel to the coordinate axis. Further­
more we set 

\\h\\ = sup|/i(t)|,t = (ti, t2) and dt = dtidt2. 
teR 

We wish to analyze the weighted mapping properties of the kernels 

(0.1) Ka,b(t) = *' with 6 > 1 - a- and a > 1. 

Here n in (0.1) is determined by the dimension oft. For the most part 
this paper is concerned with n = 2 dimensions. 

We generalize Lemma 4.5 of [1] to n = 2 dimensions, namely, 

THEOREM 1. Let ti;(a?) = (1 + \x\2)a, 1 < a, 1 - f < 6 < 1, anc? n = 2. 
Then for 2 < q < j ^ and 0<a<bq + a-2, 

| |^a fö+<y*/IU<c(l + |?y|2)| | / |U. 
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536 G. SAMPSON 

Furthermore, we generalize Lemma 3.1 and Theorem 3.2 of [1] to two 
dimensions. These results are used to prove in a forthcoming paper 
with W.B. Jurkat, necessary and sufficient conditions on v(#), which 
are constant on annuii, so that for q > 2, 

/ ( l + I x l 2 ) 6 ^ 0 - 2 ! ^ * / |* < c j v(x)\f\*dx. 

The proof of Theorem 1 is based upon showing that for a > 1 

(0.2) S(R) = | / Ka^%{t)e-U-Vdt\ < B 
JR 

for all rectangles parallel to the coordinate axis. The constant B is 
independent of the point v = (vi, V2) and the rectangle R. 

In case a > 2, (0.2) follows immediately from [5]; at the time we also 
did the cases 1 < a < 2, but were reluctant to include it in that paper. 
In all dimensions and for all a > 0, a ^ 1, (0,2) was shown by P. Sjölin 
in [8] in case R is Rn. It is not clear to us how to generalize this result 
to include all rectangles. Let me add that if we replace rectangles R 
by spheres then in that case (0.2) becomes unbounded when n > 2. 
To see that consider the case where K2,o(t) = ezl*' ,change to polar 
coordinates, and consider v near 0 for n > 2. 

Although the main features of showing (0.2) can be generalized to 
n-dimensions (n > 2), we would prefer to generalize a simpler proof. 

And so this paper will be organized as follows. In the first three 
sections we obtain those results needed to do Theorem 1. In the last 
section we do the cases 1 < a < 2 for (0.2). 

1. Notation, preliminary estimates, and further discussions. 
We note that S(R) is defined in (0.2). Although the next result applies 
in very general situations, we shall state it in such a way that it applies 
in our case. 

PROPOSITION 1.1. If 

(i) R2 = UmRm with \Rm n Rk\ = 0 for m ^ k, and 
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(ii) SCRJJ < S(Rm) for all R'm Ç Rm and all m, then for all 
rectangles R 

S(R) < Y,(R™)' 
m 

PROOF. R = Um(RM H R) by (i) and now by (ii) we get the result. 

Note that if i?i, #2 are rectangles with sides parallel to the coordinate 
axis then so is R\f\R2. And now by Proposition 1.1, if (0.2) holds for 
a partition of R2 into rectangles with sides parallel to the coordinate 
axis and ^ m S(Rm) < B, then (0.2) holds for all rectangles with sides 
parallel to the coordinate axis. Notice also in this special case that (ii) 
need only hold for rectangles R'm with sides parallel to the coordinate 
axis. 

Note our rectangles R are denoted as R = [a,ß] x [y,r]. We say our 
rectangles R satisfy (1.1) if, 

f (1.1') 0 < Jfi < \ß\ < 2|a| and | 7 | + \r\ < 2\ß\ or 

" \ (Ll'O 0 < 1|1 < \T\ < 2 |7 | and |a| + \ß\ < 2|r|. 

In fact, if R satisfies (1.1), then it was shown in (1') on p. 249 of [5] 
that 

(0.2') | / K a , i - f +iy(t)e~itvdt\ < B(l + \y\2) sup 5(Ä ;), JR R'ÇR 
where Rf is a rectangle with sides parallel to the coordinate axis. 

Next suppose that R? = UmRm, a partition where Äm satisfies (1.1) 
for m = 1,2, Then in order to show (0.2) (and hence (0.27)) it 
suffices to prove that 

(1.2) ^ 5 ( i ? m ) < 5 . 

The idea we use in order to show (0.2) is to rewrite it as 

<?f ffi - I / P ' W ) - « - « ' ) ^ - v) • J'® dt\ 
{R)~1JR

 {9ti l) (l + ltl2)1-**1 
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where fi(t) = {v{ - f £ ) ~ \ i = 1,2 with (/>(t) = |*|a and v = (vuv2); 
then we use either Lemma B, Lemma B' or Lemma C in order to 
separate — *\_a from the rest of the integrand. Next we integrate 

out the ti -variable and hence we are left with a 1-dimensional problem. 
Our main concern is where ^- — Vi = 0 and in particular where our 

critical point p lies, i.e., that point where ^ ( p ) = Vi for i = 1 and 2. 
And so we cut up the plane into rectangles Ä, respecting these critical 
curves, and we have the option of taking i = 1 or i = 2. 

The variable point v = (^1,^2) and we set /^(t) = (v$ — â ^ ) - 1 , i = 1? 2 
where (f>(t) = |£|a, a > 0, a ^ 1. 

By \t\ ~ u we mean that c\u < \t\ < c2u for two constants Ci,C2. 

Let p = (pi,p2) denote the critical point where flt.up)Lff, i = 1 2- Also 

set 6 = \p\x-2 and let //0 = ^-^ + 1 when 1 < a < 2. 

We let f?i, #2, •. -, ci, C2, • . . , stand for positive constants and use the 
letters B, c generically. 

2. A local L°°-estimate and weighted L2-estimates. In this 
section, (at the slight risk of confusion) let 

(2.1) S(R) = I / Ka^iyi^e-^dtl. 
JR 

Actually, we should attach a, 6, y and v to S(R) but find it more 
convenient not to. In this section and the last section it will be clear 
what the symbol denotes; in order to avoid confusion, early on it will 
be made clear whether (0.2) or (2.1) is being used. 

Before the main result of this section is stated we need some notation. 
Let Iu = [—u, u] x [—U, u] a rectangle in Ä2, and set R(ui,U2) = IU2 —Iux 

with 1*2 > ui, which denotes an "annulus". Let R(u) = R(u,2u). 

Next we state a generalization of Lemma 3.1 of [1] to two dimensions. 

LEMMA 2.1. Let a > l,u > l ,n = 2 and d = max(4 • 8 t " 1 , 8 ) . Set 
Q = R(^ua~1

iadua~1) and J = R2 - Q. Then there is a positive 
constant c(a, b) so that 

(2.2) S(R(u)0 < c(l + M V ( 1 _ ( > - ( f
 » { X Q W + (U2)^XJ(V)}. 
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REMARK 2.1. Note that S(R(u)) is bounded trivially in case u < 1, 
since the integrand is bounded by 1. 

We shall begin with an n-dimensional result due to Sjölin, Theorem 
1(b) of [8]. Here n could be any integer greater than or equal to 1. In 
case n = 1, this can also be found in [3]. 

THEOREM A. Let 1 - (f ) < b < 1, a > 0 and a # 1. Then 

lfb<l,\\KaMiy*f\\q<c(l + \y\n)\\f\\ 
(2.3) a a 

for „ , , . 1 ^ « ^ 

g 

a + 6 - 1 - * - 1 - 6 ' 

and 

if6 = l , | | /C« l f , * / | | ,<c ( l + | y m | / | | , 
for 1 < q < oo. 

(Here, we set if0)2/ = üf^i+ty and in case q = 1 we mean the real 
Hardy space H1 of # n , see [2].) 

The next result can be found in [5], as well as Lemma 1 of [4]. 

LEMMA B. Let f, Q£-, Q£- , ^ ^ and g be continuous on a rectangle 
R. Furthermore, if f, •§£•, •§£-, do not change sign in R and f is real-
valued, then for some R! Ç R and vertex P of R 

l/,/.ls«<IWl + /,ljj&l>l/r.l-
Using the supremum notation || • || introduced in §0 over Ä, we get 

LEMMA 2.2. Let a ^ 1 and R satisfy (1.1) for (2.5) and (1.1;) for 
(2.6). TTien 

(2.5) 5(A) < c(l + y2)\\{l + t2)-1^-1 if b > 1 - °- and 
z 

(2.6) 5(Ä)<c(l + ya)||(l + t V l l IK^)"1!!*-
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•<«A i i+ / . 'ss:» 
for M < finf Iti"-1 or M > 2o| |t | |°-1 . 

5 R 

REMARK 2.2. We obtain a corresponding result to (2.6) for f2(t). In 

that case, we replace | ^ by | ^ , / i by /2 , vi by v2 and (1.1;) by (1.1")-

PROOF. We first show (2.5). Note that 

S(R) = | / ( /f f l f l_ f + i y(t)c- f t 'v)(l + | t | V - * + 1 A | . 
JR 

Applying the second-mean-value theorem in each of the variables we 
obtain, 

S(R) < c||(l + \t\2yb-î+1\\ | / tf0il_t+iv(t)e-"-«di| 
JR' 

where Ä' Ç R. By (0.2) (or (0.2')) the result follows. To see (2.6), note 
that we can suppose that R lies in the first quadrant. For the v\ in the 
lemma and with g = tfa,6+i|,(t)fa " §f1>~UvJ = (vi - f ^ ) " 1 = / Î 
observe that the hypothesis of Lemma B is satisfied. 

Now by Lemma B for these v's 

S(R) < c(\\h\\ + J \^A-\dt)\J g(t)dt\. 

By two applications of the second-mean-value theorem | fR, g(t)dt\ < 
c| |( l+|*|2)-6 | | | /Ä / f c i ^ t >e- < v - t ( t ; i - | i )A | where R" Ç Rl'. Next, noting 
that we have an exact differential in the ^-variable, and then applying 
Van der Corput's lemma in the ^-variable, we get our result. 

And now we are in a position to prove Lemma 2.1. 

PROOF OF LEMMA 2.1. Because of our earlier remarks it suffices to 
estimate S(R) where R = [u,2u] x [0,2tt]. 
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Case 1. f ua~l < \v\ < adu^1: 

In case b > 1 — | , use (2.5) of Lemma 2.2. Now for all other choices 
of 6, since for t G R, \t\ ~ u, the proof of (2.5) still applies. 

Case 2. \v\ < § u""1: 

Here with f(t) = fi{t) (2.6) can be applied. Since for t € R, | 0 | > 

Cüa_2 and 1^ jfc | < c-J&z the result holds for this range of v. 

Case 3. \v\ > a -d -w a _ 1 : 

This implies either \vi\ > ~ ^ u a _ 1 or \v2\ > ^ w 0 - 1 . Suppose 
NI > ^ u 0 " 1 (the other case is similar). Then for t € R, 

—y > cua and < c{ ^ + 4 } 

Now using the counterpart to (2.6) explained in Remark 2.2 we obtain 
our result for this range of v. 

This completes the proof of Lemma 2.1. 

Set Kafi+iy{t',u) = Ka^iy{t)x(t i lu) (and for b = 1 drop the b as 
in (2.4)). It follows by (2.2) that \\KaMiy(>;u) * / | | 2 < c(l + \y\2)(l + 
u2)i-6-(a/2)||^||2 for b > 1 - | . In particular, each of these kernels 
^a,6+i2/(s ; u) maps L2into L2. In fact, we shall show the following 
result \\Katb+iy(-;u)*f\\q < c(l + |</|2)||/ | |, for ^ f ^ i < q < ^rb where 
c is independent of u and y. 

In order to see (2.9) we need a concept that first appeared in [6], 
concerning regular kernels. 

DEFINITION 2.3. A kernel K is called regular if it can be written as 
K(t) = k(t)g(t) such that 

i) | ^ ) | < c | ^ ) | for i f l < | t | < 2 | x | , 
u) I{\x\>2\t\] \k(x "f)~ k(x)\ \9(x)\dx <xfoTt^0 and 

iii) K maps L2 into L2 (i.e., K € L°°). 
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For 0 < 0,0 ^ 1, the kernels KaiV(t;u) are regular for each w, in 
fact the constants c are independent of u. To see this, set g{t) = 
ei|*la(l + |f|2)$-i-u/ a n d t h e n t a k e k(Q = (1 + | t |2)-«/2

x( t ^ /„) . We 
see that (i) and (ii) are easily satisfied, and (iii) follows from (2.8) with 
6 = 1 . We also need the following result concerning //^-mapping prop­
erties which first appeared in [3]. We should add that our applications 
in the earlier papers were to kernels in 1-dimension but our notions 
such as regular kernels and their iî1-mapping properties are essentially 
free of dimension. 

THEOREM 2.4. Let K — kg be a regular kernel. Then 

(2.10) | | Ä - * / | | i < c | | / | | f f . 

if, and only if there is a constant B such that 

f \k(t)\ | ( /*6(t ) |A<B, 
Al*l>2|/|} 

for all (1,2)-atoms b supported in the n-sphere 5(0; | / | ) , centered about 
the origin. 

Theorem 2.4 is a trivial generalization to the n dimensions of The­
orem 1 in [3]. Also note that in (2.10) c < B + c(K), where c(K) 
depends only on the constants in the definition of regular kernels and 
the L°°-norm of K. 

To see (2.9) for a > 1, because of analytic interpolation (see [3]), it 
suffices to prove that 

(2.11) f \k(t)\\g*b(t)\dt<B(l + \y\2) 
J{\t\>2\I\] 

where k(t) = (1 + |i |2)-°/2x(* 2 h) and Ka,y(t;u) = k(t)g(t). 

First note that by (0.2) 

| | f f* / | | 2<c ( l + |y | 2) | | / | | 2 . 

Case 1. |7| > 1. 
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By Schwarz 's inequality 

/ \k(x)\\g * b{x)\dx < ( / \k(x)\2dx)^2\\g * 6||a 
J\x\>2\I\ J\x\>2\I\ 

Case 2. \I\ < 1. 

/ \k(x)\\g * b(x)\dx 
J\x\>2\I\ 

= I i '"dx+ / _ i _ 
J2\I\<\x\<2\I\W^J J2\I\*(tt>< Kl<kl<2|/|20—«T J2\I\*V=V<lx\ 

Note that 

Ui = I _ , \k(x)\\ fdt(g(x -t)- g(x))b(t)\dx 
J2|/|<|x|<2|/|2TT=^y J 2|/|<M<2|/| 

since J b = 0. Hence 

Ui< [dt\b(t)\ f \k(x)\\g(x-t)-g(x)\dx<c 
J J2\I\<\x\<2\I\*1tt 

Also 

U2<([ i \k(x)\2dx)lf2\\g*b\\2<c{l + \y\2). 

Hence we obtain (2.11) and as explained earlier this implies (2.9). The 
proof where 0 < a < 1 is similar and will be omitted here. 

For the next lemma define 

Kl%y(t) = KaMiy(t;2™+3) - KaMiy(t;2™-2). 

LEMMA 2.5. Let a > 1,1 - (f ) < 6 < 1, and n = 2. Then, 

£ / (1 + \x\2)a+2b-2\Kl%y * mfdx < c(l + \y\2) / l/l 
m _ 0 JEm J 

2x, 
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where Em = {x : 2m < \x\ < 2m + 1} for m = 0,1,2,. . 

PROOF. We notice that 

/ 
oo r 

= W (i+N2r26-2i^U*/wi2^ 
oo -

< c(l + M2) E 5
2-(°+2b°2> / \(K^+iy)\x)\2\f{x)\2dx. 

m = 0 

By Lemma 2.1 

oo 
I < C(l + |2/|2) ^ s 2 r o ( a + 2 6 - 2 ) 2 4 m ( l - 6 - f ) 

m=0 

( / Xg(m)l/T + 2 " m a | X,(m)(a:)l/(*)|2«fa). 

Since the sets Q{m) have bounded overlaps 

I<c(l + \y\2)j\f\2dx 

and hence the result. 

Now we are in a position to generalize Theorem 3.2 of [1] to n 
dimensions. 

THEOREM 2.6. Let a > 1,1 - (f) < 6 < l ,n = 2 and w(x 
(1 + \x\2)a, with \a\ < a + 26 - 2. T/ien 

*/ik»<(n-i»r)ii/ii2, 
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PROOF. The proof is like that of Theorem 3.2 in [1]. Notice that with 

Em = {x : 2m < |*| < 2 m + 1 } , 

/ \Kaib+iy * f\2w(x)dx 

= / \Kaib+iy * f\2w(x)dx +J2 \Ka,b+iy * f\2w(x)dx 

r oo 

<c{ \KaMiy*f\2dx+J222ma 
J\x\<l m = 0 

/ \[ KaMiy(x-t)f(t)\2dx 

+ J T 2 2 m a / I / lfaf6+<y(x - t)f(t)dtdt\2dx} 
m = 0 «/£?m 7 | t | > 2 — i 

= J + / / + ///. 

For a > 0, by Theorem A. with q = 2, we get that 

/ + / / / < c(l + \y\2){ f \f\2dx + f ) 22™* / |/ |2^} 

< c(l + \y\2){ f \f\2dx + I l/l2 f ) s*™x(\x\ > 2m-1)dx} 
J\x\<l J\*\>i ^ 0 

log(l-h|x|) 

< c ( l + | y | 2 ) { / | / | 2 i x + / l/l2 £ l2madxh 
ra=0 

We next notice that since 2m < |x| < 2 m + 1 and |t| < 2 m _ 1 

here, we can view Kttib(x — £) as being supported in the annulus 
2 m _ 1 < \x - t\ < 2 m + 2 . Thus the kernel is supported between two 
squares. Denote this kernel by K^l\t). 
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Then 

/ / < c f ; 22™* / | / K±%y(x - t)f(t)dt\2dx 
~ 0 JEm J\t\<2m-l 
oo -

<cJ2*ma \K(Aiy*f\2dx 
m=0 JE™ 

+ c £ 22™* / | / K{
a%y(x - t)f{t)dt\2dx 

^0 JE™ J\t\>2m-1 

The term JJ2 can be estimated just as III was and so the earlier 
argument applied because of (2.8). For a = a + 2n — 2, use Lemma 2.5 
for the term Hi. 

This gives the result for a = a + 26 — 2, and because of Theorem A 
with q = 2 and w = 1, we get by change of measures all weights where 
0<a<a + 2n — 2. The proof is completed by duality. 

3. Weighted I/9-estimates. Theorem 1 will be proved in this sec­
tion. We need a generalization of Proposition 1.9 of [1] to n dimensions. 
But arguing as there one gets 

PROPOSITION 3.1. Let a > 0,q > 2, and let T be a linear operator 
satisfying 

(i) ( | r rr)(2-°)^ |T/(x) | < dH/IU, anrf 

(ii) | | r / | | 2 < ca||/||a. 

Then, there is a constant, c < cqraax(ci,C2), such that 

l |T / | | , <c | | / | | , , ( | x | . ) t - a . 

PROOF OF THEOREM 1. Arguing as in Theorem 2.6 (note it suffices 
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to do the case where a = bq + a — 2 

/ \Kafi+iy * f\qw(x)dx 

<c{[ \KaMiy*f\«dx+f]22m<* [ 
J\*\<1 m=0 JE™ 

I / KaMiy(x-t)f(t)dt\qdx 

J\t\<2m~1 

+ £ 22™* / | / KaMiy(x - t)f(t)\*dx} 

= / + // + ///. 
Since 2 < q < YZ&> and because of Theorem A, the arguments in 
Theorem 2.6 apply to terms I, III. In order to do the II2 term (i.e., 
II2 in Theorem 2.6 to the qth power), appeal to (2.9). 

This leaves the term 

00 p 

E 5 2 " 1 " / l<H-iy */(*)!***• 
m _ 0 J Em 

Consider the linear operator 

00 

Tf(x) = (1 + | * | 2 ) 6 + ^ £ Xm(x)(KaMiy*f)(x). 
m=0 

First notice that for 2m < |ar| < 2 m + \ 

( | z | 2 ) ^ | T / ( ; r ) | < c / | / | o b , and 

f(\xf)(i-(V<im«-i)\Tf(x)\2dx 

00 . 

< ^ E / i^U*/i2(i + N2r+26-2^ 
m=0 *'£"' 

< c(l + \y\2) I l/l2, by Lemma 2.5. 
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Now since (i), (ii) of Proposition 3.1 are satisfied with n = 2, 

J \Tf(x)\*dx < c(l + \y\2) J \x\2(o-V\f\idx. 

Since q — 2 <bq + a — 2 for q < j ^ , the result follows for a = bq 4- a — 2. 

4. The proof of (0.2) in case 1 < a < 2. In this section S(R) 
is defined in (0.2). Also let || • || be the supremum norm as defined in §0. 

LEMMA B'. Let R be in the first quadrant. If f\ satisfies the 
hypothesis of Lemma B, \fi{t)\ < •£- for all t € R, then 

S ( Ä ) < ß ( l + a 2 + 7
2 ) W 2 ) - i | | Ä - i | | i / 2 [ I + / \^-\dt]. 

at2 ex JR ot2ot2 

LEMMA C. If fi satisfies the hypothesis of Lemma B and dt ^ does 
not change sign in R (R in the first quadrant), then 

S(R)<B(l + a2+^alTr\\(
d^)-^l\ 

Both these lemmas follows from [4] and [5]. Note that here 1 < a < 2. 
Also these lemmas both hold with / 2 in place of / i and -^ in place of 
d2d> 

Let us discuss our strategy. In order to estimate S(R), we are 
concerned with when <f){i) — t-v has zero partials, i.e., -*$- = Vi,i = 1,2. 
As explained earlier, we can suppose that all of our rectangles lie in one 
of the quadrants. And so we will begin working in the first quadrant. 

There are essentially two types of rectangles, the critical rectangle R 
where p is in the interior of Ä, and the non-critical rectangles, which 
are "far" from p. There are two cases to worry about: p\ > pi and 
P2 ^ Pi- But due to symmetry we need only concern ourselves with 
one of these cases. In fact, when p2 > pi decompose the first quadrant 
as shown in figure 1 and when p — 1 > p2 decompose it as in figure 2. 



OSCILLATING KERNELS 549 

Hence we shall suppose throughout that p2 > p±. In this case, the 
critical rectangle takes the form 

Ri = [0,2^p2}x[cp2,2^p2}, 

with c ° _ 1 = 2 ^ * Since the kernel is bounded this rectangle 'disap­
pears' in the case that both pi,p2 < 1. In the case that only pi < 1, 
replace pi by 1 in the critical rectangle. Hence we can suppose that 
both pi > 1 and p2 > 1. 

We shall begin by proving that S(Ri) < B. Following these ideas we 
need to decompose Ri into rectangles for which we can obtain 'good' 
lower bounds for \vi — ^ - | as well as determine either the sign of ®t ^ 

or 'good' upper bounds for \Qi jft |. Since these rectangles are con­
tained in Rj, it follows that they satisfy (1.1) 

4.1. Lower bounds for \vi — $£: in Rj. 

Now -ßf: = Vi for i = 1,2, defines t2 in terms oRi , denote this function 
by Vi{t) for i = 1,2 respectively. Note that 

dyi _ (a - l)x2 + y\ dy2 _ (2 - a)xy2 
(4.1.1) ( 2 - a ) 

dx xyi dx (a — l)y2 + x2 ' 

There are two cases, namely when 0 < x < p\ andx > p\. Set 
R'n = [0,Pi] x [cp2 ,2^p2] ,#j j = [pi,2^°p2] x [cp2,2^p2], so that 
Ri = RIIURf

ic
a-1 = ^ . 

Define linear functions as follows, 

(4.1.2) 

( p • (£i(a?) - p2) = p2 • (x - pi) if 0 < x < pi, 
Pi • (Ì2(x) - p2) = A • p2 • (x - pi) if 0 < x < pi, 
(2 - a)pi(li(x) - p2) = p2[x - pi) if x > pi, 

I piihix) - p2) = (2 - a)p2(x - pi) if x > pi. 

Take A = 1_^(T/2(2-a))
 a n d n°te that A < 1. Let h\,h2 denote linear 

functions which are inverse to £\, £2 respectively. Using these ideas we 
obtain the next result. 

PROPOSITION 4.1.1. Let ( 2 - o ) 2 l g j = i . ^ g } = öz-1 ^ 
^ i (p i ) = p2 for i = 1,2 and p2>_ p\- Then 



550 G. SAMPSON 

2^p2[ V 

v ^ 

i }yf 

r^ / 2 

/ 

iù< _ i 

.•* 

/ / 
' m i / 

«r 

1_ 

%/ / / 
S^Y / 

/ / y 

/ ' I 

y 

! ' 
\y/ 

1 • l^H nw^ 

i E 

i i i i 1 1 I ^ I 1 1 I 1 1 1 1 

/o-c «fa X| xi-, ft-ò ft p,+ô X|., X| 2f<ft 

Figure 1 



OSCILLATING KERNELS 551 

2/*°Pl h 

Figure 2 

(i) Î/2O&) < rn2(x) < £2(x) < £i(x) < mi(x) < yi(x) if x > pu and 

(ii) Vl(x) < li(x) < l2(x) < y2(x) if 0 < x < Pl. 
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PROOF. Start with (i). Form Fi(x) = log ^ ^ , i = 1, 2 and note that 
Fi{pi) = 0. Then 

F'(x) = yM. _ m'i(x\ 
1 yi(x) rrii(x)' 

By (4.1.1) F{(x) > 0 while F^x) < 0. It follows that 

y2(x) < m,2(x) and mi(x) < yi9x) for x > pi, and 

2/2(2:) > rri2(x) and 2/1 (x) < mi(x) for 0 < x < pi. 

Since mi{x) = P2 • ( j - )^ 1 " and rri2{x) = p2 • (x/pi)2~a on setting 
Fj(rc) = £i(x) — mj(x) it follows that 7712(2;) > Ì2(x) andmi(x) < £i{x) 
for x > pi and it is clear that £2(2) < £\{x). This proves (i). 

Next since mi(x) is concave and 7712 (x) is convex ^2(#) < 7712(2:) 
for c2(2-°) • pi < x < pi while £i(x) > mi(x) for 0 < x < p — 1. 
Since À < 1, for 0 < x < pi we get that £2(2) > ^1(2;). Next note 
that £2(s) < £2(pi • C2(21-a) ) = c ip 2 for 0 < x < pi • c2(2

1_a) since £2 

is increasing here. While for all x,ay2(x)(x2 + 2/|(a;))7~1 = ^2 and 
for x = 0 we get ^ ( O ) = f • Also p2(p2 + ^ f - i > f f^ or 

Z 2 

2/2(0) > P2 • ci > ^2(2:) for 0 < x < pi • c2T2^T. This completes the 
proof of (ii). 

Now decompose the rectangle Ru as follows. Let d = ^(3 + 
( 2 T ^ ) T ) ^ O = pi+<5,^ = p + 6>dl andt/; = ^ 1 ( ^ - 1 ) + ^2(^-1)) for 
£ = 1,2, Note that d > 1. Next define subrectangles of Ru, 
(4.1.3) 

[Rt= [xi-i,xt] x [yje,2
ti0p2],Bi = [xe-uxt] x [c/>2,yfl and 

\ Äo = [pi ,Pi+«]x[cpa,2»p2]. 

See Figure 1, which is constructed using Proposition 4.1.1 (i). Now 

(4.1.4) Rn = U^o-R* U Uf=lBt. 

In case of the rectangle i£jj,take d = —~^~ ,XQ = pi — 6,X£ = 
pi — 6 • d£ and y\ = \{£ — l(a^_i) + ^2(^-1)) and define the rectangles 

in a similar fashion as above, keeping in mind that this time 
X£ < Xl-l. 
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Here we stop the construction till we get to that N whereby y^ < cp2 

and take R'N = [01xN-1]x[cp2i2^p2]andR,
0 = [Pl-6^x1x^,2^^}. 

Then 

(4.1.5) R'n = U^R'e UB'£UR'0UR'0U R'N. 

This time see Figure 1, which is constructed by employing Proposition 
4.1.1 (ii). Again notice that here also d > 1. 

Observe that for fixed t2 > 0 there is a unique w > 0 such that 
~çft~{w->t2) = ^i and similarly for fixed t\ > 0 there is a unique w > 0 
such that öt(tiiw) — v2- Furthermore, note that •^-{ti^t2) increases 
as a function of tiand decreases as a function of t2. Similarly for §£-(t). 
And also for t € Rj note that 

(4.1.6) T-- ! > BÔ~2, for i = 1,2. 
dti 

It follows that for t € R = [a, ß] x [7, r] C Ä7, 

(4.1.7) 

' f t - < * *ft(A-r)-ft(AtiO 
> #0 2(7 — w) if 7 > w, 

f£-«i >f(«,T)-fKr) 
> £?<$ 2(a - tt;) if a > w. 

We get similar estimates for Vi — | £ . In particular, for t e B'£ 

(4.1.8, --&*£<«.•>-£<«..»»*'»-'(-»» 
> B Ä - 2 ( ^ 2 ( ^ ) - y ; ) 

where the last of this string of inequalities follows from Proposition 
4.1.1 (ii) since w = y2(xe) > £2(xt). 

Next note that if R lies in one of the quadrants, then ^ - , ^g- do not 
change signs in Ä if and only if fi does not change sign in R. 
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THEOREM 4.1.2. / / p2 > p - 1, then for £= 1,2,... there is a d > 1 
such that 

(4.1.9) 

[^-v2>B6-ldt-ß-1 forte Re, 

V2-%>B6-1% fovteB't, 

J£ - vx > Bô^d1 for t e Bt, 

vi-§£> BS^d1 for t € R't, and 

[vi - ££ > BPl • 6~2 for t€R'N. 

PROOF. Using (4.1.7) throughout the argument, we get for t € Re 
that 

^-V2>B6-2{yt-w). 

But for t e Re by (i) of Proposition 4.1.1 w < t2(xi). Thus 

Vi-w>yi-l2(xi)>6.?l.d?. 
Pi 

For t e Be note that w < x* with h(x*) = y\ and then argue as above. 

In order to argue the case where t 6 Rf
Ni note that y*N < cp2 implies 

that xjsr-i < ~\^\~Pi-> white w > cPi a n d proceed as above. The 
other cases are similar and will be omitted here. 

o2 * 

4.2. The sign of dt
 J

d
l
t for Rj. We begin with (also see lemma 4 of 

[5]), 

LEMMA 4.2.1. If 0 < Vi < J£ and R {S {n the firsf quadrant then 

r-QT-{vi ± Q&) x remains one sign in R. 
dt2dti ' 

PROOF. Note that for i = 2 

d2 _f^-i = 

ö t 2 ö * i 2 dt2
} 

a(a - 2)fi - \tr6 - [(tl + (a + l ) * l ) ( | f - v2) + 2<;2(*? + (a - l)t2)]. 

The proofs of all the other cases are similar and will be omitted here. 
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Using (4.1.9) for t € ReUBe by Lemma 4.2.1 the hypothesis of Lemma 
C is satisfied by fi for each ^ = 1,2, By Lemma C (i = 2 for 
Rt,i = 1 for Bi) 

(4.2.1) S (Ri U Be) < Bjdl, where d is defined above (4.1.3). 

For the rectangles R?i, we need the next result. 

PROPOSITION 4.2.2. R is in the first quadrant, 1 < a < 2. 

(i) If for each t G Rj there is an rj so that 

o<v2-T^- = dfdf^t2>> ' (w " h>> w i t h ° - w K v K tu 

then dt
d
dt f2 remains one sign for allt € R. 

(ii) If for each t € R, there is an n so that 

0 < v2 - -^ = -ggrituV) ' (w - t2),p/2 <t2<rj<w<p2i 

then dt dt f2 remains one sign for all t € R. Also a similar result holds 
for / i . 

PROOF. Using the fact that x(x2 + t2*)^'1 Î as a function of x and 
r/ < t\, we get that 

A = 2\tr2(t2 + (a - l ) i2)(- i i - ti;) • (a - 2) • r/^2 + ^ ) t " 2 ( t ? + (a - 3)t|) 

> |t |û-2(2(t2 + (a - l)*2) - (t! - ui)(2 - a)(3 - a ^ f a 2 + ^ ) " x ) 

but for 1 < a < 2 this term is non-negative and hence A > 0. Note 
that the sign of dt

d
dt f2 is determined by A because of (i). 

To see (ii), since F(x) = {t\ + (a - l)x2) • (t\ + x2)%~2 j and t2,r\, 

A = 

2* 2 | * r 2 ( ' i + (a - 1)4) + (w - t2){t\ + 7/2)t-2(*2 + (a - l)r/2)(t2 + (a - 3 ) # 
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and so A > \t\a~A{tl + {a - l ) t | ) t | ( (5 - a)t2 - (3 - a)w), but (3 - a)w < 
(3 — a)p2 < ^2° ' Pi < (5 — a)t2 since 1 < a < 2. This gives the result. 

REMARK 4.2.1. Let ca~l = 2 a _ 2 , p 2 > pi, 1 < a < 2. 

(i) If ti > cïpi then dt £ stays one sign for t G i^ . 

(ii) If P2/2 < Î2 then a t ^ stays one sign for t € B't 

To see (i) note that yi(h) = 0 implies v\ = t j - 1 • aand so if 
t j - 1 > pi(pi + pi)^_15 then there is a w so that v\ = -Q*-(ti,w). 

0 - 1 

Also, pi |p|°"2 < ^ r ? y 5 while, 

d0 d<t>, , dcß, x a20 , 
Ot\ Oli Oli OtiOl2 

Now by (4.1.9) and (i) of Proposition 4.2.2 the result holds. 

For (ii) note that for t G B't and £2 > P2/2 

dé d2o, x . d o , , do, 

and 21 < t2 < 7] < w < p2. Now (ii) of Proposition 4.2.2 applies. 

4.2. Upper bounds for S(Ri). We begin with, 

PROPOSITION 4.3.1. If pj > pi, then 

r 2 ei<t>eivt 

/ dti\ e* n^umi-(*)dtj\ ^ B' a n d * , Ì>É { W -
J\u-Pi\<6 (i + l*r) {2) 

PROOF. Notice that for \U - Pi\ < 6 and pj > pi that 

'A, (1 
-dU\< 

lPj (l + M 2 ) 1 -^ ) " - ( ^ M * ^ - 1 
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by Van der Corput's lemma since %£ > Bpa~2. This gives the result. 

It follows from Proposition 4.3.1 that 

(4.3.1) S(Ro) + S(Äo) < B. 

PROPOSITION 4.3.2. Fix i e {1,2,} and take R = R!n fori = l and 

S(R) < B. 

R = Rj in case i = 2. Ifvi — -^> Bpi • 8 2 for t € R, then 

PROOF. In case i = 2, 

l^rsrl ^ ~^+T and by 

Lemma B', the result follows. 

In case i = 1, if pi < p2
 2 , then pi < 6 and since R Ç R'ri, then by 

Proposition 4.3.1 with i = 1 and j = 2 

5(A) < B. 

1—a 

Otherwise pi > p2
 2 and since p2 5: Pi this implies 

I 3 2
 n < B 

ìdt2dt1
Jlì- p^pf And now by Lemma B' 

1—-

S(R) < *£*-! < B 
Pi 

and hence the result is true. 

THEOREM 4.3.3. If p2 > pi, then S(Rj) < B. 

PROOF. By (4.2.1) 

oo 

5 3 S(Rt UBe)<B and by (4.3.1) S(R0) < B. 
1=1 
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By (4.1.4) S(Rn) < B. It remains to show that 5(fij7) < B. 

By remark 4.2.1 if t € R't and t\ > c1/2pi then / i satisfies Lemma 
C. And by Lemma C and (4.1.9) there is a oil so that S{R,

i) < B/d£, 
hence 

(4.3.2) £ S(R't) ^ B' 

Ax = {£:t€R't,ti > c 1 / 2 p - l } . 

Now in case t € R't and £ 0 A\ then ti < c^l2p\ and this implies 
there is at most a finite number of ts so that xt < cx/2pi, say M. M 
only depends on a. Thus, 

UR't Ç Ut£AlR't U U ^ A l i ^ U Äjv-

Then 

(4.3.3) S(UR'e) < £ 5(#) + 5 ] S(Äj) + S(i4). 
leAx ItAx 

For £ £ A\ since 6 • d* > (1 — c1/2)/?! we get by (4.1.9) and Proposition 
4.3.2 that 

S(R'N) + E W ) ^ M-B 

ttAx 

where M is the number of terms. 

By (4.3.2) and (4.3.3) 

(4.3.4) S(UR'e) < B. 

Next let A2 = {£ : y\ > |p2}- First note that 

B't = [xi,xi-!] x [p2/2,2/*] U [x€,xi-i] x [cp2,p2/2] = B'l U Bj", 

where B't = B'l'xi,xt-\ x [cp2?^] in case y | < P2/2. By Remark 4.2.1 
and Lemma C, (4.1.9), for f2 and t € B'l there is a d > 1 such that 
S{B'l) < B/d1 and hence 

(4.3.5) £ S ( f l J ' ) < R 
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Arguing as in (4.1.8) it follows that for t e B'l' 

«* - | £ > B6-\t2{Xi) - f ). 

For l G A2 and t € B'l' since l2(xe) > y\ > §p2 

(4.3.6) v2 - If- > B6~2p2. 
Ol 2 

If £ & A2 then y\ <\p2 and thus 6de > Bp — 1. This implies there 
is at most a finite number, say M, of rectangles such that £ 0 A2. By 
(4.1.9) 

(4.3.7) v2-^-> BS~2p2 for * € B{") + Y S)B? ÇB'e,i^A2. 

By (4.3.6), (4.3.7) and Proposition 4.3.2 

Y, W ) + E W ) = s(^A2B
fn+M . 5 < B, 

£eA2 £&A2 

where M is the number of terms in the second sum. Now by (4.3.5) 

(4.3.1) and (4.3.4) yield the result. 
4.4. Estimates of S(R) for the remaining R. We shall begin with the 

next set of results. 

LEMMA 4.4.1. Let R = [k,2k] x [£,2£],T = max(M) and fi satisfy 
Lemma B for t € Rj where i = 1 when k > £ and i = 2 when £ > k. If 
/ o r * > * , | t ; i ± f £ | >Bka~l andiffor£>k | J £ ± Ü 2 | > B£a~\ then 

5(A) < £r-a/2. 



560 G. SAMPSON 

PROOF. Let 77 = min(M)- Then 

| ^ / i | < ^ ? and hence 

by Lemma B' 

( l + ^ O ^ 1 n2-r 
S{R) - B (r,2 + r2)§«f)-1) ^ ^ " J ' 

The result follows 

As an immediate consequence of Lemma 4.4.1 we get 

PROPOSITION 4.4.2. Let p2 > 0,m > l,a dn A* = [k,2k] x 
[2€p2,2£+1p2],^ = 0 ,1 ,2 , . . . . / / # = Ufl0Rt and the hypothesis of 
Lemma 4-4-1 is satisfied for each Ri, then 

if 2mp2 < k<2m+1p2, and 
S(R) <B{ (^f77 

' " \ p - û / 2 , i ffc<2p2 

REMARK 4.4.1. Note Proposition 4.4.2 handles the case [k,2k] x 
[l,oo), i.e., p2 = 1 and also with a similar hypothesis it handles the 
case where R = [pi, 00) x [£, 2£]. 

THEOREM 4.4.3. The first quadrant can be decomposed [0, oo) x 
[0,oo) = UmRm, so that the hypothesis of Proposition 1.1 is satisfied, 
each Rm satisfies (1.1) and J^m S(Rm) < B. 

PROOF. TO complete the first quadrant, we begin by obtaining esti­
mates of Iv» — §f:\- Recall that fi0(a — 1) > 3(2 — a), 1 < pi < p2 and 
the increasing and decreasing properties of |^-. 

Set, (with ca~l = 2a~2) 

U0 = Si U S2 U U%L^Rk, Ut = UgiM 0Äw ,< = 1,2,3, 
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where, Si = [0iPl]x[0,cp2],S2 = [pi,2"°p2]x[0,cp2],i4 = [2kp2,2
k+1p2] 

x[0ìcp2]ìRkA = [2kp2ì2
k^p2]x[cp2ì2^P2}ìkì2 = [0,pi]x[2fcp2,2*+1p2], 

and Ä M = [pi,2^°p2] x [2kp2,2
k+1 p2}. We get that 

<"•» * -£ '**{{£ ," for t 6 5i U 52 , and 
fort€Äib,2UÄfcf3, 

and 

(4.4.2) | £ - Vl > B(2kp2)
a-1 for t€RkU Ä M . 

Oli 

Since p2 > Pi this implies i;2 > -r="rP2_1 a n d f°r * € ^i ^ < 

J£(0,cp2). Hence (4.4.1) is true fort G Si. For £ G S 2 ^ - < 

J^-(p - l,cp2) and (4.4.1) holds for t G S2. The other inequalities 
in (4.4.1) and (4.4.2) follow in a similar fashion. 

Now to complete the first quadrant set U± = U^î U£LMo Reik where 

Rl%k = [2V2,2e+1p2] x [2kp2l 2k^p2). 

lî£>k, then 

d£ _ a(2V2)
a-1 

(4.4.3) - f - Vl > \ 1 : % , - a ^ r 1 > B(2ep2)
a-1 for * G ifc|fc, 

while for k > £ 

(AAA) | f - v2 > B(2kp2)
a~1 for t G Äj|fc. 

Now by (4.4.1-4) and Proposition 4.4.2 

4 

"£S(Ui)<B. 
z=0 

Putting these results together with Theorem 4.3.3 gives the result. 

We are in a position to show, 
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THEOREM 4.4.4. Let 1 < a < 2. There is a decomposition of the plane 
R2 = Umi2m that satisfies the hypothesis of Proposition 1.1 where each 
Rm satisfies (1.1) and 

Y,S{Rm)<B. 
771 

PROOF. If R is in the fourth quadrant, we can shift everything to the 
first quadrant by changing variables. This time we need to estimate 
V2 + d£- and |^i — £t I fr°m below. We get that all the non-critical 
rectangles will go as before. 

The only cases that are not clear are for the critical rectangles Ri = 
[0,2^p2] x [cp2,2^p2] with p2 > Pl and R'j = [cpi,2<>i] x [0,2"°pi] 
with p — 1 > p2- In case p2 > p — 1 since v2 + §£- > Bp2\p\a~2 by 
Proposition 4.3.2 

S(Ri) < B. 

In case p\ > p2i set 

R'j = [cpu 2"°pi] x [0,S] U \JkRk = R U UkRk 

Rk = [cPl,2^p- 1] x [2k6,2k+16] and 2k+16 < 2"°pi-

Then 

U + „ > S (2^)pî - and | ^ / . | < ^ - ^ for * € Jfc. 

Using Lemma B', since 2k+1d < 2Mopi for all A;, we get 

By Proposition 4.3.1 S(R) < B. Since all other quadrants can be dealt 
with in a similar fashion the theorem follows. 

COROLLARY 4.4.5. Let a > l ,o / 1. Then for any rectangle R with 
sides parallel to the coordinate axis 

I / tf0)1_(î)+iv(t)e-«-"<ft| < B{\ + \y\2), 
J R 
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where B is a positive constant independent of R, y and v. 

PROOF. In case a > 2, we refer the reader to [5] and in case 1 < a < 2 
use Theorem 4.4.4. Now apply Proposition (1.1) and (0.2'). 
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