1. Introduction

Let $E$ be an elliptic curve defined over $\mathbb{Q}$, of conductor $N$. For a prime $p \nmid N$, the reduction $E_p$ of $E \pmod{p}$ is an elliptic curve defined over the field $\mathbb{F}_p$ of $p$ elements. Denote by $N_p$ the number of points of $E_p$ which are rational over $\mathbb{F}_p$, and write $a_p = p + 1 - N_p$. Then it is known that $|a_p| \leq 2p^{1/2}$. We say that $E$ has super-singular reduction at $p$ if $a_p = 0$. Define

$$\pi_E(x) = \# \{p < x: p \nmid N \text{ and } a_p = 0\}.$$

From results of Deuring [2], it is known that if $E$ has complex multiplication, then, as $x \to \infty$, $\pi_E(x) \sim (1/2)\pi(x)$, where $\pi(x)$ denotes the number of primes $p < x$. If $E$ does not have complex multiplication, Lang and Trotter [4] conjecture that, as $x \to \infty$,

$$\pi_E(x) \sim C_E \frac{x^{1/2}}{\log x}.$$

Serre [6] has shown that, for any $\varepsilon > 0$,

$$\pi_E(x) \ll x/(\log x)^{3/4-\varepsilon}$$

and on the assumption of the Riemann Hypothesis for all Artin $L$-functions, $\pi_E(x) \ll x^{3/4}$.

For each $p$, write $a_p = 2p^{1/2} \cos \theta_p$ with $\theta_p \in [0, \pi]$. Then it is conjectured by Sato and Tate that for any interval $I$ in $(0, \pi)$,

$$\# \{p \leq x: \theta_p \in I\} \sim \mu_E(I)\pi(x)$$

for a certain (specified) measure $\mu_E$ (cf. [5]). Attached to $E$, there is a family of $\ell$-adic representations

$$\rho_\ell: \text{Gal} (\overline{\mathbb{Q}}/\mathbb{Q}) \to \text{Gl}_2(\mathbb{Z}_\ell)$$

such that if $p \nmid \ell N$, and $\sigma_p$ is a Frobenius element at $p$, then $\rho_\ell(\sigma_p)$ has
characteristic polynomial \( x^2 - a_p x + \rho \). We consider the symmetric powers \( \text{Sym}^k \rho \), of \( \rho \), and the \( L \)-series \( L_k(s) = L_k(s, E) \) attached to them. Each of these series is known to be analytic in a certain half-plane. Suppose we assume the analytic continuation, functional equation, and Riemann Hypotheses for all the \( L_k \). Let \( f(x) \) be any function tending monotonically to \( \infty \) with \( x \). The main purpose of this paper is to observe that, for any interval \( I \) in \( (0, \pi) \),

\[
\# \{ p < x : \theta_p \in I \} = \mu_E(I) \pi(x) + O(x^{1/2} (\log Nx) (\log x) f(x)),
\]

provided \( x > f^{-1}(1/\mu_E(I)) \). In particular, this implies that if \( E \) does not have complex multiplication,

\[
\pi_E(x) \ll x^{3/4} (\log Nx)^{1/2}.
\]

Moreover, the same method shows that, for any integer \( a \), and any \( E \) defined over \( \mathbb{Q} \),

\[
\# \{ p < x : a_p = a \} \ll x^{3/4} (\log Nx)^{1/2}.
\]

In the case that \( E \) has complex multiplication and \( a \neq 0 \), this can be improved to \( O(x^{1/2+\epsilon}) \). Under our hypotheses, it should be possible to prove the estimate \( O(x^{1/2+\epsilon}) \) in the non complex multiplication case also, but I have not yet been able to do this.

In §2, we describe the \( L_k(s) \) and their conjectured functional equations. In §3, we apply this to derive an explicit formula for \( L_k(s) \). This is done by the classical method, but the details are included, as it is necessary to keep track of the dependence of various constants on \( k \) and other parameters. In §4, we use the explicit formula to derive an estimate for the sum \( \sum_{p \leq x} F(\theta_p) \log p \), where \( \theta_p \in [0, \pi] \) and \( a_p = 2p^{1/2} \cos \theta_p \), and \( F \) is a function on the unit circle satisfying some conditions. Finally, we choose \( F \) to approximate the delta function supported at \( \theta = \pi/2 \). Using the Riemann Hypothesis, for all \( k \), we then deduce the estimate quoted above.

Most of this work was completed in the fall of 1979 while the author was at Harvard University.

2. Symmetric powers and their \( L \)-series. There is a strictly compatible rational system \( \rho = \{ \rho_\nu \} \) of \( \nu \)-adic representations

\[
\rho_\nu : \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \to \text{GL}(V_\nu), \quad V_\nu = H^1(E \times \mathcal{Q}, \overline{\mathbb{Q}}, \mathcal{Q}_\nu).
\]

The associated \( L \)-series is of the form

\[
L(s, \rho) = \prod (1 - \alpha_p p^{-s})^{-1} (1 - \overline{\alpha}_p p^{-s})^{-1},
\]

where, for \( p \nmid N \), \( |\alpha_p| = p^{1/2} \) and \( a_p = \alpha_p + \overline{\alpha}_p \). The \( L \)-series naturally attached to the system \( \text{Sym}^k \rho = \{ \text{Sym}^k \rho_\nu \} \) is
\[
L_k(s) = \prod_{p} \prod_{n=0}^{k} (1 - \alpha_p^n \bar{\alpha}_p^{-n} p^{-s})^{-1}.
\]

This product converges absolutely for Re\(s\) > 1 + \(k/2\). It is conjectured that \(L_k(s)\) has an analytic continuation for all \(s\) and that it satisfies a functional equation of the following form. Set

\[
\Gamma_R(s) = \pi^{-s/2} \Gamma(s/2)
\]
\[
\Gamma_C(s) = (2\pi)^{-s} \Gamma(s)
\]

and, for each positive integer \(k\),

\[
\gamma_k(s) = \begin{cases} 
\Gamma_R\left(s - \frac{1}{2} k\right) & \text{if } k \equiv 0(4) \\
\Gamma_R\left(s - \frac{1}{2} k + 1\right) & \text{if } k \equiv 2(4) \\
1 & \text{if } k \text{ is odd}
\end{cases}
\]

\[
\Gamma_k(s) = \Gamma_C(s) \Gamma_C(s - 1) \cdots \Gamma_C\left(s - \left[\frac{k - 1}{2}\right]\right) \gamma_k(s).
\]

Thus, for example, \(\Gamma_1(s) = \Gamma_C(s)\), \(\Gamma_2(s) = \Gamma_C(s) \Gamma_R(s)\), \(\Gamma_3(s) = \Gamma_C(s) \Gamma_C(s - 1)\), and so on. Now, set

\[
A_k(s) = A_k^2 \Gamma_k(s) L_k(s),
\]

with a constant \(A_k\) specified in Serre [7, pp 19-04 to 19-06]. For our purpose, it suffices to note that \(A_1 = N\) and that the following estimate (which follows easily from the definition) holds.

**Lemma 2.1.** \(A_k \leq N^{k-1}\), for all \(k > 1\).

Then it is conjectured (cf. Serre [7]) that

\[
A_k(s) = \pm A_k(k + 1 - s).
\]

The precise determination of the sign has also been conjectured (by Deligne).

**3. Explicit formula.** We derive an explicit formula in slightly greater generality than we shall actually need here. Let \(K\) be a number field, and set \(n_K = [K: \mathbb{Q}]\). We consider a Dirichlet series

\[
L(s) = \sum_{\mathfrak{a}} c(\mathfrak{a}) (N\mathfrak{a})^{-s} = \prod_{v} P_v((N\nu)^{-s})^{-1},
\]

where the sum runs over the integral ideals \(\mathfrak{a}\) of \(K\), \(N\) denotes the norm from \(K\) to \(\mathbb{Q}\), the product runs over the finite places \(v\) of \(K\), and
is a polynomial in $T$ with real coefficients, $w_{i,v} \in \mathbb{C}$ and $|w_{i,v}| = 1$. We assume that for almost all (i.e., for all but finitely many) $v$, $\deg P_v$ is constant. Let us call it $d$.

Set

$$\Gamma(s) = \prod_{\lambda} \Gamma\left(\frac{n_{\lambda}s + f_{\lambda}}{2}\right),$$

where $\lambda$ runs over some finite indexing set, $f_\lambda$ are non-negative integers, $n_\lambda = 1$ or 2. Let $\gamma_L$ denote the number of $L$ factors. Let $\Lambda$ be a real number and set $\Lambda(s) = A^s \Gamma(s) \Lambda(s)$.

We assume that $\Lambda$ has an analytic continuation to the whole complex plane, except possibly for poles of order $r$ (say) at $s = 0$ and 1, that the continued function is of order 1, and that there is a functional equation $\Lambda(s) = w \Lambda(1 - s)$, with $w = \pm 1$. Under these assumptions, we shall derive an explicit formula for $\Lambda(s)$. We shall make use of the approach of Lagarias and Odlyzko [3].

In the calculations below, all implied constants are absolute.

3.1. The first reduction. Let $c > 1$, $x > 0$ and $1 < T < x$, and consider the integral

$$I = I_T(X) = \frac{1}{2\pi i} \int_{c-iT}^{c+iT} \frac{L'(s)X^s}{L(s)} \frac{ds}{s},$$

and let

$$\Omega(v^n) = \sum_i w_{i,v}^n.$$

Using the discontinuous integral (cf. Davenport [1, p.109])

$$\frac{1}{2\pi i} \int_{c-iT}^{c+iT} y^s \frac{ds}{s} = \begin{cases} 1 + O\left(\left(\frac{y}{T}\right)^c \min\left(1, \frac{1}{T|\log y|}\right)\right), & \text{if } y > 1 \\ O\left(\left(\frac{y}{T}\right)^c \min\left(1, \frac{1}{T|\log y|}\right)\right), & \text{if } 0 \leq y < 1 \\ \frac{1}{2} + O\left(\frac{c}{T}\right), & \text{if } y = 1, \end{cases}$$

we find that

$$I = \sum_{(Nv)^n < x} \Omega(v^n) \log(Nv) + O\left(\sum_{(Nv)^n = x} \Omega(v^n) \log(Nv) \left(\frac{1}{2} + \frac{c}{T}\right)\right)$$

$$+ O\left(\sum_{(Nv)^n \neq x} \Omega(v^n) \log(Nv) \left(\frac{x}{T(Nv)^n}\right)^c \min\left(1, \frac{1}{T|\log \frac{x}{(Nv)^n}|}\right)\right).$$
As there are at most \( n_K \) primes above a given rational prime, the first O-term is bounded by \( O(dn_K(\log x)((1/2) + (c/T))) \). The sum \( \Sigma \) in the second O-term is estimated by splitting it into 3 sums.

\[
\Sigma = \sum_{\lVert Nv \rVert < x \leq 1} + \sum_{\lVert Nv \rVert \leq x/4} + \sum_{1 < \lVert Nv \rVert < x/4} = \Sigma_1 + \Sigma_2 + \Sigma_3
\]

Now,

\[
\Sigma_1 \ll \frac{d n_K \log x}{T^c},
\]

\[
\Sigma_2 \ll \left( \frac{\sum_{\nu, n} \log(Nv)}{(Nv)^{nc}} \right) \left( \frac{x}{T} \right)^c
\]

\[
\ll d \left( \frac{x}{T} \right)^c \left( - \frac{\log(Nv)}{c} \right) \ll dn_K \left( \frac{x}{T} \right)^c \frac{1}{c - 1},
\]

and

\[
\Sigma_3 \ll \frac{d}{T^c} \sum \left( \frac{x}{(Nv)^n} \right)^c \cdot \frac{\log(Nv)}{T \log x/(Nv)^n}
\]

\[
\ll \frac{d \log x}{T^{1+c}} \sum_{1 < \lVert Nv \rVert < x/4} \frac{1}{\log(x/(Nv)^n)}.
\]

Since we have the inequalities

\[
|\log y| \begin{cases} 
> y - 1 \text{ for } 0 < y < 1 \\
> 1 - \frac{1}{y} \text{ for } y > 1
\end{cases}
\]

the above sum is

\[
\ll \frac{d \log x}{T^{1+c}} \sum_{1 < \lVert Nv \rVert < x/4} \frac{\log(Nv)}{|x - (Nv)^n|} + \sum_{1 < \lVert Nv \rVert < x/4} \frac{x}{|x - (Nv)^n|}
\]

\[
\ll \frac{dx \log x}{T^{1+c}} n_K \sum_{1 \leq k \leq x/4} \frac{1}{k} \ll \frac{dn_K (\log x)^2}{T^{1+c}}.
\]

Putting all this together, we see that if we choose \( c = 1 + (1/\log x) \), then

\[
\sum_{\lVert Nv \rVert < x} O(v^n) \log(Nv) = - \frac{1}{2\pi i} \int_{c-iT}^{c+T} \frac{L'}{L} (s) \frac{x^s}{s} ds + R_1(x, T, K, L),
\]

with

\[
R_1(x, T, K, L) \ll n_K \frac{dx}{T} \left( \frac{\log x}{T} \right).
\]

3.2. The behaviour of \( L'/L \). Now we begin the estimation of the contour integral. Let \( j \) be a large positive integer and let \( U = (1/4) + j \). Write
\[- \frac{1}{2\pi i} \int_{c-iT}^{c+iT} \frac{L'(s)}{L} \frac{x^s}{s} \, ds = -(I_1 + I_2 + I_3 + I_4 + I_5) + S,\]

where $I_1, \ldots, I_5$ are integrals along the indicated segments:
- $I_1$ is on $-(1/4) < \sigma \leq c$, $t = -T$;
- $I_2$ is on $-U \leq \sigma \leq -1/4$, $t = -T$;
- $I_3$ is on $\sigma = -U$, $|t| \leq T$;
- $I_4$ is on $-U \leq \sigma \leq -1/4$, $t = T$;
- $I_5$ is on $-(1/4) < \sigma \leq c$, $t = T$, with $T$ chosen so that $L(\sigma \pm iT) \neq 0$ for any $\sigma$, and $S$ denotes the sum of the residues at poles of the integrand inside this contour. To estimate each of these integrals, we need to know something about the size of $L'/L$. This information will be obtained through five lemmas.

**Lemma 1.** If $|z + m| \geq 1/8$, for all non-negative integers $m$, then

\[
\left| \frac{L'}{L} (z) \right| \ll \log (|z| + 2).
\]

This is Lemma 6.1 of [3].

**Lemma 2.** If $s = \sigma + it$, $\sigma \leq -1/4$ and

\[
|n_\lambda s + m| \geq \frac{1}{4}
\]

for all non-negative integers $m$, and all $\lambda$, then

\[
\frac{L'}{L} (s) \ll \log A + dn_K + \sum_{\lambda} \left\{ \log(|n_\lambda s + f_\lambda| + 4) + \log(|n_\lambda(1-s) + f_\lambda| + 4) \right\}.
\]
**Proof.** Logarithmically differentiating the functional equation, we obtain

\[
\frac{L'}{L}(s) = -\left\{\frac{\Gamma'}{\Gamma}(1-s) + 2 \log \Lambda + \frac{\Gamma''}{\Gamma}(s) + \frac{\Gamma''}{\Gamma}(1-s)\right\}.
\]

For \(\sigma \leq -1/4\), \(\Re(1-s) \geq 5/4\) and so \((L'/L)(1-s) \ll dn_K\). Also, \((\Gamma'/\Gamma)(1-s)\) can be estimated by Lemma 1. Our hypotheses on \(s\) ensure that Lemma 1 can be applied to \((\Gamma'/\Gamma)(s)\) also. Since each \(n=1\) or \(2\), we have

\[
\frac{\Gamma''}{\Gamma}(s) = \sum \frac{1}{2} n \frac{\Gamma''}{\Gamma} \left(\frac{1}{2} (n \gamma + f_n)\right) \ll \sum \log(|n\gamma + f_n| + 4),
\]

and the lemma follows.

**Lemma 3.** For any \(s \neq 0, 1\) or a zero of \(\Lambda(s)\), we have

\[
\Re \frac{A'}{A}(s) = \sum \Re \frac{1}{s - \rho} - r \Re \left(\frac{1}{s} + \frac{1}{s - 1}\right),
\]

where \(r\) is the order of pole of \(\Lambda(s)\) at \(s = 0\), and the sum runs over zeroes \(\rho\) of \(\Lambda(s)\).

**Proof.** By the functional equation, the order of pole of \(\Lambda(s)\) at \(s = 0\) and 1 is the same. Thus \([s(s - 1)]^r \Lambda(s)\) is an entire function of order 1, and so we have

\[
(1) \quad \Lambda(s) = [s(s - 1)]^{-r} ae^{bs} \prod_{\rho} \left(1 - \frac{s}{\rho}\right)^{e^{s/\rho}},
\]

where the product is over all zeroes \(\rho\) of \(\Lambda(s)\). (Note that, for any such \(\rho\), we have \(0 \leq \Re \rho \leq 1\). We take here the convention that if \(s = 0\) is a zero of \(\Lambda(s)\), then the corresponding factor should be \(s\). In particular, for any \(s_1, s_2\) which are not 0, 1 or a zero of \(\Lambda(s)\), we have

\[
(2) \quad \frac{A'(s_1) - A'(s_2)}{A(s_1) - A(s_2)} = \sum \left(\frac{1}{s_1 - \rho} - \frac{1}{s_2 - \rho}\right) - r \left[\frac{1}{s_1} + \frac{1}{s_1 - 1} - \frac{1}{s_2} - \frac{1}{s_2 - 1}\right].
\]

But, from the functional equation, we see that

\[
\frac{A'}{A} (1 - s) = - \frac{A'}{A} (s),
\]

and so, in particular,

\[
(3) \quad \frac{A'}{A} (1 - s) = - \frac{A'}{A} (s).
\]
Therefore, we find that, from (2) and (3),

\[-2 \text{Re} \frac{A'}{A}(s) = \sum \left( \frac{1}{1 - \bar{s} - \rho} - \frac{1}{s - \rho} \right) - r \left[ \frac{1}{1 - \bar{s}} - \frac{1}{s - \bar{s}} - \frac{1}{s - s - 1} \right].\]

Now, if \( \rho \) is a zero of \( A(s) \), then so is \( 1 - \bar{\rho} \) (using (2)). Hence, a typical term of the first sum is

\[\frac{1}{\rho - \bar{s}} - \frac{1}{s - \rho} = -2 \text{Re} \left( \frac{1}{s - \rho} \right).\]

Putting all this together, we deduce that

\[\text{Re} \frac{A'}{A}(s) = \sum \text{Re} \left( \frac{1}{s - \rho} \right) - r \text{Re} \left[ \frac{1}{s} + \frac{1}{s - 1} \right].\]

This proves the lemma.

**Lemma 4.** Let \( N(t) \) denote the number of zeroes \( \rho = \beta + i\gamma, \ 0 < \beta < 1, |\gamma - t| \leq 1 \) of \( L(s) \). Then

\[N(t) \ll \log A + d_n K + \sum_{\lambda} \log(n_\lambda |t| + f_\lambda + 4).\]

**Proof.** Let \( s = 2 + it \). Then, by Lemma 3,

\[\text{Re} \frac{A'}{A}(s) \gg \sum_{|\gamma - t| \leq 1} \frac{2 - \beta}{(2 - \beta)^2 + (t - \gamma)^2} \gg N(t).\]

On the other hand, from Lemma 1,

\[\left| \frac{A'}{A}(s) \right| \ll \log A + d_n K + \sum_{\lambda} \log(n_\lambda |t| + f_\lambda + 4),\]

Since

\[\text{Re} \left( \frac{A'}{A}(s) \right) \ll \left| \frac{A'}{A}(s) \right|,\]

the result follows.

**Lemma 5.** If \( s = \sigma + it, \ -1/2 \leq \sigma \leq 3, |n_\lambda s + k| > 1/4 \) for all non-negative integers \( k \) and all \( \lambda \), and \( |s| \geq 1/4 \), then

\[\left| \frac{L'}{L}(s) + \frac{r}{s - 1} - \sum_{|\lambda - t| \leq 1} \frac{1}{s - \rho} \right| \ll \log A + d_n K + \sum_{\lambda} \log(n_\lambda |t| + f_\lambda + 5) + r.\]

**Proof.** From the formula (1), we see that
\[
\frac{L'(s)}{L}(3 + it) = \sum_{\rho} \left( \frac{1}{s - \rho} - \frac{1}{3 + it - \rho} \right)
- \frac{\Gamma'}{\Gamma}(3 + it) - r \left( \frac{1}{s} + \frac{1}{s - 1} - \frac{1}{3 + it} - \frac{1}{2 + it} \right),
\]

As usual, \( \frac{L'}{L}(3 + it) \ll dn_K \) and the conditions on \( s \) imply that Lemma 1 is applicable to \( \Gamma'/\Gamma(s) \). Hence,

\[
\left| - \frac{\Gamma'}{\Gamma}(3 + it) \right| \ll \sum_{\lambda} \log(n \lambda |t| + f \lambda + 5).
\]

It follows from (4) that

\[
\left| \frac{L'(s)}{L}(3 + it) \right| \ll r + \sum_{\lambda} \log(n \lambda |t| + f \lambda + 5)
+ \sum_{\lambda} \left| \frac{1}{s - \rho} - \frac{1}{3 + it - \rho} \right| + \sum_{\lambda} |3 + it - \rho|^{-1}.
\]

Since \( |3 + it - \rho| > 1 \), the last sum is bounded by \( N(t) \). Also,

\[
\sum_{\lambda} \left| \frac{1}{s - \rho} - \frac{1}{3 + it - \rho} \right| = \sum_{\lambda} \frac{3 - \sigma}{|s - \rho| |3 + it - \rho|}
\ll \sum_{j=1}^{3} \frac{3 - \sigma}{j^2}
\ll \sum_{j=1}^{3} \frac{1}{j^2} (N(t + j) + N(t - j)).
\]

Now using Lemma 4, all these estimates together yield

\[
\left| \frac{L'(s)}{L}(3 + it) \right| \ll \log A + dn_K + r + \sum_{\lambda} \log(n \lambda |t| + f \lambda + 5).
\]

3.3. Estimation of the integrals. The lemmas of the previous section immediately yield estimates for \( I_1, \ldots, I_5 \). Indeed, since the contour over which \( I_3 \) is taken lies in a region where \( s \) satisfies the conditions of Lemma 2, we deduce that

\[
I_3 \ll \frac{x^U}{U} T(\log A + d n_K + \sum_{\lambda} \log(n \lambda(T + U) + f \lambda + 4)).
\]

As our earlier assumption that \( T > 1 \) is still in force, Lemma 2 applies to \( I_2 \) and \( I_4 \) also, so that

\[
I_2 + I_4 \ll \frac{x^{-1/4}}{T} (\log A + d n_K + \sum_{\lambda} \log(n \lambda T + f \lambda + 4)).
\]

To estimate \( I_1 \) and \( I_5 \), we use Lemma 5. Indeed,
\[ I_1 + I_5 = \int_{-1/4}^c \left( \frac{L'}{L} (\sigma + iT) \frac{x^{\sigma+iT}}{\sigma+iT} - \frac{L'}{L} (\sigma - iT) \frac{x^{\sigma-iT}}{\sigma-iT} \right) d\sigma \]

\[ = J_1 + O(J_2) \text{ (say)}, \]

where

\[ J_1 = \int_{-1/4}^c \left( \sum_{|\gamma-T| \leq 1} \frac{1}{\sigma + iT - \rho} - \frac{r}{\sigma + iT - 1} \right) \frac{x^{\sigma+iT}}{\sigma+iT} d\sigma \]

\[ - \int_{-1/4}^c \left( \sum_{|\gamma-T| \leq 1} \frac{1}{\sigma - iT - \rho} - \frac{r}{\sigma - iT - 1} \right) \frac{x^{\sigma-iT}}{\sigma-iT} d\sigma \]

and

\[ J_2 \ll \frac{x}{T \log x} \{ \log A + dn_K + r + \sum_{\lambda} \log(n_{\lambda}T + f_{\lambda} + 5) \}. \]

To estimate \( J_1 \), we use [3, Lemma 6.3] which states

\[ \int_{-1/4}^c \frac{x^{\sigma+it}}{(\sigma + it - \rho)(\sigma + it - \rho - 1)} d\sigma \ll \left| \frac{1}{\alpha - \beta} \right| x^{\sigma} \frac{1}{\alpha - \beta}, \]

where \( \rho = \beta + i\gamma, 0 < \beta < 1, \gamma \neq t, |t| \geq 2, x \geq 2, \) and \( 1 < \alpha \leq 3. \)

In our case, we use it to deduce that, for \( T \geq 2, \)

\[ J_1 \ll \frac{x r}{T^2} + (N(T) + N(-T)) \frac{x \log x}{T} \]

\[ \ll \frac{x r}{T^2} + \frac{x \log x}{T} (\log A + dn_K + \sum_{\lambda} \log(n_{\lambda}T + f_{\lambda} + 5)). \]

Summarizing all of these estimates, we have proved the following

**Proposition.** Suppose that \( 2 \leq T < x \) and \( T \) is not the ordinate of a zero of \( L(s) \). Then

\[ - \frac{1}{2\pi i} \int_{c-iT}^{c+iT} \frac{L'}{L} (s) x^s \frac{ds}{s} = S + R_2(x, T, U, L, K) \]

where \( S \) is the sum of the residues from poles of the integrand lying in the rectangle \( |\text{Im } s| < T, -U < \text{Re } s < c, \) and

\[ R_2 \ll \frac{x \log x}{T} \log \left[ A e^{dn_K} \prod_{\lambda} \left( n_{\lambda}T + f_{\lambda} + 5 \right) \right] \]

\[ + \frac{x^r U}{U} T \log \left[ A e^{dn_K} \prod_{\lambda} \left( n_{\lambda}(T + U) + f_{\lambda} + 5 \right) \right] \]

\[ + \frac{x r}{T^2} + \frac{x r}{T \log x}. \]

3.4. Computation of residues. The poles of \( (L'/L)(s) x^s/s \) in the rectangle \(-U < \sigma < c, |t| < T\) are described as follows.
(a) Poles coming from zeroes of $L(s)$ in $0 < \sigma < 1$. These contribute a sum

$$- \sum_{\gamma < \sigma} \frac{x^\gamma}{\gamma^\sigma}.$$  

(b) Poles coming from the trivial zeroes (possibly excluding $0$). These contribute a sum

$$- \sum_{\lambda} n_\lambda \sum \frac{x^{-(2m + f_\lambda)/n_\lambda}}{2m + f_\lambda},$$

where the inner sum is over integers $m \geq 0$, with $0 < (2m + f_\lambda)/n_\lambda < U$. Indeed, the functional equation

$$A^s \prod_{\lambda} \Gamma\left(\frac{n_\lambda s + f_\lambda}{2}\right) L(s) = \pm A^{1-s} \prod_{\lambda} \Gamma\left(\frac{n_\lambda (1-s) + f_\lambda}{2}\right) L(1-s)$$

shows that for $s$ to be a trivial zero, we must have $\sigma = \Re(s) < 0$ and, for some $\lambda$, $n_\lambda s + f_\lambda = -2m$, $m$ a non-negative integer. This means that $\sigma = -(2m + f_\lambda)/n_\lambda$ and $t = 0$.

(c) Pole of $L(s)$ at $s = 1$. This contributes a term $\alpha x$.

(d) A possible (double) pole at $s = 0$. The contribution may be calculated as follows. Let $\alpha$ be the number of $\lambda$ such that $f_\lambda = 0$. Then

$$\frac{L'(s)}{L(s)} \frac{x^s}{s} = \left(\frac{\alpha - r}{s} + c_1 + \text{higher terms}\right)\left(\frac{1}{s} + \log x + \text{higher terms}\right),$$

for some constant $c_1$. Hence

$$\res_{s=0} \left( \frac{L'(s)}{L(s)} \frac{x^s}{s} \right) = (\alpha - r) \log x + c_1.$$

The constant $c_1$ can be given in a more useful form. We have

$$c_1 = b + r - \log A - \sum_{\lambda: f_\lambda \neq 0} \frac{1}{2} n_\lambda \frac{\Gamma''(f_\lambda/2)}{\Gamma(f_\lambda/2)} - \sum_{\lambda: f_\lambda = 0} \frac{1}{2} n_\lambda,$$

where $b$ is the constant in the product (1). Starting from (4), with $3 + it$ replaced by $3$, we find that

$$\frac{L'(s)}{L(s)} = \frac{L'(3)}{L(3)} + \sum_{\rho} \left( \frac{1}{s - \rho} - \frac{1}{3 - \rho} \right) - \frac{\Gamma''(s)}{\Gamma(s)} + \frac{\Gamma''(3)}{\Gamma(3)} - r \left( \frac{1}{s} + \frac{1}{s - 1} - \frac{5}{6} \right).$$

Hence
\[ c_1 = -\sum_{\rho} \left( \frac{1}{\rho} + \frac{1}{3 - \rho} \right) + \sum_{\lambda} \frac{1}{2} n_\lambda \frac{f'_\lambda}{f^2} \left( \frac{3n_\lambda + f_\lambda}{2} \right) \]
\[ - \sum_{f_\lambda \neq 0} \frac{1}{2} n_\lambda \frac{f'_\lambda}{f^2} \left( \frac{1}{2} f_\lambda \right) - \sum_{f_\lambda = 0} \frac{1}{2} n_\lambda + O(dn_K) + \frac{11}{6} r. \]

As in the proof of Lemma 5, we see that
\[ \sum_{\rho} \left( \frac{1}{\rho} + \frac{1}{3 - \rho} \right) = \sum_{|\rho| < \lambda/2} \frac{1}{\rho} + O(\log(Ae^{dn_K+r} \prod_{\lambda} (4 + n_\lambda + f_\lambda))). \]

Indeed, by Lemma 4,
\[ \sum_{|\rho| < \lambda/2} \left| \frac{1}{3 - \rho} \right| \leq N(0) \ll \log(Ae^{dn_K} \prod_{\lambda} (4 + f_\lambda)). \]

Also,
\[ \sum_{|\rho| = 1/2} \left| \frac{1}{3 - \rho} \right| \leq \sum_{|\rho| = 1/2} \frac{3}{|\rho|^2} \leq 3 \sum_{j=1}^{\infty} \left( \frac{N(j) + N(-j)}{j^2} \right) + 3 \sum_{1/2 | \rho | 1} \frac{1}{|\rho|^2}. \]

Using Lemma 4 again,
\[ \sum_{j=1}^{\infty} \frac{N(j)}{j^2} \ll \sum_{j=1}^{\infty} \frac{1}{j^2} \log(Ae^{dn_K} \prod_{\lambda} (4 + n_\lambda j + f_\lambda)) \ll \log A + dn_K + \sum_{\lambda} \log(4 + n_\lambda + f_\lambda), \]

and the other sums are handled similarly. Putting (6) and (7) together, we deduce that
\[ c_1 = -\sum_{|\rho| < \lambda/2} \frac{1}{\rho} - \sum_{f_\lambda \neq 0} \frac{1}{2} n_\lambda \frac{f'_\lambda}{f^2} \left( \frac{1}{2} f_\lambda \right) + O(dn_K) + \left( \frac{11}{6} r \right) \]
\[ + O(\log(Ae^{dn_K+r} \prod_{\lambda} (4 + n_\lambda + f_\lambda))). \]

**Remark.** The method of this section, which is essentially based on [3] can also be used in the following more general setting. We drop the condition that the \( P_v(T) \) have real coefficients and we define
\[ \tilde{L}(s) = \prod_{v} \prod_{i} \left( 1 - \tilde{w}_{i,v}(Nv)^{-s} \right)^{-1}. \]

For each \( \lambda \), let \( \varphi_\lambda \) be some real number, and set \( s_\lambda = s + i\varphi_\lambda, s_\lambda = s - i\varphi_\lambda \). Define
\[ \Gamma(s) = \prod_{\lambda} \Gamma \left( \frac{n_\lambda s_\lambda + f_\lambda}{2} \right) \]
and
\[ \tilde{\Gamma}(s) = \prod_{\lambda} \Gamma' \left( \frac{n_\lambda s_\lambda + f_\lambda}{2} \right). \]
Set $\Lambda(s) = A^s \Gamma(s) L(s)$, $\bar{\Lambda}(s) = A^s \Gamma(s) \bar{L}(s)$ and suppose that $\Lambda$ and $\bar{\Lambda}$ have an analytic continuation and satisfy the functional equation

$$\Lambda(s) = \omega \bar{\Lambda}(1 - s)$$

with $\omega \in \mathbb{C}$, $|\omega| = 1$. In this case the Proposition of 3.3 is valid for

$$\max(2, \ 1/4 + \max_{\lambda} \varphi_{\lambda}) \leq T < x,$$

provided we replaced the term $\log(n_{\lambda} T + f_{\lambda} + 5)$ in $R_2$ by

$$\log \left( n_{\lambda} T + \varphi_{\lambda} \right) + f_{\lambda} + 5) + \log \left( n_{\lambda} T - \varphi_{\lambda} \right) + f_{\lambda} + 5$$

In the calculation of $S$, the contribution of (b) in 3.4 has to be replaced by

$$- \sum_{\lambda} n_{\lambda} \sum \frac{\exp \left( - \left( \frac{2m + f_{\lambda}}{n_{\lambda}} + i \varphi_{\lambda} \right) \log x \right)}{2m + f_{\lambda} + i \varphi_{\lambda} n_{\lambda}},$$

and in the contribution of (d), $\alpha$ is the number of $\lambda$ such that

$$\varphi_{\lambda} = 0 \text{ and } f_{\lambda} = 0,$$

and

$$c = - \sum_{\lambda \neq \lambda^*} \frac{1}{2} \log \left( \lambda \sum_{\lambda} \log \left( \frac{2m + f_{\lambda}}{n_{\lambda}} + i \varphi_{\lambda} \right) \right) + O(d n_K) + O(\gamma_L) + \frac{11}{6} r.$$

4. Application. In this section, we apply the explicit formulae of §3 to the $L$-series $L_k(s)$ of §2. We shall assume, throughout, that all of the $L_k$ have an analytic continuation to the entire s-plane as functions of order 1;

(i) have an analytic continuation to the entire s-plane as functions of order 1;

(ii) satisfy the conjectured functional equation which was described in §2.

We shall also assume that $E$ does not have complex multiplication. Write

$$- \frac{L'_k}{L_k} \left( s + \frac{k}{2} \right) = \sum_{\rho, \nu} \Omega_k(p^n) p^{-ns}.$$
$R_k(U, T)$ is an error term. The conditions on $U$ and $T$ are that $2 \leq T < x$ and $T$ is not the ordinate of a zero of $L_k(s)$, and $U = 1/4 + j$, $j$ a large integer. In this expression, we let $U \to \infty$. It is clear from §3.4 that $S_k(U, T)$ converges. Furthermore, by the usual argument [1, p. 114] we may choose any $T$ such that $2 \leq T < x$. Taking $T = x - 1$, we find that

$$R_k \ll k(\log x) \log \left( \left( x + \frac{k}{2} + 5 \right) A_1 e \right).$$

The assumption (i) implies [5] that $L_k(s + k/2) \neq 0$, for Re $(s) = 1$ and $k > 0$. Hence, the order $r_k$ of $L_k(s + (k/2))$ at $s = 1$ is given by $r_k = \delta_k$. Furthermore, the sum over trivial zeroes is easily seen to be

$$- \sum_{j=0}^{[k/2]} 2 \sum_{a=0}^{\infty} (2a + 2j + 1)^{-1} x^{-(a+j+1/2)},$$

for $k$ odd,

$$- \sum_{j=1}^{[k/2]} 2 \sum_{a=0}^{\infty} (a + j)^{-1} x^{-(a+j)} - \sum_{a=1}^{\infty} (2a)^{-1} x^{-2a},$$

for $k \equiv 0(4)$,

$$- \sum_{j=1}^{[k/2]} 2 \sum_{a=0}^{\infty} (a + j)^{-1} x^{-(a+j)} - \sum_{a=0}^{\infty} (2a + 1)^{-1} x^{-(2a+1)},$$

for $k \equiv 2(4)$.

A straightforward calculation shows that these sums are $O(1/x)$ uniformly in $k$.

Putting all this together, we find that for $2 \leq T < x$,

$$\sum_{p \leq x} \Omega_k(p^n) \log p = \delta_k x + B_k \sum_{|\gamma_k| \geq 1/2} \eta_k^{-1} x^{\eta_k}$$

$$+ O(k(\log x) \log \left( \left( x + \frac{k}{2} + 5 \right) A_1 e \right)),$$

where we have used Lemma 2.1 and

$$B_k = - \sum_{|\gamma_k| < 1/2} \frac{1}{\eta_k} - \sum_{0 \leq j < k/2} \frac{T''}{T} \left( \frac{k}{2} - j \right) + O(k \log((k + 10)A_1 e))$$

and $\eta_k$ denotes a zero of $L_k(s + k/2)$, and $\gamma_k = \text{Im } \eta_k$.

First, we observe that

$$\sum_{p \leq x} \Omega_k(p^n) \log p \ll kx^{1/2}.$$

Next, by Lemma 3.1,

$$\sum_{0 \leq j < k/2} \frac{T''}{T} \left( \frac{k}{2} - j \right) \ll k \log k.$$
\[
\sum_{|\tau| \leq T} \eta_k^{-1} x^{\tau_k} + \sum_{|\tau| < 1/2} \eta_k^{-1} \ll x^{1/2} \sum_{|\tau| \leq T} |\eta_k|^{-1}
\ll x^{1/2} \sum_{j=1}^T \frac{1}{j} \{N_k(j) + N_k(-j)\}
\ll x^{1/2} \sum_{j=1}^T \frac{1}{j} \log \left[ (A_1 e)^{k+1} \prod_{0 \leq \lambda < k/2} \left( j + \frac{k}{2} - \lambda + 2 \right) \right]
\ll k x^{1/2} (\log T) \log \left( A_1 e \left( T + \frac{k}{2} + 2 \right) \right)
\ll k x^{1/2} (\log x) \log \left( A_1 e \left( x + \frac{k}{2} + 2 \right) \right)
\]

by our choice of \(T\). Putting all of this together, we find that

\[
\sum_{\mathbf{p} \in \mathbb{N}} \Omega_k(p) \log p = \delta_k x + O \left( k x^{1/2} (\log x) \log \left( A_1 e \left( x + \frac{k}{2} + 2 \right) \right) \right)
\]

This proves the result.

Choose a real number \(\delta\) such that \(0 < \delta < 1/4\). By a result of Vinogradov [8, Ch. 1, Lemma 12], there is a periodic function \(D(x)\) on \(\mathbb{R}\) of period 1 satisfying

(i) \(D(x) = 1\) on \([(1/4) - (1/2)\delta, (1/4) + (1/2)\delta]\);
(ii) \(D(x) = 0\) on \([(1/4) + (3/2)\delta, (5/4) - (3/2)\delta]\);
(iii) \(0 \leq D(x) \leq 1\) in the rest of the interval \([(1/4) - (3/2)\delta, (5/4) - (3/2)\delta]\);
(iv) if we write \(D(x) = c_0 + \sum_{m=1}^{\infty} (c_m \cos 2\pi mx + d_m \sin 2\pi mx)\) then \(c_0 = 2\delta\), and \(|c_m|, |d_m| \ll m^{-2} \delta^{-1}\) for all \(m \geq 1\).

We set \(F(\theta) = D(\theta/2\pi) + D(-\theta/2\pi)\). Then \(F\) is an even function of period \(2\pi\) which takes the value \(1\) on \([\pi/2 - \pi\delta, \pi/2 + \pi\delta] \cup [-\pi/2 + \pi\delta, -(\pi/2) + \pi\delta]\), and if we write

\[
F(\theta) = \sum_{m \in \mathbb{Z}} a_m e^{im\theta},
\]

then \(|a_0 - a_2| \ll \delta\).

We have, for any \(M > 1\),

\[
F(\theta) = \sum_{|n| \leq M} a_n e^{in\theta} + O(\delta^{-1} M^{-1}).
\]

Furthermore, setting

\[
\chi_k(\theta) = \sum_{j=0}^k e^{i\theta(k-2j)},
\]

we have
(10) \[ F(\theta) = (a_0 - a_2) + 2(a_1 - a_3) \cos \theta + \sum_{n=2}^{M-2} (a_n - a_{n+2}) \chi_n(\theta) + O(\delta^{-1} M^{-1}). \]

For \( p \not\mid N \), the \( p \)-th Euler factor of \( L_1(s + 1/2) = L(s + 1/2, \rho) \) is

\[ (1 - \alpha_p p^{-s})^{-1}(1 - \alpha_p p^{-s})^{-1}, |\alpha_p| = 1. \]

Write \( \alpha_p = e^{i\theta_p} \) so that \( \theta_p \) is determined up to sign. We have

\[ \Omega_k(p) = \sum_{j=0}^{k} \alpha_p^{j} \bar{\alpha}_p^{-j} = \sum_{j=0}^{k} e^{i\theta_p(k-2j)} = \chi_k(\theta_p). \]

Substituting into (10), summing over \( p \), and observing that

\[ \sum_{p \mid N} \log p = \phi(x) + O((\log N) (\log x)), \]

we have

\[
\sum_{p \mid N} F(\theta_p) \log p = (a_0 - a_2) \phi(x) + \sum_{k=1}^{M-2} (a_k - a_{k+2}) \sum_{p \mid N} \Omega_k(p) \log p
\]

\[ + O((a_0 - a_2) (\log N) (\log x)) + O(\delta^{-1} M^{-1} \phi(x)). \]

Using the estimate \( |a_k| \ll \delta^{-1} k^{-2} \) and Proposition 4.1, we see that the Riemann Hypothesis for all the \( L_k \) implies that

\[ \sum_{k=1}^{M-2} (a_k - a_{k+2}) \sum_{p \mid N} \Omega_k(p) \log p \ll \delta^{-1} x^{1/2} (\log x) \log(N(x + M)) \log M. \]

If we choose \( M = \delta^{-2} \), we deduce that

\[ \sum_{p \mid N} F(\theta_p) \log p = O(\delta \phi(x)) + O(\delta^{-1} x^{1/2} (\log x) (\log (N(x + \delta^{-2}))) \log(\delta^{-2})) \]

and also that

\[ \pi_E(x) \ll \delta \pi(x) + \delta^{-1} x^{1/2} (\log N(x + \delta^{-2})) (\log \delta^{-2}). \]

As the implied constant does not depend on \( \delta \), we may choose \( \delta = x^{-1/4} (\log N x)^{1/2} \log x \). This yields the following result.

**Proposition 4.2.** Suppose the Riemann Hypothesis is true for all the \( L_k \). Then

\[ \pi_E(x) \ll x^{3/4} (\log N x)^{1/2}. \]

The more general result stated in the Introduction is proved similarly.
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