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#### Abstract

Two strictly stationary sequences $\left(X_{k}, k=\ldots\right.$, $-1,0,1, \ldots$ ) of random variables are constructed for which the "information regularity" condition is satisfied, the second moments are finite, and $\operatorname{Var}\left(X_{1}+\cdots+X_{n}\right) \rightarrow \infty$ as $n \rightarrow \infty$, but the central limit theorem fails to hold. In the first, the mixing condition based on "maximal correlations" is also satisfied. In the second, the mixing rate for "information regularity" is permitted to be arbitrarily fast (but $m$-dependence is not permitted) and $n^{-2}$ $\operatorname{Var}\left(X_{1}+\cdots+X_{n}\right)$ is permitted to approach 0 arbitrarily slowly. In the first sequence there is partial attraction of $\left(X_{1}+\cdots+X_{n}\right)$ to some mixtures of mean-zero normal distributions, and in the second there is partial attraction to all infinitely divisible laws.


Throughout this article, if $A$ is a Borel subset of the real number line $\mathbf{R}$, then a "probability measure on $A$ " will mean a probability measure on the measurable space $\left(A, \mathscr{B}_{A}\right)$ where $\mathscr{B}_{A}$ is the class of Borel subsets of $A$. The symbol * will denote convolution, applied to probability measures and probability distribution functions on $\mathbf{R}$ (or on an appropriate Borel subset $A$ of $\mathbf{R}$ ). The indicator function of a set $D$ will be denoted $1_{D}$. To avoid subscripts of subscripts, we will often write such terms as $a_{b}$ in the form $a(b)$. Similarly, if we mention a measure $\mu(n)$ we mean $\mu(n)(\cdot)$; the $n$ is like a subscript, not an argument.

Let $(\Omega, \mathscr{F}, P)$ be a probability space. For any collection $Y$ of random variables let $\mathscr{B}(Y)$ denote the Borel $\sigma$-field generated by $Y$. A "proper partition" of $\Omega$ will mean a partition of $\Omega$ into a finite set of events $\left\{A_{1}, \ldots, A_{N}\right\} \subset \mathscr{F}$ such that $P\left(A_{n}\right)>0, \forall n$.

For any two $\sigma$-fields $\mathscr{A}$ and $\mathscr{B}$ define the following measures of dependence:
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$$
\begin{aligned}
\alpha(\mathscr{A}, \mathscr{B}) & =\operatorname{Sup}_{\substack{A \in \mathscr{O}}}|P(A \cap B)-P(A) P(B)| \\
\rho(\mathscr{A}, \mathscr{B}) & =\operatorname{Sup}_{f \in L^{2}(\mathscr{A}), g \in L^{2}(\mathscr{B})}|\operatorname{Corr}(f, g)|, \\
\beta(\mathscr{A}, \mathscr{B}) & =\operatorname{Sup}(1 / 2) \sum_{i=1}^{I} \sum_{j=1}^{J}\left|P\left(A_{i} \cap B_{j}\right)-P\left(A_{i}\right) P\left(B_{j}\right)\right|, \\
I(\mathscr{A}, \mathscr{B}) & =\operatorname{Sup} \sum_{i=1}^{I} \sum_{j=1}^{J} P\left(A_{i} \cap B_{j}\right) \ln \left(P\left(A_{i} \cap B_{j}\right) /\left[P\left(A_{i}\right) P\left(B_{j}\right)\right]\right),
\end{aligned}
$$
\]

where in the definition of $\beta(\mathscr{A}, \mathscr{B})$ and $I(\mathscr{A}, \mathscr{B})$ the Sup is taken over all pairs of proper partitions $\left\{A_{1}, \ldots, A_{I}\right\}$ and $\left\{B_{1}, \ldots, B_{J}\right\}$ of $\Omega$ such that $A_{i} \in \mathscr{A}, \forall i$ and $B_{j} \in \mathscr{B}, \forall j$. In the definition of $I(\mathscr{A}, \mathscr{B})$ it is understood that $0 \ln 0 \equiv 0$, and in the definition of $\rho(\mathscr{A}, \mathscr{B}), \operatorname{Corr}(f, g) \equiv 0$ if $f$ or $g$ is constant a.s.

The quantities $\rho(\mathscr{A}, \mathscr{B})$ and $I(\mathscr{A}, \mathscr{B})$ are respectively the "maximal correlation" and the "amount of information" between the $\sigma$-fields $\mathscr{A}$ and $\mathscr{B}$; both have been used a lot in information theory (see for example [21, 27]). By [21, p. 11, eqn. (2.2.1)], $I(\mathscr{A}, \mathscr{B}) \geqq 0$, with equality only in the case where $\mathscr{A}$ and $\mathscr{B}$ are independent $\sigma$-fields. In fact by Lemma 0.2 given later in this article, the inequality $\beta(\mathscr{A}, \mathscr{B}) \leqq 4 I^{1 / 2}(\mathscr{A}, \mathscr{B})$ always holds. Of course $\alpha(\mathscr{A}, \mathscr{B}) \leqq \min \{\rho(\mathscr{A}, \mathscr{B}), \beta(\mathscr{A}, \mathscr{B})\}$, but there is no general relationship between $\rho(\mathscr{A}, \mathscr{B})$ and either of the numbers $\beta(\mathscr{A}, \mathscr{B})$ or $I(\mathscr{A}, \mathscr{B})$. The quantity $H(\mathscr{A}) \equiv I(\mathscr{A}, \mathscr{A})$ is called the "entropy" of $\mathscr{A}$ and is of course $\infty$ if $\mathscr{A}$ is not purely atomic (see [21, p. 10, Theorem 2.1.2]). For any r.v. $X$, the "entropy" of $X$ is simply $H(X) \equiv H(\mathscr{B}(X))$.

Let $\left(X_{k}, k=\ldots,-1,0,1, \ldots\right)$ be a strictly stationary sequence of real-valued random variables. For $-\infty \leqq I \leqq J \leqq \infty$ define $\mathscr{F}_{I}^{J} \equiv$ $\mathscr{B}\left(X_{k}, I \leqq k \leqq J\right)$, and for $n=1,2,3, \ldots$ define $S_{n}=X_{1}+X_{2}+\cdots+$ $X_{n}, \alpha(n)=\alpha\left(\mathscr{F}_{-\infty}^{0}, \mathscr{F}_{n}^{\infty}\right), \rho(n)=\rho\left(\mathscr{F}_{-\infty}^{0}, \mathscr{F}_{n}^{\infty}\right), \beta(n)=\beta\left(\mathscr{F}_{-\infty}^{0}, \mathscr{F}_{n}^{\infty}\right)$, and $I(n)=I\left(\mathscr{F}_{-\infty}^{0}, \mathscr{F}_{n}^{\infty}\right) .\left(X_{k}\right)$ is called "strongly mixing" [22] if $\alpha(n) \rightarrow 0$ as $n \rightarrow \infty$, "absolutely regular" [25] if $\beta(n) \rightarrow 0$, and "information regular" [25] if $I(n) \rightarrow 0$. In [25] the absolute regularity and information regularity conditions were attributed to Kolmogorov and Pinsker respectively. The condition $\rho(n) \rightarrow 0$ was first studied in [17] but doesn't seem to have a universally accepted name. If $I(n) \rightarrow 0$ then $\beta(n) \rightarrow 0$, and if either $\beta(n) \rightarrow 0$ or $\rho(n) \rightarrow 0$ then $\alpha(n) \rightarrow 0$.

These mixing conditions are all stronger than "regularity" or "mixing" (in the ergodic-theoretic sense). $\left(X_{k}\right)$ is called "regular" if the past tail $\sigma$-field $\bigcap_{n=1}^{\infty} \mathscr{F}_{-\infty}^{-n}$ is trivial, i.e., contains only events of probability 0 or 1. $\left(X_{k}\right)$ is called "mixing" if $P\left(A \cap T^{-n} B\right) \rightarrow P(A) P(B)$ as $n \rightarrow \infty, \forall A$, $B \in \mathscr{F}_{-\infty}^{\infty}$, where $T$ is the usual shift operator on events in $\mathscr{F}_{-\infty}^{\infty}$. If $\left(X_{k}\right)$ is regular, then it is mixing (see [1, Theorem 2]).

Suppose $E X_{k}=0,0<\operatorname{Var} X_{k}<\infty$, and either of the following two conditions holds:
(i) for some $\gamma>2, E\left|X_{k}\right| r<\infty$ and $\sum_{n=1}^{\infty}(\alpha(n))^{(r-2) / r}<\infty$, or else
(ii) $\left|X_{k}\right|$ is bounded a.s. and $\sum_{n=1}^{\infty} \alpha(n)<\infty$;
then $n^{-1} \operatorname{Var} S_{n}$ approaches a finite limit as $n \rightarrow \infty$, and in the case where this limit is positive the central limit theorem holds. These results are due to Ibragimov; see [12] or [14, p. 347, Theorems 18.5.3 and 18.5.4]. Davydov [7, 8] constructed stationary countable-state, irreducible, aperiodic Markov chains ( $X_{k}$ ) for which $E\left|X_{k}\right| \ll \infty$ for some $\gamma>2$, $\operatorname{Var} S_{n} \sim n^{\alpha}$ for some $1<\alpha<2$ and $S_{n}$ is attracted to non-normal stable laws. With these examples he showed that one cannot weaken the assumptions (i) or (ii) above substantially without introducing some supplementary conditions, if one still wants the central limit theorem to hold; see [8, pp. 323-324]. Davydov's Markov chains satisfy $\beta(n) \rightarrow 0$ by the theorem of Erdos, Feller, and Pollard. Going further, one can easily verify that in some of Davydov's Markov chains (i.e., [8, pp. 320-321, Examples 1 and 2]) one has $H\left(X_{0}\right)<\infty$ and hence $I(n) \rightarrow 0$ as $n \rightarrow \infty$, by Lemmas $0.4,0.5$, and 0.6 given later in this article.

Ibragimov showed that if $\rho(n) \rightarrow 0$ as $n \rightarrow \infty$ the central limit theorem holds if one also assumes either of the following conditions: (i) $E\left|X_{k}\right|^{2+\delta}<$ $\infty$ and $\operatorname{Var} S_{n} \rightarrow \infty$, or else (ii) $\Sigma \rho\left(2^{n}\right)<\infty$ and $0<\operatorname{Lim} n^{-1} \operatorname{Var} S_{n}<$ $\infty$; see [13, pp. 136-137, Theorems 2.1 and 2.2]. Lifshits [20] discusses the central limit theorem for Markov chains under $\rho(n) \rightarrow 0$ and other similar conditions.
In this article we will examine the central limit question under the condition $I(n) \rightarrow 0$ when only finite second moments are assumed. One of our theorems will also involve the condition $\rho(n) \rightarrow 0$. First we will need the following definition: for any probability measure $\mu$ on $[0, \infty$ ) let $H_{\mu}$ be the probability distribution function defined by

$$
H_{\mu}(x)=\mu(\{0\}) \cdot 1_{[0, \infty)}(x)+\int_{u>0} \int_{y=-\infty}^{x}(2 \pi u)^{-1 / 2} e^{-y^{2} /(2 u)} d y d \mu(u),
$$

$H_{\mu}$ is simply a mixture of $N(0, u)$ d.f.'s in which the variance $u$ can be regarded as random with probability measure $\mu$.

Theorem 1. There exists a strictly stationary sequence ( $X_{k}, k=\ldots$, $-1,0,1, \ldots)$ of random variables with $E X_{k}=0$ and $0<\operatorname{Var} X_{k}<\infty$ such that
(i) $\operatorname{Var} S_{n} \rightarrow \infty$ as $n \rightarrow \infty$,
(ii) $\rho(n) \rightarrow 0$ and $I(n) \rightarrow 0$ as $n \rightarrow \infty$, and
(iii) for each infinitely divisible probability measure $\mu$ on $[0, \infty)$, there is an increasing sequence ( $n_{\ell}, l=1,2,3, \ldots$ ) of positive integers and a sequence $\left(A_{t}\right)$ of positive numbers with $A_{l} \rightarrow \infty$ as $\rightarrow \infty$, such that $A_{l}^{-1} S_{n(\Omega)} \rightarrow H_{\mu}$ in distribution as $<\rightarrow \infty$.

Theorem 2. Suppose ( $d_{n}, n=1,2,3, \ldots$ ) and ( $h_{n}, n=1,2,3, \ldots$ )
are each a non-increasing sequence of positive numbers such that $d_{n} \rightarrow 0$ and $h_{n} \rightarrow 0$ as $n \rightarrow \infty$. Then there exists a strictly stationary sequence $\left(X_{k}, k=\ldots,-1,0,1, \ldots\right)$ of random variables such that $E X_{k}^{2}<\infty$ and
(i) $\forall n \geqq 1, I(n) \leqq d_{n}$,
(ii) $\forall n \geqq 1, n^{-2} \operatorname{Var} S_{n} \geqq h_{n}$, and
(iii) for every infinitely divisible probability measure $\mu$ on $\mathbf{R}$ there exists an increasing sequence $\left(n_{\ell}, l=1,2,3, \ldots\right)$ of positive integers and sequences $\left(A_{\ell}\right)$ and $\left(B_{\ell}\right)$ with $A_{,}>0, A_{l} \rightarrow \infty$, such that $\left(S_{n(\gamma)}-B_{\ell}\right) / A_{l} \rightarrow \mu$ in distribution as $\iota \rightarrow \infty$.

In Theorem 2 one cannot possibly have $\rho(n) \rightarrow 0$ if $h_{n}$ approaches 0 too slowly; see the first conclusion of [13, p. 136, Theorem 2.1]. The behavior of $S_{n}$ is essentially as "bad" as possible in the two ways mentioned in (ii) and (iii), even under an arbitrarily fast mixing rate for $I(n)$ in (i). In [4, Theorem 2] it is shown that for an $0-1$ function of a stationary count-able-state irreducible aperiodic Markov chain, $S_{n}$ can behave "badly" in the same two ways; in fact the construction of $\left(X_{k}\right)$ for Theorem 2 here is similar to that in [4].

Theorem 1 is an extension of [2, p. 96, Theorem 1], which was a counterexample to the C.L.T. under $\rho(n) \rightarrow 0$ and $\operatorname{Var} S_{n} \rightarrow \infty$. To show $\rho(n) \rightarrow 0$ there, the results of Helson, Sarason, and Szego [10, 11, 24] were used. In an unpublished manuscript [3] the author used [15, Chapter 4], based partly on the results of Ibragimov and Solev [16], to show that $\left(X_{k}\right)$ can be constructed so that it also satisfies $I(n) \rightarrow 0$. Theorem 1 here is a further extension of $[2,3]$ in that the class of partial limit laws of $S_{n}$ has been enlarged. The referee of [2] proposed the problem of whether, assuming $\operatorname{Var} S_{n} \rightarrow \infty$ and $\rho(n) \rightarrow 0$, one always has partial attraction of $S_{n}$ to a mixture of normal distributions. It would also be interesting to know if, under the same conditions and not counting shifts of distributions, $S_{n}$ can have partial limit laws other than infinitely divisible mixtures of mean-zero normal distributions.

Preliminaries. In this section we will state some elementary lemmas that will be used in the proofs of Theorems 1 and 2 . The proofs of most of these lemmas will either be omitted or just sketched briefly.

Lemma 0.1. Suppose $\mathscr{A}_{1}, \mathscr{A}_{2}, \mathscr{A}_{3}, \ldots$ and $\mathscr{B}_{1}, \mathscr{B}_{2}, \mathscr{B}_{3}, \ldots$ are $\sigma$-fields, and the $\sigma$-fields $\mathscr{A}_{n} \vee \mathscr{B}_{n}, n=1,2,3, \ldots$ are independent. Let $\mathscr{A} \equiv$ $\bigvee_{n=1}^{\infty} \mathscr{A}_{n}$ and $\mathscr{B} \equiv \bigvee_{n=1}^{\infty} \mathscr{B}_{n}$. Then
(i) $I(\mathscr{A}, \mathscr{B})=\sum_{n=1}^{\infty} I\left(\mathscr{A}_{n}, \mathscr{B}_{n}\right)$,
and
(ii) $\rho(\mathscr{A}, \mathscr{B})=\operatorname{Sup}_{n} \rho\left(\mathscr{A}_{n}, \mathscr{B}_{n}\right)$.

Lemma 0.1 (i) follows from induction and the simple equality
$I\left(\mathscr{A}_{1} \vee \mathscr{A}_{2}, \mathscr{B}_{1} \vee \mathscr{B}_{2}\right)=I\left(\mathscr{A}_{1}, \mathscr{B}_{1}\right)+I\left(\mathscr{A}_{2}, \mathscr{B}_{2}\right)$, since $I(\mathscr{A}, \mathscr{B})=$ $\operatorname{Lim}_{N \rightarrow \infty} I\left(\bigvee_{n=1}^{N} \mathscr{A}_{n}, \bigvee_{n=1}^{N} \mathscr{B}_{n}\right)$; see [21, p. 11, eqns. (2.2.3) and (2.2.6)]. Lemma 0.1 (ii) is due to Csaki and Fischer [6, p. 40, Theorem 6.2]; an elegant proof is given by Witsenhausen [27, p. 105, Theorem 1].

Lemma 0.2. For any two $\sigma$-fields $\mathscr{A}$ and $\mathscr{B}, \beta(\mathscr{A}, \mathscr{B}) \leqq 4 I^{1 / 2}(\mathscr{A}, \mathscr{B})$.
This simple though crude inequality can easily be derived from the sharper but more complicated inequality given in [25, p. 179, eqn. ( $V$ )]. (See [25, p. 180, lines 1-2 and Footnote].)

Lemma 0.3 Suppose $\mathscr{A}, \mathscr{B}$, and $\mathscr{C}$ are $\sigma$-fields, $\mathscr{B}$ is purely atomic, and $P(A \cap C \mid B)=P(A \mid B) P(C \mid B)$ holds for every $A \in \mathscr{A}, C \in \mathscr{C}$, and every atom $B$ of $\mathscr{B}$. Then $I(\mathscr{A}, \mathscr{B} \vee \mathscr{C})=I(\mathscr{A}, \mathscr{B})$.

Pinsker [21, pp. 35-36, Section 3.4] proves a more general result with $\mathscr{B}$ not assumed to be atomic, but Lemma 0.3 is very easy to prove and is sufficient for our purposes. The next two lemmas are simple corollaries of Lemma 0.3 ; for Lemma 0.4 keep in mind that $H(\mathscr{A})=\infty$ for any $\sigma$-field $\mathscr{A}$ which is not purely atomic, by [21, p. 10, Theorem 2.1.2].

Lemma 0.4. For any two $\sigma$-fields $\mathscr{A}$ and $\mathscr{B}, I(\mathscr{A}, \mathscr{B}) \leqq H(\mathscr{A})$.
Lemma 0.5. If $\left(X_{k}, k=\ldots,-1,0,1, \ldots\right)$ is a strictly stationary Markov chain with finite or countable state space, then for each $n \geqq 1, I(n)=$ $I\left(\mathscr{B}\left(X_{0}\right), \mathscr{B}\left(X_{n}\right)\right)$.

The next lemma is probably well known, but a reference for it seems hard to find. For convenience a proof is given here, based on the argument for a similar theorem, [26, pp. 194-195, Theorem 4.1].

Lemma 0.6. Suppose ( $X_{k}, k=\ldots,-1,0,1, \ldots$ ) is a strictly stationary random sequence and is mixing. Then either $I(n) \rightarrow 0$ as $n \rightarrow \infty$ or $I(n)=\infty$, $\forall n$.

Proof. First consider the case where $\left(X_{k}\right)$ fails to be regular, i.e., the $\sigma$-field $\mathscr{P} \equiv \bigcap_{n=1}^{\infty} \mathscr{F}-n$ is non-trivial. Since $\left(X_{k}\right)$ is mixing, $\mathscr{P}$ is purely non-atomic and therefore $H(\mathscr{P})=\infty$ by [21, p. 10, Theorem 2.1.2]. For every proper $\mathscr{P}$-measurable partition $\left\{A_{1}, \ldots, A_{N}\right\}$ of $\Omega$ and every $\delta>0$, there exists an integer $m$ and a proper $\mathscr{F}_{m}^{\infty}$-measurable partition $\left\{\boldsymbol{B}_{1}, \ldots, \boldsymbol{B}_{N}\right\}$ of $\Omega$ such that

$$
\forall i, P\left(A_{i} \triangle B_{i}\right) \equiv P\left(A_{i}-B_{i}\right)+P\left(B_{i}-A_{i}\right)<\delta .
$$

It follows easily that $I(n)=\infty, \forall n$.
Similarly $I(n) \equiv \infty$ if the $\sigma$-field $\bigcap_{n=1}^{\infty} \mathscr{F}_{n}^{\infty}$ is non-trivial.
Now suppose instead that both tail $\sigma$-fields are trivial. We may assume $\Omega$ is the set of all sequences $\omega=\left(\ldots, \omega_{-1}, \omega_{0}, \omega_{1}, \ldots\right)$ of real numbers,
and that for such an $\omega, X_{k}(\omega) \equiv \omega_{k}$. Let $Q$ be the probability measure on $\mathscr{F}_{-\infty}^{\infty}$ for which $\mathscr{F}_{-\infty}^{0}$ and $\mathscr{F}_{1}^{\infty}$ are independent and $Q=P$ on each of these two $\sigma$-fields. For each $n \geqq 1$ let $\mathscr{G}_{n} \equiv \mathscr{F}-{ }_{-\infty}^{n} \vee \mathscr{F}_{n}^{\infty}$ and let $P_{n}$ and $Q_{n}$ denote the restrictions of $P$ and $Q$ respectively to events in $\mathscr{G}_{n}$.

Suppose $I(N)<\infty$ for some $N$. We wish to show $I(n) \rightarrow 0$ as $n \rightarrow \infty$.
By [21, p. 10, Theorem 2.1.2], $P_{N}$ is absolutely continuous with respect to $Q_{N}$, since $I(2 N) \leqq I(N)<\infty . \forall n \geqq N$ define the Radon-Nikodym derivative $f_{n}=d P_{n} / d Q_{n}$.

Now as a consequence of [26, p. 194, Lemma 4.3], $Q(A)=0$ or 1 , $\forall A \in \bigcap_{n=1}^{\infty} \mathscr{G}_{n}$. Since $E_{Q}\left(f_{n} \mid \mathscr{G}_{n+1}\right)=f_{n+1}$ a.s.- $Q, \forall n \geqq N, f_{n} \rightarrow 1$ a.s. $Q$ by the backwards Martingale convergence theorem.

Define the function $g$ on $[0, \infty)$ by $g(x) \equiv x \ln x$ with $g(0) \equiv 0$. Then $I(2 n)=E_{Q} g\left(f_{n}\right), \forall n \geqq N$. Since $g$ is convex, $g\left(f_{n+1}\right) \leqq E_{Q}\left(g\left(f_{n}\right) \mid \mathscr{G}_{n+1}\right)$ a.s.- $Q, \forall n \geqq N$ by the conditional Jensen inequality. Since $g$ is bounded below and $g\left(f_{n}\right) \rightarrow 0$ a.s.- $Q$ as $n \rightarrow \infty, E_{Q} g\left(f_{n}\right) \rightarrow 0$ by [5, p. 311, Theorem 9.4.4(b)(d)]. Lemma 0.6 is proved.

Lemma 0.7. If $\left(X_{k}, k=\ldots,-1,0,1, \ldots\right)$ is strictly stationary and $\rho(n)<1$ for some $n$, then $\left(X_{k}\right)$ is regular and hence mixing.

Lemma 0.8 (i) For any probability measures $\mu$ and $\nu$ on $[0, \infty), H_{\mu * \nu}=$ $H_{\mu} * H_{\nu}$.
(ii) If $\mu, \mu(1), \mu(2), \mu(3), \ldots$ are probability measures on $[0, \infty)$ and $\mu(n) \rightarrow \mu$ vaguely as $n \rightarrow \infty$, then $H_{\mu(n)} \rightarrow H_{\mu}$ weakly as $n \rightarrow \infty$.

Proof. For each probability measure $\mu$ on $[0, \infty)$ the function

$$
g_{\mu}(t) \equiv \int_{-\infty}^{\infty} e^{i t x} d H_{\mu}(x)=\int_{u \geqq 0} e^{-u t^{2 / 2}} d \mu(u)
$$

is the characteristic function for $H_{\mu}$. For (i) it is easy to show $g_{\mu * \nu}(t)=$ $g_{\mu}(t) \cdot g_{\nu}(t)$. For (ii) one has $g_{\mu(n)}(t) \rightarrow g_{\mu}(t), \forall t$, by the Helly-Bray Theorem [18, p. 137, Theorem 3.1.4] (using the real, bounded, continuous function

$$
1_{(-\infty, 0)}(u)+e^{-u t^{2} / 2} 1_{[0, \infty)}(u)
$$

for each fixed $t$ ), and then one can use the Levy continuity theorem.
We also need a theorem of Lebedev and Milin [19] on analytic functions. Their proof is short and elegant and is given here for convenience.

Lemma 0.9 (Lebedev and Milin). Suppose ( $c_{k}, k=1,2, \ldots$ ) is a sequence of complex numbers and the functions $f(z) \equiv \sum_{k=1}^{\infty}(1 / k) c_{k} z^{k}$ and $g(z) \equiv \sum_{k=1}^{\infty}(1 / k)\left|c_{k}\right|^{2} z^{k}$ converge on an open disc $U$ centered at $z=0$. On $U$ represent the functions $e^{f(z)}$ and $e^{g(z)}$ by $e^{f(z)} \equiv \sum_{k=0}^{\infty} D_{k} z^{k}$ and $e^{g(z)} \equiv$ $\sum_{k=0}^{\infty} E_{k} z^{k}$ Then $\left|D_{k}\right|^{2} \leqq E_{k}, \forall k \geqq 0$.

Proof (Levedev and Milin). $D_{k}=\sum_{\iota} \mu_{k} M_{k}$ where $M_{k}$ is a monomial
in the $c_{j}^{\prime} s$ and $\mu_{k s}>0$. Hence $E_{k}=\Sigma, \mu_{k \lambda}\left|M_{k \lambda}\right|^{2}$. In the case $c_{k}=1, \forall k$, one would have $D_{k}=1, \forall k$, since $\exp \left(\sum_{k=1}^{\infty}(1 / k) z^{k}\right)=\exp (\log (1 /(1-z)))$ $=\sum_{k=0}^{\infty} z^{k}$. Hence (in all cases) one has $\sum_{\prime} \mu_{k \prime}=1, \forall k$. Now by Cauchy's inequality,

$$
\left|D_{k}\right|^{2}=\left|\sum_{l} \mu_{k \prime} M_{k r}\right|^{2} \leqq\left(\sum_{l} \mu_{k r}\right)\left(\sum_{l} \mu_{k \prime}\left|M_{k \prime}\right|^{2}\right)=E_{k} .
$$

Proof of Theorem 1. First we need to formulate a sufficient condition for a stationary Gaussian sequence to have a "small" value for $I(1)$. An excellent discussion of mixing conditions for stationary Gaussian sequences is given in Chapters 4-6 of Ibragimov and Rozanov [15], and to formulate our condition we will piece together some of the arguments from Chapter 4 there. We will restrict our attention to the case of realvalued Gaussian sequences; thus their spectral densities, defined on [ $-\pi, \pi$ ], will be symmetric about 0 . The notation that we introduce here in this discussion will essentially be as in Chapter 4 of [15].

Suppose ( $X_{k}, k=\ldots,-1,0,1, \ldots$ ) is a stationary real Gaussian sequence with $E X_{k}=0$. For $-\infty \leqq I \leqq J \leqq \infty$ let $H(I, J)$ denote the $L^{2}$-closure of the linear space spanned by the functions $X_{k}, I \leqq k \leqq J$. On $H(-\infty, \infty)$ let $\mathscr{P}_{0}^{+}$and $\mathscr{P}_{1}^{-}$denote the projection operators onto $H(0, \infty)$ and $H(-\infty,-1)$ respectively; thus for each $Y \in H(-\infty, \infty)$, $\mathscr{P}_{0}^{+}(Y)=E\left(Y \mid \mathscr{F}_{0}^{\infty}\right)$ and $\mathscr{P}_{1}^{-}(Y)=E\left(Y \mid \mathscr{F}_{-\infty}^{-1}\right)$. Define the operators $B_{1}$ and $B_{1}^{+}$on $H(-\infty, \infty)$ by $B_{1}=\mathscr{P}_{1}^{-} \mathscr{P}_{0}^{+} \mathscr{P}_{1}^{-}$and $B_{1}^{+}=\mathscr{P}_{0}^{+} \mathscr{P}_{1}^{-} \mathscr{P}_{0}^{+}$. (These definitions are taken from [15, p. 113, lines -13 to -10$]$.)

The two operators $B_{1}$ and $B_{1}^{+}$are obviously isomorphic, so henceforth we will confine our attention to $B_{1}^{+}$. Keeping this in mind, we will collect together into one big theorem the following statements from [15, Chapter 4]: Theorems 4, 6, and 8 and the paragraph immediately preceding Theorem 5.

Theorem A ([15, Chapter 4]). For a stationary real Gaussian sequence $\left(X_{k}\right)$ with $E X_{k}=0$ the following statements are equivalent:
(i) $\beta(n) \rightarrow 0$ as $n \rightarrow \infty$,
(ii) $I(n) \rightarrow 0$ as $n \rightarrow \infty$
(iii) $\left(X_{k}\right)$ has spectral density $f(\lambda)=\left|P\left(e^{i \lambda}\right)\right|^{2} \exp b(\lambda)$ where $P$ is a polynomial whose roots are all on the unit circle and $b(\lambda) \sim \sum_{n=-\infty}^{\infty} b_{n} e^{i n \lambda}$ with $\sum_{n=-\infty}^{\infty}|n|\left|b_{n}\right|^{2}<\infty$.
(iv) The operator $B_{1}^{+}$is compact and has finite trace, and $\left(X_{k}\right)$ is regular.

At this point several remarks are worth making on Theorem A.
Remark 1.1. For any stationary Gaussian sequence ( $X_{k}$ ) with $E X_{k}=0$, the operator $B_{1}^{+}$is obviously bounded and self-adjoint. If $B_{1}^{+}$is also compact, then there is an orthonormal basis of $H(-\infty, \infty)$ consisting of
eigenvectors of $B_{1}^{+}$, the eigenvalues can easily be shown to be non-negative, and (counting each eigenvalue as many times as the dimension of its eigenspace) their only possible point of accumulation is 0 ; see [23, pp. 103 and 312, Theorems 4.25 and 12.29(d)].

Remark 1.2. In [15, Chapter 4] only regular real stationary Gaussian sequences are being considered, even when (as in Theorem 6 there) this isn't stated explicitly. In Theorem A statements (i), (ii), and (iii) imply regularity (see [15, p. 112, eqn. (1.13)]), but regularity has to be stated explicitly in (iv). If $X$ is a mean-zero Gaussian r.v. and one defines the sequence $\left(X_{k}\right)$ by $X_{k} \equiv X, \forall k$, then $H(-\infty, \infty)$ is one-dimensional, $B_{1}^{+}$ is trivially compact with finite trace, but $\left(X_{k}\right)$ is not even ergodic.

Remark 1.3. Since $\left(X_{k}\right)$ is real in Theorem A the spectral density $f(\lambda)$, defined on $[-\pi, \pi]$, is symmetric about 0 . Let $T$ denote the unit circle in the complex plane. It will often be convenient to consider functions as defined on $T$ rather than on the interval [ $-\pi, \pi$ ]. If $a\left(e^{i \lambda}\right) \sim \sum_{n=1}^{\infty} a_{n} e^{i n \lambda}$ is a mean-zero function in the Hardy space $\mathscr{H}^{2}(T)$ satisfying $\sum_{n=1}^{\infty} n\left|a_{n}\right|^{2}<$ $\infty$, then representing $\exp a\left(e^{i \lambda}\right)$ by $\exp a\left(e^{i \lambda}\right) \equiv \sum_{n=0}^{\infty} d_{n} e^{i n \lambda}$ one has $\sum_{n=0}^{\infty}\left|d_{n}\right|^{2} \leqq \exp \left(\sum_{n=1}^{\infty} n\left|a_{n}\right|^{2}\right)$ by Lemma 0.9 (the Lebedev-Milin inequality, with the $c_{k}$ there replaced by $\left.k a_{k}\right)$. It is easily seen that $\exp \left[p \cdot a\left(e^{i \lambda}\right)\right] \in$ $\mathscr{H}^{2}(T), \forall p>0$. Applying a similar argument to functions of the form $\sum_{n=-\infty}^{-1} a_{n} e^{i n \lambda}$ and combining the two arguments, we have the following: if $a\left(e^{i \lambda}\right) \sim \sum_{n=-\infty}^{\infty} a_{n} e^{i n \lambda}$ with $\sum_{n=-\infty}^{\infty}|n|\left|a_{n}\right|^{2}<\infty$, then $\exp a\left(e^{i \lambda}\right) \in L^{p}(T)$, $\forall p>0$. In particular, if $f(\lambda)$ is of the form given in Theorem A (iii) where the coefficients of $P$ are real and $b_{-n}=b_{n}, \forall n$, then $f$ is real, non-negative, integrable on $[-\pi, \pi]$, and symmetric about 0 , and therefore there exists a stationary real Gaussian sequence $\left(X_{k}\right)$ with spectral density $f$.

Henceforth $T$ denotes the unit circle. For any function $h \in L^{2}(T)$ and any $\delta>0$ let

$$
\omega(\delta ; h) \equiv \operatorname{Sup}_{|\theta| \leq \delta}\left(\int_{-\pi}^{\pi}\left|h\left(e^{i(\lambda+\theta)}\right)-h\left(e^{i \lambda}\right)\right|^{2} d \lambda\right)^{1 / 2}
$$

Lemma 1.1. Suppose $h\left(e^{i \lambda}\right) \sim \sum_{j=-\infty}^{\infty} h_{j} e^{i j \lambda} \in L^{2}(T)$. Then

$$
\begin{equation*}
\sum_{j=-\infty}^{\infty}|j|\left|h_{j}\right|^{2} \leqq(2 \pi)^{-1} \sum_{n=1}^{\infty} \omega^{2}(1 / n ; h) \leqq 5 \sum_{j=-\infty}^{\infty}|j|\left|h_{j}\right|^{2} \tag{1/4}
\end{equation*}
$$

Of course these quantities may all be $\infty$. Lemma 1.1 comes from the proof of [15, p. 131, Lemma 7]; in that proof both of the terms $\sum_{n} \omega^{2}(1 / n ; h)$ should be divided by $2 \pi$.

Now we are ready to give a sufficient condition for $I(1)$ to be small.
Lemma 1.2. Given any $\varepsilon>0$ there exists $\delta>0$ such that the following statement holds: Suppose $\left(X_{k}, k=\ldots,-1,0,1, \ldots\right)$ is a stationary real Gaussian sequence with spectral density $f(\lambda)=\exp b(\lambda)$ where

$$
b(\lambda) \sim \sum_{j=-\infty}^{\infty} b_{j} e^{i j \lambda} \text { and } \sum_{j=-\infty}^{\infty}|j|\left|b_{j}\right|^{2}<\delta ;
$$

then $\left(X_{k}\right)$ satisfies $I(1)<\varepsilon$.
Proof. There is a constant $0<A<1$ such that if $q_{1}, q_{2}, q_{3}, \ldots$ are real numbers with $\sum_{k=1}^{\infty}\left|q_{k}\right| \leqq A$, then $-\sum_{k=1}^{\infty} \ln \left(1-q_{k}\right) \leqq 2 \sum_{k=1}^{\infty}\left|q_{k}\right|$.

Assume $\varepsilon>0$. Let

$$
\begin{equation*}
\delta=\min \{A / 20, \varepsilon / 20\} \tag{1.1}
\end{equation*}
$$

Assume $\left(X_{k}\right), f(\lambda), b(\lambda)$, and $b_{j}$ are as in the statement of the lemma with $\sum|j|\left|b_{j}\right|^{2}<\delta$. Without losing generality we assume $b_{0}=0$ and $E X_{k}=0$. Of course $b_{-j}=b_{j}, \forall_{j}$.

Again we take the domain of $f$ and $b$ to be $T$ instead of $[-\pi, \pi]$. Define the function $g\left(e^{i \lambda}\right)=\exp \left((1 / 2)\left[b\left(e^{i \lambda}\right)+i \tilde{b}\left(e^{i \lambda}\right)\right]\right)$ where $\tilde{b}$ denotes the conjugate function of $b$ on $T$. Then $\bar{g}\left(e^{i \lambda}\right) / g\left(e^{i \lambda}\right)=\exp \left(-i \tilde{b}\left(e^{i \lambda}\right)\right)$.

For any fixed $\theta$ it is easy to show

$$
\int_{\pi}^{\pi}\left|b\left(e^{i(\lambda+\theta)}\right)-b\left(e^{i \lambda}\right)\right|^{2} d \lambda=\int_{-\pi}^{\pi}\left|\tilde{b}\left(e^{i(\lambda+\theta)}\right)-\tilde{b}\left(e^{i \lambda}\right)\right|^{2} d \lambda,
$$

and hence for any $\gamma>0, \omega(\gamma ; \tilde{b})=\omega(\gamma ; b)$.
Now for any $\lambda, \theta$,

$$
\begin{aligned}
& \left|\exp \left(-i \tilde{b}\left(e^{i(\lambda+\theta)}\right)\right)-\exp \left(-i \tilde{b}\left(e^{i \lambda}\right)\right)\right| \\
& \quad=\left|\exp \left(-i\left[\tilde{b}\left(e^{i(\lambda+\theta)}\right)-\tilde{b}\left(e^{i \lambda}\right)\right]\right)-1\right| \\
& \quad \leqq\left|\tilde{b}\left(e^{i(\lambda+\theta)}\right)-\tilde{b}\left(e^{i \lambda}\right)\right|
\end{aligned}
$$

and hence for any $\gamma>0, \omega(\gamma, \bar{g} / g) \leqq \omega(\gamma, \tilde{b})=\omega(\gamma, b)$. Represent $\bar{g} / g \sim$ $\sum_{j=-\infty}^{\infty} c_{j} e^{i j \lambda}$. Then by Lemma 1.1, $\sum_{j=-\infty}^{\infty}|j|\left|c_{j}\right|^{2} \leqq 20 \sum_{j=-\infty}^{\infty}|j|\left|b_{j}\right|^{2}<$ $20 \delta$.

By [15, p. 130, eq. (4.5)] and (1.1),

$$
\sum_{k=1}^{\infty} \rho_{k}^{2}=\text { Trace } B_{1}^{+}=\sum_{j=-\infty}^{0}|j|\left|c_{j}\right|^{2}<20 \delta \leqq A<1
$$

where the eigenvalues of $B_{1}^{+}$are $\rho_{1}^{2} \geqq \rho_{2}^{2} \geqq \rho_{3}^{2} \geqq \ldots$ (that is, with each eigenvalue appearing as many times as the dimension of its eigenspace). Now defining the norm

$$
\left\|B_{1}^{+}\right\| \equiv \operatorname{Sup}_{\substack{Y \in H(-\infty, \infty), E Y^{2}=1}}\left[E\left(B_{1}^{+}(Y)\right)^{2}\right]^{1 / 2}
$$

we have $\left\|B_{1}^{+}\right\|=\rho_{1}^{2}<1$, and by (1.1) and [15, p. 125, Theorem 6] and the definition of $A$,

$$
I(1)=-(1 / 2) \sum_{k=1}^{\infty} \ln \left(1-\rho_{k}^{2}\right) \leqq \sum_{k=1}^{\infty} \rho_{k}^{2}<20 \delta \leqq \varepsilon .
$$

Lemma 1.2 is proved.
Lemma 1.3. For all $\varepsilon>0$ there exists a stationary real Gaussian sequence $\left(X_{k}\right)$ with $E X_{k}=0$ such that
(i) $I(1)<\varepsilon$,
(ii) $n^{-1} \operatorname{Var} S_{n} \rightarrow 0$ as $n \rightarrow \infty$, and
(iii) $\operatorname{Var} S_{n} \rightarrow \infty$ as $n \rightarrow \infty$.

Proof. Let $\left(X_{k}\right)$ be a stationary real Gaussian sequence with spectral density $f(\lambda)=\exp (b(\lambda))$ where $b(\lambda) \sim-c \sum_{n=2}^{\infty}(n \ln n)^{-1} \cos (n \lambda)$, where $c>0$ is some constant. Assume $E X_{k}=0$, and using Lemma 1.2, fix $c$ so that $I(1)<\varepsilon$.

By [28, pp. 184 and 188, Theorems (1.8) and (2.15)], $f(\lambda)$ is continuous if one defines $f(0)=0$, and there is a positive constant $d$ (depending on $c$ ) such that if $|\lambda|>0$ is sufficiently small then $f(\lambda)>[1 / \ln (1 /|\lambda|)]^{d}$. Now it is well known that

$$
\operatorname{Var} S_{n}=\int_{-\pi}^{\pi}\left(\left[\sin ^{2}(n \lambda / 2)\right] /\left[\sin ^{2}(\lambda / 2)\right]\right) f(\lambda) d \lambda
$$

and from this and some routine calculations one has Lemma 1.3.
The remainder of the proof of Theorem 1 will follow the argument in [2]. The notation we use here will be consistent with the notation in that article. Since we will work with many strictly stationary random sequences we will need to introduce the following notation for any strictly stationary sequence $\left(W_{k}\right)$ and any $n \geqq 1$ :

$$
\begin{align*}
S_{n}\left(\left(W_{k}\right)\right) & \equiv W_{1}+W_{2}+\cdots+W_{n} \\
I_{n}\left(\left(W_{k}\right)\right) & \equiv I\left(\mathscr{B}\left(W_{k}, k \leqq 0\right), \mathscr{B}\left(W_{k}, k \geqq n\right)\right)  \tag{1.2}\\
\rho_{n}\left(\left(W_{k}\right)\right) & \equiv \rho\left(\mathscr{B}\left(W_{k}, k \leqq 0\right), \mathscr{B}\left(W_{k}, k \geqq n\right)\right) .
\end{align*}
$$

Lemma 1.4. Given any $\varepsilon>0$ and any positive integer $N$, there is a stationary real Gaussian sequence $\left(W_{k}\right)$ with $E W_{k}=0$ such that
(i) $W_{1}, W_{2}, \ldots, W_{N}$ are independent,
(ii) $\rho_{1}\left(\left(W_{k}\right)\right)<\varepsilon$ and $I_{1}\left(\left(W_{k}\right)\right)<\varepsilon$,
(iii) As $n \rightarrow \infty, \operatorname{Var} S_{n}\left(\left(W_{k}\right)\right) \rightarrow \infty, n^{-1} \operatorname{Var} S_{n}\left(\left(W_{k}\right)\right) \rightarrow 0, I_{n}\left(\left(W_{k}\right)\right) \rightarrow 0$, and $\rho_{n}\left(\left(W_{k}\right)\right) \rightarrow 0$.

The proof is essentially the same as that of [2, p. 98, Lemma 4], but making use of Lemmas 0.1 and 1.3 and the following remark: For any stationary Gaussian sequence and any $n \geqq 1, \rho(n) /(2 \pi) \leqq \alpha(n) \leqq \beta(n) \leqq$ $4 I^{1 / 2}(n)$ by Lemma 0.2 and [15, p. 111, eqn. (1.9)], and hence simply by having $I(1)$ sufficiently small one can have $\rho(1)$ arbitrarily small and $I(n)$ and $\rho(n)$ converging to 0 as $n \rightarrow \infty$, by Lemmas 0.7 and 0.6 .

For each positive integer $N$, each $0<p \leqq 1$, and each $c>0$, let
$\eta(N, p, c)$ denote the discrete binomial-type probability measure on $[0, \infty)$ given by

$$
\eta(N, p, c)(\{c k\})=\binom{N}{k} p^{k}(1-p)^{N-k}, k=0,1, \ldots, N .
$$

Definition 1.1. A strictly stationary sequence ( $Y_{k}, k=\ldots,-1,0$, $1, \ldots)$ is said to satisfy Condition $\mathscr{T}(C, \varepsilon, p, N)$, where $C>0, \varepsilon>0$, $0<p \leqq 1$, and $N$ is a positive integer, if
(i) $E Y_{0}=0$ and $\operatorname{Var} Y_{0}=C$,
(ii) $Y_{1}, Y_{2}, \ldots, Y_{N}$ are independent,
(iii) $\rho_{1}\left(\left(Y_{k}\right)\right) \leqq \varepsilon$ and $I_{1}\left(\left(Y_{k}\right)\right) \leqq \varepsilon$,
(iv) $\rho_{n}\left(\left(Y_{k}\right)\right) \rightarrow \mathbf{0}$ as $n \rightarrow \infty$,
(v) $n^{-1} \operatorname{Var} S_{n}\left(\left(Y_{k}\right)\right) \rightarrow 0$ as $n \rightarrow \infty$,
(vi) $\operatorname{Var} S_{n}\left(\left(Y_{k}\right)\right) \rightarrow \infty$ as $n \rightarrow \infty$,
(vii) $\forall x, P\left[(N p)^{1 / 2} S_{N}\left(\left(Y_{k}\right)\right) /\left(\operatorname{Var} S_{N}\left(\left(Y_{k}\right)\right)\right)^{1 / 2} \leqq x\right]=H_{\eta(N, p, 1)}(x)$.

This is simply [2, p. 98, Definition 1] with the additional condition $I_{1}\left(\left(Y_{k}\right)\right) \leqq \varepsilon$ in (iii). The function $G_{N, p}(x)$ in [2, Definition 1] is identically the function $H_{\eta(N, p, 1)}(x)$ here. Of course conditions (iii)-(iv) here imply $I_{n}\left(\left(Y_{k}\right)\right) \rightarrow 0$ as $n \rightarrow \infty$ by Lemma 0.6.

Lemma 1.5. For any $C>0, \varepsilon>0,0<p \leqq 1$, and positive integer $N$, there exists a strictly stationary sequence $\left(Y_{k}\right)$ satisfying condition $\mathscr{T}(C, \varepsilon, p, N)$.

The proof is precisely the proof of [2, p. 99, Lemma 5] with the following additions: $\left(W_{k}\right)$ is chosen to satisfy the properties in Lemma 1.4, including $I_{1}\left(\left(W_{k}\right)\right)<\varepsilon$; then by Lemma 1.1 (trivially) we have $I_{1}\left(\left(Y_{k}\right)\right) \leqq I_{1}\left(\left(V_{k}\right)\right)+$ $I_{1}\left(\left(W_{k}\right)\right)<0+\varepsilon$.
For each $\lambda>0$ and $c>0$ let $\nu(\lambda, c)$ denote the discrete Poisson-type probability measure on $[0, \infty)$ given by

$$
\nu(\lambda, c)(\{c k\})=\left(\lambda^{k} / k!\right) e^{-\lambda}, \quad k=0,1,2, \ldots .
$$

Let $\mathscr{V}$ denote the set of all sequences $v=\left(v_{1}, v_{2}, v_{3}, \ldots\right)$ of rational numbers such that for some positive integer $m, v_{k}>0, \forall k, 1 \leqq k \leqq 2 m$, and $v_{k}=0, \forall k \geqq 2 m+1$. Note that $\mathscr{V}$ is a countable set. For each positive integer $N$ let $\mathscr{V}_{N}$ be the set of all $v=\left(v_{1}, v_{2}, \ldots\right)$ in $\mathscr{V}$ such that $v_{k} \leqq N$ for all odd $k$.
For each $v \in \mathscr{V}$ define the probability measure $\mu(v)$ on $[0, \infty)$ as follows: Let $m$ be the positive integer such that $v_{2 m}>0=\nu_{2 m+1}$, represent $v$ by

$$
v \equiv\left(\lambda_{1}, c_{1}, \lambda_{2}, c_{2}, \ldots, \lambda_{m}, c_{m}, 0,0,0, \ldots\right)
$$

and define $\mu(v)$ by

$$
\mu(\nu)=\nu\left(\lambda_{1}, c_{1}\right)^{*} \ldots * \nu\left(\lambda_{m}, c_{m}\right) .
$$

Also, for each $N$ such that $v \in \mathscr{V}_{N}$, i.e., each $N \geqq \max \left\{\lambda_{1}, \ldots, \lambda_{m}\right\}$ where $v$ is represented as above, define the probability measure $\gamma(N, v)$ on $[0, \infty)$ by

$$
\gamma(N, v)=\eta\left(N, \lambda_{1} / N, c_{1}\right)^{*} \ldots * \eta\left(N, \lambda_{m} / N, c_{m}\right) .
$$

Remark 1.4. By Poisson's classic limit theorem, $\eta(N, \lambda / N, c) \rightarrow \nu(\lambda, c)$ vaguely as $N \rightarrow \infty$ for any fixed positive $\lambda$ and $c$; hence $\gamma(N, v) \rightarrow \mu(v)$ vaguely as $N \rightarrow \infty$ for each fixed $v \in \mathscr{V}$.

For each probability measure $\mu$ on $[0, \infty)$ let $h_{\mu}=\int_{x \geqq 0} x d \mu(x)$. If $h_{\mu}$ is finite, then it is the mean for the measure $\mu$ and the variance for the distribution function $H_{\mu}$.

Definition 1.2. Suppose that $C>0, \varepsilon>0, N$ is a positive integer, and $v \in \mathscr{V}_{N}$. A strictly stationary random sequence ( $Y_{k}, k=\ldots,-1,0,1, \ldots$ ) is said to satisfy condition $\mathscr{U}(C, \varepsilon, N, v)$ if statements (i)-(vi) in Definition 1.1 all hold (for the given values of $C, \varepsilon$, and $N$ ) and for all real $x$,

$$
P\left(\left[h_{\gamma(N, v)} / \operatorname{Var} S_{N}\left(\left(Y_{k}\right)\right)\right]^{1 / 2} \cdot S_{N}\left(\left(Y_{k}\right)\right) \leqq x\right)=H_{r(N, v)}(x)
$$

Lemma 1.6. Suppose $C, \varepsilon, N$, and $v$ are as in Definition 1.2. Then there exists a strictly stationary random sequence $\left(Y_{k}\right)$ satisfying condition $\mathscr{U}(C, \varepsilon, N, v)$.

Proof. Represent $v$ as $v=\left(\lambda_{1}, c_{1}, \lambda_{2}, c_{2}, \ldots, \lambda_{m}, c_{m}, 0,0,0, \ldots\right)$. For each $j=1, \ldots, m$ let $\left(Y_{k}^{(j)}, k=\ldots,-1,0,1, \ldots\right)$ be a strictly stationary random sequence that satisfies condition $\mathscr{T}\left(1, \varepsilon / m, \lambda_{j} / N, N\right)$ and assume that these sequences are independent of each other. Let $\left(Y_{k}\right)$ be defined by

$$
Y_{k} \equiv\left(C / h_{\gamma(N, v)}\right)^{1 / 2} \sum_{j=1}^{m}\left(\lambda_{j} c_{j}\right)^{1 / 2} Y_{k}^{(j)}, \forall k
$$

Since $h_{r(N, v)}=\sum_{j=1}^{m} \lambda_{j} c_{j}$ and $\operatorname{Var} Y_{k}^{(j)}=1, \forall k, j$, we have Var $Y_{k}=C$. Now

$$
\left[h_{r(N, v)} / \operatorname{Var} S_{N}\left(\left(Y_{k}\right)\right)\right]^{1 / 2} S_{N}\left(\left(Y_{k}\right)\right)=\sum_{j=1}^{m}\left(\lambda_{j} c_{j} / N\right)^{1 / 2} S_{N}\left(\left(Y_{k}^{(j)}\right)\right)
$$

and this r.v. has $H_{r(N, v)}$ for a probability distribution function by Lemma 0.8 (i) (with induction) and the easily verified fact that for each $j$ the distribution function of

$$
\left(\lambda_{j} c_{j} / N\right)^{1 / 2} S_{N}\left(\left(Y_{k}^{(j)}\right)\right)
$$

is

$$
H_{\eta(N, \lambda(j) / N, c(j))} .
$$

The other properties in Definition 1.2 are easy to verify; for conditions (iii)-(iv), use Lemma 0.1.

Before proving Theorem 1 we need one more lemma.
Lemma 1.7. Any infinitely divisible probability measure on $[0, \infty)$ is the vague limit of a sequence of measures in $\{\mu(v): v \in \mathscr{V}\}$.
Proof. We copy the argument of [9, p. 74, Theorem 5] as it is, with the following additions: The function $f(t)$ there is assumed to be the characteristic function of an infinitely divisible law whose support is contained in $[0, \infty)$. The distribution functions $F_{n}$ there must therefore satisfy $F_{n}(x)=0, \forall x<0$. In [9, p. 75, eqn. (7)] we may take $c_{0}<0<c_{1}<c_{2}<$ $\cdots<c_{m}$. Then in [9, p. 75, eqn. (8)] we have $c_{k}>0$ and $a_{k} \geqq 0$. We can change $c_{k}$ and $a_{k}$ slightly to positive rational numbers and still have eqn. (8) there hold; and the function

$$
\exp \left(\sum_{k=1}^{m} a_{k}\left(e^{i t c(k)}-1\right)\right)
$$

there is the characteristic function of $\nu\left(a_{1}, c_{1}\right) * \ldots * \nu\left(a_{m}, c_{m}\right)$, which belongs to $\{\mu(v), v \in \mathscr{V}\}$. This completes the proof of Lemma 1.7.

Proof of Theorem 1. We will follow the argument in [2] with monor modifications.
Let the elements of $\mathscr{V}$ be arranged as a sequence $w_{1}, w_{2}, w_{3}, \ldots$ such that each element appears infinitely often in the sequence.
For each $n \geqq 1$ we define a positive integer $N_{n}$ and a strictly stationary sequence $\left(X_{k}^{(n)}, k=\ldots,-1,0,1, \ldots\right)$ for which $\ell^{-1} \operatorname{Var} S_{S}\left(\left(X_{k}^{(n)}\right)\right) \rightarrow 0$ as $\leftrightarrow \infty$. The definition is recursive and is as follows:

Let $N_{1}=1$ and let $\left(X_{k}^{(1)}\right)$ be the trivial sequence defined by $X_{k}^{(1)} \equiv 0, \forall k$.
Now assume $n \geqq 2$ is fixed and that for each $m, 1 \leqq m<n$, a positive integer $N_{m}$ and a strictly stationary $\left(X_{k}^{(m)}\right)$ are already defined with $\iota^{-1} \operatorname{Var} S_{\delta}\left(\left(X_{k}^{(m)}\right)\right) \rightarrow 0$ as $\iota \rightarrow \infty$. Let $N_{n}$ be an integer that satisfies $N_{n}>$ $N_{n-1}$,

$$
\sum_{m=1}^{n-1} N_{n}^{-1} \operatorname{Var} S_{N(n)}\left(\left(X_{k}^{(m)}\right)\right) \leqq 2^{-2 n^{2}},
$$

$w_{n} \in \mathscr{V}_{N(n)}$, and let ( $X_{k}^{(n)}, k=\ldots,-1,0,1, \ldots$ ) be a strictly stationary sequence which satisfies condition

$$
\mathscr{U}\left(2^{-n^{2}}, 2^{-n}, N_{n}, w_{n}\right)
$$

and is independent of $\mathscr{B}\left(X_{k}^{(m)}, 1 \leqq m \leqq n-1,-\infty<k<\infty\right)$. Then $r^{-1} \operatorname{Var} S_{l}\left(\left(X_{k}^{(n)}\right)\right) \rightarrow 0$ as $/ \rightarrow \infty$.

This completes the definition of $N_{n}$ and $\left(\left(X_{k}^{(n)}\right)\right), n=1,2,3, \ldots$ Let the sequence $\left(X_{k}, k=\ldots,-1,0,1, \ldots\right)$ be defined by $X_{k}=\sum_{n=1}^{\infty} X_{k}^{(n)}$, $\forall k$. This sum converges a.s. and $E X_{k}^{2}<\infty$. As in the proof of [2, Theorem 1] on p. 100 there, $\operatorname{Var} S_{n}\left(\left(X_{k}\right)\right) \rightarrow \infty$ and $\rho_{n}\left(\left(X_{k}\right)\right) \rightarrow 0$ as $n \rightarrow \infty$. In addition, $I_{1}\left(\left(X_{k}\right)\right) \leqq \Sigma 2^{-n}<\infty$ by Lemma 0.1 , and hence $I_{n}\left(\left(X_{k}\right)\right) \rightarrow 0$ as $n \rightarrow \infty$ by Lemma 0.6.

Proof of Theorem 1(iii). By Lemmas 1.7 and 0.8(ii), it suffices to prove Theorem 1(iii) for the distribution functions $H_{\mu(v)}, v \in \mathscr{V}$.

Let $v \in \mathscr{V}$ be fixed, and let $G \equiv\left\{n: w_{n}=v\right\}$, which is an infinite set. $\forall n \in G$ one can show that $h_{\gamma(N(n), v)}=h_{\mu(v)}$ and therefore the distribution function of the r.v.

$$
\left[h_{\mu(v)} / \operatorname{Var} S_{N(n)}\left(\left(X_{k}^{(n)}\right)\right)\right]^{1 / 2} S_{N(n)}\left(\left(X_{k}^{(n)}\right)\right)
$$

is $H_{\gamma(N(n), v)}$. By Remark 1.4 and Lemma 0.8(ii), $H_{\gamma(N(n), v)} \rightarrow H_{\mu(v)}$ weakly as $n \rightarrow \infty, n \in G$.

As $n \rightarrow \infty, n \in G$,

$$
\operatorname{Var}\left[S_{N(n)}\left(\left(X_{k}\right)\right)-S_{N(n)}\left(\left(X_{k}^{(n)}\right)\right)\right]=\left[\operatorname{Var} S_{N(n)}\left(\left(X_{k}^{(n)}\right)\right)\right] \cdot o(1)
$$

by an argument exactly like [2, p. 100, lines -8 to -4$]$. Hence

$$
\left[h_{\mu(v)} / \operatorname{Var} S_{N(n)}\left(\left(X_{k}\right)\right)\right]^{1 / 2} S_{N(n)}\left(\left(X_{k}\right)\right) \rightarrow H_{\mu(v)}
$$

in distribution as $n \rightarrow \infty, n \in G$. Theorem 1(iii) holds for $H_{\mu(v)}$, and the proof is complete.

Remark 1.5. Given any $\varepsilon>0,\left(X_{k}\right)$ can be constructed so that in addition to satisfying the properties in Theorem 1 it also satisfies $I_{1}\left(\left(X_{k}\right)\right) \leqq \varepsilon$ and $\rho_{1}\left(\left(X_{k}\right)\right) \geqq \varepsilon$; for each $n \leqq 2$ one simply lets $\left(X_{k}^{(n)}\right)$ satisfy $\mathscr{U}\left(2^{-n^{2}}\right.$, $\left.2^{-n} \varepsilon, N_{n}, w_{n}\right)$ rather than just the weaker condition $\mathscr{U}\left(2^{-n^{2}}, 2^{-n}, N_{n}, w_{n}\right)$.

Proof of Theorem 2. We will use the notation in (1.2). The sequence ( $X_{k}$ ) will be constructed from "building blocks" for which the prototype is given in Definition 2.1. After this definition, Lemma 2.1 will give some technical properties of these 'building blocks" that we will need later.

Definition 2.1. Suppose $L$ is a positive integer, $0<q<1$, and $\nu$ is a probability measure on $\{-L,-L+1,-L+2, \ldots, L\}$. A sequence ( $\left.\left(U_{k}, V_{k}, W_{k}\right), k=\ldots,-1,0,1, \ldots\right)$ of random vectors is said to have the " $\mathscr{S}(L, q, \nu)$-distribution" if the following are true:

The sequences $\left(U_{k}\right)$ and $\left(V_{k}\right)$ are independent of each other, each being an i.i.d. sequence. $P\left(U_{k}=\ell\right)=\nu(\{\iota\}),-L \leqq \ell \leqq L . P\left(V_{k}=1\right)=$ $1-P\left(V_{k}=0\right)=q .\left(W_{k}\right)$ is defined as follows: $\forall k$,

$$
W_{k}=\sum_{j=0}^{L-1} V_{k-j}\left(1_{\{U(k-j) \geq j+1)}-1_{(U(k-j) \leq-(j+1))}\right) .
$$

Lemma 2.1. Suppose $L$ is a positive integer, $0<q<1$, and $\nu$ is a probability measure on $\{-L,-L+1, \ldots, L\}$. If $\left(\left(U_{k}, V_{k}, W_{k}\right), k=\ldots\right.$, $-1,0,1, \ldots)$ has the $\mathscr{S}(L, q, \nu)$-distribution, then it is strictly stationary,
(i) $\left(\left(U_{k}, V_{k}, W_{k}\right)\right)$ is at most $(L-1)$-dependent,
(ii) $\operatorname{Var} W_{0} \leqq L q$,
(iii) $\forall N \geqq L,(N q / 4)\left(\operatorname{Var} U_{0}\right) \leqq \operatorname{Var} S_{N}\left(\left(W_{k}\right)\right) \leqq 2 N L\left(\operatorname{Var} W_{0}\right)$,
(iv) $P\left(W_{k} \neq 0\right.$ for some $\left.1 \leqq k \leqq L\right) \leqq 2 L q$,
(v) $\forall N \geqq 1, P\left(S_{N}\left(\left(W_{k}\right)\right) \neq \sum_{k=1}^{N}\left(U_{k} V_{k}\right)\right) \leqq 2 L q$,
(vi) $\forall k, \mathscr{B}\left(W_{k}\right) \subset \mathscr{B}\left(T_{j}, k-L+1 \leqq j \leqq k\right)$ where $T_{j} \equiv U_{j} V_{j}, \forall j$, and
(vii) defining the $\sigma$-field $\mathscr{A} \equiv \mathscr{B}\left(T_{k},-L+1 \leqq k \leqq 0\right)$, where $T_{k} \equiv$ $U_{k} V_{k}$, one has
$I_{1}\left(\left(W_{k}\right)\right) \leqq H(\mathscr{A}) \leqq L\left[-q \ln q-(1-q) \ln (1-q)+q H\left(\mathscr{B}\left(U_{0}\right)\right)\right]$.
Proof. (i), (ii), and (vi) are obvious, and (iv) and (v) follow from the relationships $\left\{W_{k} \neq 0\right.$ for some $\left.1 \leqq k \leqq L\right\} \subset\left\{V_{k}=1\right.$ for some $-L+$ $1 \leqq k \leqq L\}$, and $\left\{S_{N}\left(\left(W_{k}\right)\right) \neq \sum_{k=1}^{N} U_{k} V_{k}\right\} \subset\left\{V_{k}=1\right.$ for scme $-L$ $+1 \leqq k \leqq 0$ or for some $N-L+1 \leqq k \leqq N\}$.
Proof of (iii). That $\operatorname{Var} S_{N}\left(\left(W_{k}\right)\right) \leqq 2 N L\left(\right.$ Var $\left.W_{0}\right)$ follows from (i). Now assume first that $N \geqq 2 L$. Then $S_{N}\left(\left(W_{k}\right)\right)=\left(\sum_{k=1}^{N-L} U_{k} V_{k}\right)+Y$ where $Y$ is a r.v. such that

$$
\mathscr{B}(Y) \subset \mathscr{B}\left(U_{k}, V_{k} ; k \leqq 0, k \geqq N-L+1\right) .
$$

Hence $\operatorname{Var} S_{N}\left(\left(W_{k}\right)\right) \geqq(N-L)\left(\operatorname{Var} U_{0} V_{0}\right) \geqq(N / 2)\left(q \operatorname{Var} U_{0}\right)$. Now if $L \leqq N \leqq 2 L$, then $\operatorname{Var} S_{N}\left(\left(W_{k}\right)\right) \geqq(1 / 4) \operatorname{Var} S_{2 N}\left(\left(W_{k}\right)\right) \geqq(1 / 4)(2 N q / 2)$ ( $\operatorname{Var} U_{0}$ ) and (iii) is proved.

Proof of (vii). The first inequality follows from (vi) and Lemma 0.1 (with $\mathscr{A}_{1}=\mathscr{B}_{1}=\mathscr{A}$ and $\mathscr{A}_{2}=\mathscr{B}\left(U_{k}, V_{k}, k \leqq-L\right)$ and $\mathscr{B}_{2}=$ $\mathscr{B}\left(U_{k}, V_{k}, k \geqq 1\right)$ for example). Now for any purely atomic $\sigma$-field $\mathscr{G}$, $H(\mathscr{G})=-\Sigma p_{i} \ln p_{i}$ where $p_{1}, p_{2}, p_{3}, \ldots$ are the probabilities of the atoms of $\mathscr{G}$. Using Lemma 0.1 we have

$$
\begin{aligned}
H(\mathscr{A})= & L \cdot H\left(\mathscr{B}\left(T_{0}\right)\right) \\
\leqq & L \cdot H\left(\mathscr{B}\left(V_{0}, T_{0}\right)\right) \\
= & L \cdot\left[-P\left(V_{0}=0\right) \ln P\left(V_{0}=0\right)\right. \\
& \left.-\sum_{\ell=-L}^{L} P\left(V_{0}=1, U_{0}=\ell\right) \ln P\left(V_{0}=1, U_{0}=\ell\right)\right] \\
= & L \cdot\left[-(1-q) \ln (1-q)-q \ln q \sum P\left(U_{0}=\ell\right)\right. \\
& \left.-q \sum P\left(U_{0}=\ell\right) \ln P\left(U_{0}=\ell\right)\right]
\end{aligned}
$$

and we have (vii). Lemma 2.1 is proved.
In using the sequences of random vectors in Definition 2.1 as "building blocks" for $\left(X_{k}\right)$ in Theorem 2, we will need to choose the measures $\nu$ carefully. For this we will use the Levy metric, precisely as it was used in [4].

Let $\mathscr{E}$ denote the set of all probability measures on the real line (on
the usual Borel $\sigma$-field). For any two elements $\mu$ and $\eta$ of $\mathscr{E}$ let $F_{\mu}$ and $F_{\eta}$ be the corresponding probability distribution functions, and define

$$
\begin{aligned}
& d(\mu, \eta)=d\left(F_{\mu}, F_{\eta}\right)=\inf \left\{\varepsilon>0: \forall x \in \mathbf{R}, F_{\mu}(x-\varepsilon)\right. \\
& \left.-\varepsilon \leqq F_{\eta}(x) \leqq F_{\mu}(x+\varepsilon)+\varepsilon\right\} .
\end{aligned}
$$

$d$ defines the Levy metric on $\mathscr{E}$. Let $\mathscr{C}$ be the set of all $\mu$ in $\mathscr{E}$ such that $\mu$ is discrete with at least two but only finitely many atoms and for each atom $x$ of $\mu, x$ and $\mu(\{x\})$ are both rational. In the Levy metric, $\mathscr{C}$ is a countable dense subset of $\mathscr{E}$. Let $\mathscr{D}=\{\mu \in \mathscr{E}: \mu$ is infinitely divisible $\}$. Let $\mathscr{D}_{0}$ be a countable subset of $\mathscr{D}$ which (in the Levy metric) is dense in $\mathscr{D}$.

Let $\varepsilon_{0}$ be the degenerate element of $\mathscr{E}$ with $\varepsilon_{0}(\{0\})=1$. For each $\mu \in \mathscr{E}$ let $\mu^{(0)}=\varepsilon_{0}, \mu^{(1)}=\mu$, and $\mu^{(n)}=\mu^{(n-1)} * \mu, n=2,3, \ldots$ We will need the following lemma.

Lemma 2.2. (i) If $\mu_{1}, \mu_{2}$, and $\mu_{3} \in \mathscr{E}$, then $d\left(\mu_{1}{ }^{*} \mu_{3}, \mu_{2}^{*} \mu_{3}\right) \leqq d\left(\mu_{1}, \mu_{2}\right)$.
(ii) If $\mu, \mu_{1}, \mu_{2}, \ldots \in \mathscr{E}$ then $d\left(\mu, \mu_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$ if and only if $\mu_{n}$ converges vaguely to $\mu$.

Part (i) is easy to show, and (ii) is part of [9, p. 33, Theorem 1].
Construction of $\left(X_{k}\right)$. Let the sequences $\left(h_{n}\right)$ and $\left(d_{n}\right)$ be as in the statement of Theorem 2. Without losing generality, we assume $\left(d_{n}\right)$ is strictly decreasing.

Let $\left(\mu_{1}, \mu_{2} \mu_{3}, \ldots\right)$ be a sequence of elements of $\mathscr{D}_{0}$ in which each element of $\mathscr{D}_{0}$ appears infinitely often. For each $n \geqq 1$ let $\eta_{n}$ be the (unique) element of $\mathscr{E}$ such that $\eta_{n}^{(n)}=\mu_{n}$, and let $\xi_{n} \in \mathscr{C}$ be such that

$$
\begin{equation*}
d\left(\eta_{n}, \xi_{n}\right) \leqq n^{-2} \tag{2.1}
\end{equation*}
$$

For each $n$ let $a_{n}$ and $K_{n}$ be positive integers such that for all atoms $x$ of $\xi_{n}, a_{n} x \in\left\{-K_{n},-K_{n}+1,-K_{n}+2, \ldots, K_{n}\right\}$.

For each $n \geqq 1$ let

$$
\begin{aligned}
s_{n}^{2} & =\int_{-\infty}^{\infty} x^{2} d \xi_{n}(x) \\
t_{n} & =\int_{-\infty}^{\infty} x d \xi_{n}(x) \\
u_{n} & =-\sum_{i} p_{i} \ln p_{i}
\end{aligned}
$$

where $p_{1}, p_{2}, \ldots$ are the probabilities of the atoms of $\xi_{n}$. (That is, $u_{n}$ is the entropy for the measure $\xi_{n}$.) Since $\xi_{n}$ is non-degenerate with finitely many atoms, $0<u_{n}<\infty$ and $0<s_{n}^{2}-t_{n}^{2}<\infty$.

Now we will define the positive integers $c_{n}, L_{n}, Q_{n}$, and $M_{n}, n=1,2$, $3, \ldots$ The definition is recursive and is as follows:

If $n=1$ let $c_{1}=1$. If instead $n \geqq 2$, assume that $c_{m}, L_{m}, Q_{m}$, and $M_{m}$ have all been defined for $m=1,2, \ldots, n-1$, and let $c_{n}$ be such that

$$
\begin{align*}
h\left(c_{n}\right) & <2^{-n-4} K_{n+1}^{-2}\left(s_{n+1}^{2}-t_{n+1}^{2}\right), \\
c_{n} & >2^{2 n+1} n K_{n} K_{n-1} c_{n-1},  \tag{2.2}\\
c_{n} & >M_{n-1},
\end{align*}
$$

Now, whether $n=1$ or $n \geqq 2$, let $L_{n}=K_{n} c_{n}$, let $Q_{n} \geqq 2$ be such that

$$
\begin{align*}
& L_{n} / Q_{n}<2^{-n}, \\
& Q_{n}^{-1} t_{n}^{2}<\left(s_{n}^{2}-t_{n}^{2}\right) /\left(8 L_{n}\right),  \tag{2.3}\\
& L_{n}\left(-Q_{n}^{-1} \ln Q_{n}^{-1}-\left(1-Q_{n}^{-1}\right) \ln \left(1-Q_{n}^{-1}\right)\right. \\
& \left.\quad+Q_{n}^{-1} u_{n}\right)<d_{L(n)}-d_{L(n)+1},
\end{align*}
$$

and let $M_{n}=n Q_{n}$. This completes the recursive definition.
It is easily seen that

$$
\begin{equation*}
\forall n \geqq 1, L_{n}<M_{n}<L_{n+1} . \tag{2.4}
\end{equation*}
$$

For each $n$ let $\nu_{n}$ denote the probability measure on $\left\{-L_{n},-L_{n}+1\right.$, $\left.\ldots, L_{n}\right\}$ such that for each atom $x$ of $\xi_{n}, \xi_{n}(\{x\})=\nu_{n}\left(\left\{a_{n} c_{n} x\right\}\right)$.
For each $n$ let $\left(\left(U_{k}^{(n)}, V_{k}^{(n)}, W_{k}^{(n)}\right), k=\ldots,-1,0,1, \ldots\right)$ be a sequence of random vectors with the $\mathscr{S}\left(L_{n}, Q_{n}^{-1}, \nu_{n}\right)$-distribution. Assume that these random sequences of vectors are independent of each other. For each $n$ let $r_{n}>0$ be such that $r_{n}^{2} \operatorname{Var} W_{0}^{(n)}=2^{-n}$.
For each $n$, by (2.3) and Lemma 2.1(iii),

$$
\begin{aligned}
\left(E W_{0}^{(n)}\right)^{2} & =\left(Q_{n}^{-1} E U_{0}^{(n)}\right)^{2}=Q_{n}^{-2} a_{n}^{2} c_{n}^{2} t_{n}^{2} \\
& <a_{n}^{2} c_{n}^{2}\left(s_{n}^{2}-t_{n}^{2}\right) /\left(8 L_{n} Q_{n}\right)=\left(\operatorname{Var} U_{0}^{(n)}\right) /\left(8 L_{n} Q_{n}\right) \leqq \operatorname{Var} W_{0}^{(n)}
\end{aligned}
$$

and hence $E\left(r_{n} W_{0}^{(n)}\right)^{2}<2 \operatorname{Var}\left(r_{n} W_{0}^{(n)}\right)=2^{-n+1}$.
Define the random sequence ( $X_{k}, k=\ldots,-1,0,1, \ldots$ ) as follows: $\forall k, X_{k}=\sum_{n=1}^{\infty} r_{n} W_{k}^{(n)}$. This sum converges a.s. (by (2.3) and Lemma 2.1 (iv) for example) as well as in $L^{2}$, and $E X_{k}^{2}<\infty$.

Proof of Theorem 2 (i). Let $m$ be any positive integer. Let $n^{*}$ be the least positive integer such that $m \leqq L_{n^{*}}$. Then by Lemma 2.1(i), (vii) and (2.3) and (2.4), if $n<n^{*}$ then $I_{m}\left(\left(W_{k}^{(n)}\right)\right)=0$, and if instead $n \geqq n^{*}$ then (since $\left.H\left(\mathscr{B}\left(U_{0}^{(n)}\right)\right)=u_{n}\right)$ we have

$$
I_{m}\left(\left(W_{k}^{(n)}\right)\right) \leqq I_{1}\left(\left(W_{k}^{(n)}\right)\right)<d_{L(n)}-d_{L(n)+1} .
$$

Hence by Lemma 0.1,

$$
I_{m}\left(\left(X_{k}\right)\right) \leqq \sum_{n=1}^{\infty} I_{m}\left(\left(W_{k}^{(n)}\right)\right)<d_{L\left(n^{*}\right)} \leqq d_{m} .
$$

Proof of Theorem 2 (ii). Suppose first that $n \geqq 3$ and $L_{n-1} \leqq N \leqq L_{n}$. For some integer $M, L_{n}<N M \leqq 2 L_{n}$, and, letting $\sigma_{n}^{2} \equiv s_{n}^{2}-t_{n}^{2}$,

$$
\begin{aligned}
N^{-2} \operatorname{Var} S_{N}\left(\left(X_{k}\right)\right) & \geqq N^{-2} r_{n}^{2} \operatorname{Var} S_{N}\left(\left(W_{k}^{(n)}\right)\right) \\
& \geqq(N M)^{-2}\left[2^{-n} /\left(\operatorname{Var} W_{0}^{(n)}\right)\right] \operatorname{Var} S_{N M}\left(\left(W_{k}^{(n)}\right)\right) \\
& \geqq(N M)^{-2}\left[2^{-n} /\left(L_{n} Q_{n}^{-1}\right)\right] \cdot\left(N M Q_{n}^{-1} / 4\right)\left(\operatorname{Var} U_{0}^{(n)}\right) \\
& =(N M)^{-1}\left[2^{-n-2} / L_{n}\right] \cdot a_{n}^{2} c_{n}^{2} \sigma_{n}^{2} \\
& \geqq 2^{-n-3} L_{n}^{-2} c_{n}^{2} \sigma_{n}^{2}=2^{-n-3} K_{n}^{-2} \sigma_{n}^{2} \\
& \geqq h\left(c_{n-1}\right) \geqq h\left(L_{n-1}\right) \geqq h(N)
\end{aligned}
$$

by Lemma 2.1 (ii)-(iii) and (2.2.) This shows that Theorem 2(ii) holds for all $N$ sufficiently large. By rescaling the process $\left(X_{k}\right)$ if necessary, we can get Theorem 2(ii) to hold $\forall N \geqq 1$ without affecting the other properties in Theorem 2.

Proof of Theorem 2(iii). For each $n \geqq 1$ define the random sets

$$
\begin{aligned}
& R(n, 1)=\left\{k: 1 \leqq k \leqq M_{n}, V_{k}^{(n)}=1\right\} \\
& R(n, 2)=\left\{\text { least } n \text { positive integers } k \text { such that } V_{k}^{(n)}=1\right\}
\end{aligned}
$$

and let

$$
\begin{aligned}
& A_{n}=a_{n} c_{n} r_{n} \\
& Z_{1}^{(n)}=A_{n}^{-1} \sum_{k=1}^{M(n)} \sum_{m=1}^{n-1} r_{m} W_{k}^{(m)}, \\
& Z_{2}^{(n)}=A_{n}^{-1} \sum_{k=1}^{M(n)} \sum_{m=n+1}^{\infty} r_{m} W_{k}^{(m)}, \\
& Z_{3}^{(n)}=A_{n}^{-1} r_{n}\left[S_{M(n)}\left(\left(W_{k}^{(n)}\right)\right)-\sum_{R(n, 1)} U_{k}^{(n)}\right], \\
& Z_{4}^{(n)}=A_{n}^{-1} r_{n}\left[\sum_{R(n, 1)} U_{k}^{(n)}-\sum_{R(n, 2)} U_{k}^{(n)}\right] \\
& Z_{5}^{(n)}=A_{n}^{-1} r_{n} \sum_{R(n, 2)} U_{k}^{(n)} .
\end{aligned}
$$

Then $A_{n}^{-1} S_{M(n)}\left(\left(X_{k}\right)\right)=\sum_{i=1}^{5} Z_{i}^{(n)}$.
Now for each $n \geqq 2$,

$$
\begin{aligned}
\operatorname{Var} Z_{1}^{(n)} & =A_{n}^{-2} \sum_{m=1}^{n-1} r_{m}^{2} \operatorname{Var} S_{M(n)}\left(\left(W_{k}^{(m)}\right)\right) \\
& \leqq A_{n}^{-2} \sum_{m=1}^{n-1} r_{m}^{2}\left[2 M_{n} L_{m}\left(\operatorname{Var} W_{0}^{(m)}\right)\right] \\
& \leqq 2 A_{n}^{-2} M_{n} L_{n-1} \sum_{m=1}^{n-1} r_{m}^{2}\left(\operatorname{Var} W_{0}^{(m)}\right) \\
& \leqq 2 c_{n}^{-2} r_{n}^{-2} n Q_{n} L_{n-1}\left(\operatorname{Var} X_{0}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =2 c_{n}^{-2} \cdot 2^{n}\left(\operatorname{Var} W_{0}^{(n)}\right) n Q_{n} L_{n-1}\left(\operatorname{Var} X_{0}\right) \\
& \leqq 2 c_{n}^{-2} \cdot 2^{n} L_{n} Q_{n}^{-1} n Q_{n} K_{n-1} c_{n-1}\left(\operatorname{Var} X_{0}\right) \\
& =2 c_{n}^{-1} \cdot 2^{n} n K_{n} K_{n-1} c_{n-1}\left(\operatorname{Var} X_{0}\right) \\
& \leqq 2^{-n}\left(\operatorname{Var} X_{0}\right)
\end{aligned}
$$

by Lemma 2.1(ii)-(iii), (2.2), and (2.4). As $n \rightarrow \infty$, $\operatorname{Var} Z_{1}^{(n)} \rightarrow 0$ and also

$$
\begin{aligned}
P\left(Z_{2}^{(n)} \neq 0\right) & \leqq \sum_{m=n+1}^{\infty} P\left(W_{k}^{(m)} \neq 0 \text { for some } 1 \leqq k \leqq L_{m}\right) \\
& \leqq \sum_{m=n+1}^{\infty} 2 L_{m} Q_{m}^{-1} \rightarrow 0 \\
P\left(Z_{3}^{(n)} \neq 0\right) & \leqq 2 L_{n} Q_{n}^{-1} \rightarrow 0
\end{aligned}
$$

by Lemma 2.1 (iv) $-(\mathrm{v})$ and (2.3) and (2.4).
Let $\mu$ be any fixed element of $\mathscr{D}_{0}$. Let $\mathscr{G}=\left\{n: \mu_{n}=\mu\right\}$. Then $\mathscr{G}$ is an infinite set. For each $n \in \mathscr{G}$ define $H_{n}=-n+$ [cardinality of $\left.R(n, 1)\right]=$ $-n+\sum_{k=1}^{M(n)} V_{k}^{(n)}$. Then $E H_{n}=0$ and $\operatorname{Var} H_{n}=M_{n} \operatorname{Var} V_{k}^{(n)} \leqq M_{n} Q_{n}^{-1}=$ $n$. For the r.v.

$$
Z_{4}^{(n)}\left(1_{\langle H(n) \geq 0\}}-1_{(H(n)<0\}}\right)
$$

the probability distribution is $\sum_{h=-\infty}^{\infty} \xi_{n}^{(|h|)} P\left(H_{n}=h\right)$. Now as $n \rightarrow \infty$, $n \in \mathscr{G}$, one has $P\left(\left|H_{n}\right|>n^{3 / 4}\right) \rightarrow 0$; and as $n \rightarrow \infty, n \in \mathscr{G}, 0 \leqq h \leqq n^{3 / 4}$, one has $\int_{-\infty}^{\infty} e^{i t x} d \eta_{n}^{(h)} \rightarrow 1, \forall t$ by [5, p. 220, Theorem 7.6.1], and therefore

$$
d\left(\xi_{n}^{(h)}, \varepsilon_{0}\right) \leqq d\left(\xi_{n}^{(h)}, \eta_{n}^{(h)}\right)+d\left(\eta_{n}^{(h)}, \varepsilon_{0}\right) \leqq h n^{-2}+d\left(\eta_{n}^{(h)}, \varepsilon_{0}\right) \rightarrow 0
$$

by (2.1) and Lemma 2.2(i) with induction. As $n \rightarrow \infty, n \in \mathscr{G}$, we thus have $Z_{4}^{(n)} \rightarrow 0$ in probability and also $Z_{5}^{(n)} \rightarrow \mu$ in distribution by (2.1) and Lemma 2.2 (with induction), and hence $A_{n}^{-1} S_{M(n)}\left(\left(X_{k}\right)\right)-E Z_{1}^{(n)}$ converges to $\mu$ in distribution. This suffices to prove Theorem 2(iii). ( $A_{n} \rightarrow \infty$ since we have $c_{n} \rightarrow \infty, a_{n} \geqq 1$, and $r_{n} \geqq 1$ by (2.3) and Lemma $2.1(\mathrm{ii})$ and the definition of $r_{n}$.)

Remark 2.1. The random sequence $\left(X_{k}\right)$ constructed for Theorem 2 has the form $X_{k} \equiv f\left(Y_{k}\right), \forall k$, where $\left(Y_{k}, k=\ldots,-1,0,1, \ldots\right)$ is a strictly stationary countable-state Markov chain satisfying $I_{n}\left(\left(Y_{k}\right)\right) \leqq d_{n}$, $\forall n \geqq 1$ and $f$ is a real-valued function defined on the state-space of $\left(Y_{k}\right)$. The argument is like the proof of [4, Theorem 2(i)], which was due to a referee of that article.

For each $n \geqq 1$ and each $k$ define the random variable $T_{k}^{(n)}=U_{k}^{(n)} V_{k}^{(n)}$, and then define the random vector

$$
Y_{k}^{(n)}=\left(T_{k-L(n)+1}^{(n)}, T_{k-L(n)+2}^{(n)}, \ldots, T_{k}^{(n)}\right)
$$

For each $n \geqq 1$, the sequence $\left(Y_{k}^{(n)}, k=\ldots,-1,0,1, \ldots\right)$ is a strictly
stationary $(L(n)-1)$-dependent Markov chain with finite state space, such that $\forall k$,

$$
P\left(Y_{k}^{(n)} \neq(0,0, \ldots 0)\right) \leqq L_{n} / Q_{n}<2^{-n}
$$

(see (2.3)). Now

$$
H\left(\mathscr{B}\left(Y_{0}^{(n)}\right)\right) \leqq d_{L(n)}-d_{L(n)+1}
$$

$\forall n$ by Lemma 2.1(vii) and (2.3), and hence

$$
I_{1}\left(\left(Y_{k}^{(n)}\right)\right) \leqq d_{L(n)}-d_{L(n)+1},
$$

$\forall n$ by Lemmas 0.4 and 0.5 .
For each $k$ define the random sequence (of vectors) $Y_{k} \equiv\left(Y_{k}^{(1)}, Y_{k}^{(2)}\right.$, $Y_{k}^{(3)}, \ldots$ ). By the Borel-Cantelli Lemma, $\left(Y_{k}, k=\ldots,-1,0,1, \ldots\right)$ is a strictly stationary countable-state Markov chain (after a null-set is removed from the probability space), and as in the proof of Theorem 2(i), $I_{n}\left(\left(Y_{k}\right)\right) \leqq d_{n}, \forall n$. By Lemma 2.1(vi), for each $n, W_{k}^{(n)} \equiv f_{n}\left(Y_{k}^{(n)}\right)$, $\forall k$ where $f_{n}$ is a real function on the state space of $\left(Y_{k}^{(n)}\right)$, and hence $X_{k} \equiv f\left(Y_{k}\right), \forall k$ for some real function $f$ on the state space of $\left(Y_{k}\right)$.
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