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STRENGTHENED MAXIMAL FUNCTIONS AND 
POINTWISE CONVERGENCE IN R» 

RICHARD J. BAGBY 

1. Introduction. Questions relating to the pointwise a.e. convergence of 
a sequence of operators applied to a function in LP are usually handled in 
terms of some maximal function which serves as a pointwise majorant for 
all terms in the sequence. A simple example of this is Lebesgue's differen
tiation theorem in Rn, where we are concerned with a sequence of averages 
of a function / over balls centered at x. The Hardy-Littlewood maximal 
function arises naturally in this problem and provides the key to this 
theorem as well as many other problems of pointwise convergence; see 
Stein [3]. 

If instead of taking averages off over balls at x we take averages over 
more general sets, then a number of very interesting problems arise. See 
Guzman [1] for a survey. Of course, for the averages to approach f(x) 
we must require that the sets shrink to {x} in some sense. For bounded 
continuous/little else in needed, but for/merely integrable the sets must 
shrink to {x} regularly : the measure of each set in the sequence must be 
comparable to that of a ball centered at x and containing the set. For func
tions in U for 1 < p < oo one expects some intermediate regularity 
condition to suffice; we develop such conditions here. We introduce set 
functions which measure the extent to which a set is concentrated near x; 
the appropriate regularity condition is to require that this set function be 
bounded by a multiple of Lebesgue measure on the sequence of sets con
sidered. Our regularity condition is sufficiently general to allow us to deal 
with averages over unbounded sets. 

In the process we introduce some new maximal functions which are 
useful for estimating convolution operators. We obtain estimates of the 
form 

\K*f{x)\ £ | |*||F(*) 

where F depends only on / . Such estimates are particularly useful when 
K depends on a parameter. In particular, when Kx{x) = XnK(Xx), the 
norms we introduce for #have the important property that \\KX\\ = ||^||. 
Consequently, we obtain some new sufficient conditions for pointwise 
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convergence of Kx * / which may be applicable even when K has an un
bounded set of singularities. 

2. Preliminaries. We shall denote points in Rn as x and Lebesgue measure 
as dx. The Euclidean length of x is |x| , and Br denotes the ball {x: \x\ 

For E a Lebesgue measurable subset of Rn, mE is its measure and %E is 
its characteristic function. 

F o r / a measurable function on RM, | | / | | ̂  denotes the usual LP norm. 
For fi a Borei measure on Rw, LPv(dju) denotes a Lorentz space as defined 

in Hunt [2] or Stein and Weiss [4]. When ju is Lebesgue measure, we shall 
simply write ZA. We shall always assume 1 < p < oo and 1 ^ q ^ oo, 
so that L^(dy) is a Banach space. A norm for LPQ(dju) may be computed 
in terms of 

(2.1) /**(*) = sup f - i f \f\dju 

from the formula 

I [ti'Pf**(t)]it-idt\ , q < oo 
(2.2) | | / | | * = {I /> 

,sup tl/Pf**(t\ q = ex). 

When q < co a n d / e Lfo(dju), the quantity r1/^>/**(r)is not only bounded 
but vanishes at 0 and oo. 

An alternate characterization of LP^dju) is commonly used. Let / * 
denote the non-negative non-increasing rearrangement of | / | on (0, oo), 
i.e., for each s > 0 the set {t:f*(t) > 0} is an interval extending from 0 
to fi{x: \f\(x) > s}. Replacing /**(*) by/*(f) in the definition of \\f\\pq 

gives the functional denoted \\f\\*q; it can be bounded from above and 
below in terms of \\f\\Pr 

Below we give another formula for computing \\f\\*r We suspect it is 
part of the folklore, although we have not found it in the literature except 
when# = p or oo. 

PROPOSITION 2.3. Let Mf(s) = ju{x: \f(x)\ > s}. 
Then 

\<q i Mf(syps9~l ds\ \ q 

, sup sMf(s)l/P, q = oo. 

< 00 

PROOF. When q = oo, this is well-known. When q < oo, let A — 
{(y, t): /*(*) > s > 0}. Then by Tonelli's theorem 

file:///f/dju
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- (°° tv'Pf*(t)it-1 dt = -£-[ f j*" 1 ti'*-1 dsdt 

/•co 

= q I si-iMfoyp ds. 

The (centered) Hardy-Littlewood maximal function is defined by 

There is a constant C, depending only on n, such that 

m{x: A//(x) > s} g C U/ld s"1, 0 < j < oo. 

For 1 < p < oo we also define 

\l/p 

We shall follow the usual practice of writing c for any constant whose 
value we do not wish to note explicitly. 

Finally, we give a well-known result which we shall refer to occasionally. 

PROPOSITION 2.4. Let f be a non-negative non-increasing function on 
(0, oo), such that JJJ° ta~x f(t) dt < oo, where a > 0. Then lim^t« f(t) = 0. 

PROOF. saf(s) <: C$8
s/2t«-lf(t)dt -* 0 as rf -> oo. 

3. Set functions m^(£) and m$(E). First we define a pair of set func
tions which measure the degree to which a set is concentrated near the 
origin. 

DEFINITION 3.1. For 1 < p < oo and£" a R*withO < mE < oo, 

set 

m JE) = sup (mBryp m(E ~ Bry~vp 
r>0 

and 

(E) = - 5 - ["{mB^PmiE ~ £ r)i-i'> r-̂ dSr. 
/* Jo 

m*p- p 

Our first result shows the relation between mE, mp(E), and m%(E). 

PROPOSITION 3.2. (1/2) mE ^ mp(E) ^ m$(E). 

PROOF. The first inequality follows from the observation that if mBr 

= (l/2)mE, then m(E ~ Br) ^ (\/2)mE. For the second inequality, note 
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mi(E) ^ — - r (mBryPm(E ~ Bry-l/P r~i dr 
p Jo 

^ \JL (R\mBr)VPr-i dr]m(E ~ BRy~^P 
L P Jo J 

= (mBR)l/P m(E ~ A*)1-1'*. 

Next we note the dependence of mp(E) and m%(E) on E. 

PROPOSITION 3.3. The set functions mp and m% are non-negative, mono
tone, and countably subadditive. The ratios mp(E)/mE and m%(E)/mE are 
invariant under dilations. If E a BR, then we have 

m*(E) S (mBRyp (mEy-vp S mBR. 

PROOF. Non-negativity, monotonicity, and countable subadditivity 
follow from the corresponding properties for m(E ~ Br)

l-l/P. For the 
dilation invariance, note 

Xn{mBr)
l/Pm{E ~ Br)

l~l/P = (mBXryp m{lE ~ BXry~l/P. 

A change of variables then give mp(XE) = lnmp{E) and m^{XE) = Xnm^(E). 
When E a BR, we have 

m*(E) = — \R(mBryPm(E ~ Bry-i'P r~^dr 

- —\R(mBr)vp(rnEy-vpr-idr= (mBRyp(mE)i-vp. 

Our next result shows that mp(E) and raj(£)are continuous with respect 
to translations of E. 

PROPOSITION 3.4. For 0 < mE < oo and K > 1, there is a 5 > 0 such 
that |JC| < d implies mp(x 4- E) _l Kmp{E) and m^{x 4- E) fg Kmp(E). 

PROOF. For the first inequality, choose R > 0 such that 

{mBRyp{mEy-vP _{ Kmp(E) 

and then choose ô with 0 < d < R and mBR = KPmBR_§. For 0 < r _i R 
we have clearly 

{mBryPm[{x + E) ~ Bry~l'P ^ (mBRyp(mEy-l'P ^ ^ m / ^ ) . 

For r > R and |x| < <?, A: 4- 5r_j c: i?r implies 

(mBryPm[(x 4- £ ) ~ ^J1"1 '* ^ (rnBryPm(fi ~ ^-a) 1 " 1 ' * 

^ [mBrlmBr^yPmpiE). 

Since mBr/mBr_ô is a decreasing function of r, the desired estimate follows 
from our choice of ô. 
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The second estimate is proved similarly, except we must compare inte
grals instead of suprema. We choose 0 < e < K — 1 and then pick R so 
that 

(mB^KmE)1"^ ^ em*(E) 

and then pick ö < R so that 

mBR = {K- e)PmBR_ô. 

For |x| < ô we then have 

— (R(mBr)VPm[(x + E) ~ B^'Pr^dr 
p Jo 

£ — [R(mBùvKmE)l-vpr-ldr 
P Jo 

= (mBRyp{mEy~l/P ^ em*(E) 

as well as 

-^- [°° (mBryPm[(x + £ ) ~ Br]i-vpr-idr 
P JR 

g JL (°° (mBrypm(E ~ B^y-^P^dr 
/? J.R 

^ (K - * ) ( — ) f°° \mB r ^Pm{E ~ Br^-vpr~Hr 

^(K - e) (—-) f°° (mBryPm(E ~ Bry
vPr~ldr 

S(K-e) m*(E). 

Note that 5 may be estimated in terms of«, p, mE, and K. 

Our last result in this section shows the dependence of mp and ra| on p. 

PROPOSITION 3.5. For 1 < p < q < oo //zere is a constant c such that 
m*(E) ^ cmp{E). 

PROOF. Since it clearly suffices to consider the case 0 ^ *np(E) < oo, we 
may choose R such that mBR = mp{E). Clearly we have 

— \R(mBry*m(E ~ B.y-^r^dr 

^ — ^(mBryPimEy-Vir-idr 

= (mBRy9(mEy-V9 £ cmp(E) 

Since we also have 
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(mBr)m(E ~ £r)*-i = [(mBr)m(E ~ B^P-^-D^P-i^mß^P-^/iP-i) 

g mp(E)P^~1)/(P-1)mBr
{P-^/{P-1), 

we see that 

— [°° (mBry'm(E ~ Bry-^r-^dr 
P JR 

, ^ piq-D/qCp-l) / n \ C°° 
^mp{E) ( ) j (™BrYp-q)/q{p-l)r-ldr 

= cmp(EYi9-v/«^\mB^q)/q{p-l) = cmp(E). 

4. Strengthened maximal functions. 

DEFINITION 4.1. For 1 < p < oo and / integrable over sets of finite 
measure, we define 

Apf(x) = sup m
l
(£) J | / ( x + y)\dy 

and 

^*/ (x) = sup ml j j / ( x + ^ 

where the suprema are taken over all measurable sets E with 0 < mE < 
oo. 

PROPOSITION 4.2. Apfand A*fare upper semi-continuous functions. 

PROOF. Let us consider only Apf\ the arguments for A$f are similar. 
When / vanishes a.e. the function Ap vanishes identically; otherwise 
Apf(x) > 0 for all x. Thus, it suffices to show that for each s > 0, the set 
where Apf(x) > s is open. 

If Apf(x) > s, then there is a K > 1 and a set E with 0 < mp(E) < 
oo such that 

^E\f{x + y)\dy> Ksmp(E). 

By (3.4), there is a ô > 0 such that Af/z + £ ) ^ Kmp{E) for all z with 
|z| < 5. Thus we have 

f \f(x -z + y) \dy = f |/(x + y) | ^ 
%J 2+.E V E 

> Ksmp(E) ^ smp(z + £) . 

Hence Apf(x — z) > s for all z with \z\ < d, and we are done. 

Tn view of (3.2) and (3.3) we can easily establish 
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Mf(x) tk A*f(x) S Apf(x). 

Now we estimate Apf and A^f from above. 

LEMMA 4.3 Forfè L°° we have 

Apf(x)^2\\f\\1-1^PMf(xy/P. 

PROOF. Fix E with 0 < mp{E) < oo. For each r > 0, we have 

f \f(x + y)\dy^[ \f(x + y)\dy+( \f(x + y)\dy 
JE J Br J E~Br 

S (mBr)Mf(x) + m(E ~ Br) 

Setting tP~l = mBr/mp(E), the definition of mp(E) shows that 
m(E ~ Br)l mp(E) ^ t~l. Hence 

~nT(Ey L l f ( x + y) 'dy - tP~lM^x) + r_1 i l /»-
Choose r to make f = | | / | | ^ Mf(x)~vp. 

LEMMA 4.4. There is a constant c, depending only on n and p, such that 
A*f(x) < cMpf(x). 

PROOF. Given E, set Ek = {ye E:2k < \y\ ^ 2*+1}. 

f \f(x + y)\dy^({ \f(x + y)\Pdy)VP(mEky-vP 

g M^/(x) (mB^yPmiE ~ tfa.)1"1'*. 

Using the monotonicity of m(E ~ Br), it is routine to show 

CO 

2 (mB2*+ly>l>m(E ~ B»)™* é cm*{E). 
k=—oo 

REMARK 4.5. The inequality in (4.4) can be sharpened somewhat ; Mpf(x) 
can be replaced by the quantity 

Wtf(x) = Sup(mBrr
up l l /Ua , I I , -

Thus A$f(x)is finite a.e. for/(x) = \x\~n/P, although in this CSLSQMP/(X) is 
infinite everywhere. 

Since for E e Br we have 

^E\f(x + y)\dy^mp{E)Apf{x) 

^ (mBryPimEy-vpApfix), 

we can also establish the inequality Wpf(x) ^ Apf(x). 
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THEOREM 4.6. Both Ap and A^ are bounded in Lr^forp < r < oo as well 
as in L°°. Moreover, there are constants depending only on n andp such that 

\\AA*»£4fU***U*pf\*»£4f\r 
PROOF. In view of (4.4), the estimates for A$f follow immediately from 

the corresponding estimates for Mpf. 
For Apf, we use the methods of Stein and Weiss [4, chap. V, §3]. Since 

Mf(x) £ U/H«,, (4.3) tells us that \\Apf\\„ g 2 | | / | L . When / = %E, the 
characteristic function of a measurable set E of finite measure, (4.3) tells us 

AplE{x) £ 2{M1E{X))VP 

and hence 

m{x: Ap%E(x) > s} ^ c{mE)s~P. 

Thus, Apf is of restricted weak type (p, p). Since Apf is subadditive and 
positive homogenous, the desired conclusions follow at once from the 
Marcinkiewicz interpolation theorem and Theorem 3.13 of Stein and 
Weiss. 

5. Applications to differentiation. 

DEFINITION 5.1. A differentiating sequence is a sequence {Ek}f=l of 
measurable sets in R», each having positive finite measure, with the prop
erty that for every r > 0, 

U m " ( f r ~ Br) =0 . 
*-oo mhk 

Note that we do not assume that the diameters of the sets approach 0 or 
even that the sets are bounded. Nevertheless, the result below is trivial. 

PROPOSITION 5.2. If f is a continuous bounded function on Rw, then for 
each x and each differentiating sequence {Ek} we have 

lim —=- \ f(x + y)dy = /(*). 

PROOF. Suppose \f(x + y) — f(x)\ < e on Br. We then have 

- L - f f{x + y)dy - Ax)\ 
mEk JEk I 

^ ^ W \Kx^y)-Ax)\dy 
mEk jEk

l 

* ÂLJÂX+» -f(x) idy+iL, j / ( * + » -m i d y 

<* + miEk
mlBr) (ll/fl-+ I/WD-
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Since/is continuous, we may take e as small as we please by choosing r 
appropriately; the second term then approaches 0 for each differentiating 
sequence. 

Let us note that in addition to the continuity of / at x, all we really 
need for the proof is some way to show 

(5.3) lim - V - [ \f(* + y) I dy = 0 for each r > 0. 
£-oo mtk J Ek~Br 

By restricting {Ek} appropriately, we can establish (5.3) f o r / i n a larger 
class than L°°. 

DEFINITION 5.4. A differentiating sequence {Ek} is said to be/7-regular if 
mp(Ek)/mEk is bounded independently of k. Similarly, if m%(Ek)/mEk is 
bounded, we call the sequence /?*-regular. 

THEOREM 5.5. Suppose/e L°° -f ZA, where 1 ^ q < oo. Iff is continuous 
at x, then 

l i m ~^jr \ f(x + y)dy = /(*) 

for every p-regular differentiating sequence {Ek}. 

PROOF. All we need to do is establish (5.3); since we have previously 
done this when /e L°°, we need only consider the case /e ZA. F o r / e ZA, 
the relevant property o f / i s 

lim tvPf**(t) = 0. 

If we set tk = m(Ek ~ Br), then tk -> 0 and the definition of/** shows 

—V- f \A* + JO I dy Û -£rf*\tk). 
mEk J Eh~Br mEk 

Since tk ^ (mBr)~
1/Pmp(Ek)tl

/P9 we see (5.3) must hold for each/^-regular 
sequence. 

We may note that (5.5) gives us a principle of localization for /^-regular 
differentiating sequences: i f / e L°° 4- ZA, then the limiting behavior of the 
averages of/over x + Ek depends only on the behavior of/near x, even 
though each Ek may be unbounded. 

EXAMPLE 5.6. We show that f o r / e Lpo° the conclusion of (5.5) may fail 
even for /?*-regular differentiating sequences. First we choose 

ftx) = lx~l/p> 0<x<1 

\ 0, otherwise. 
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For x > 1 and 0 < t < 1 set Et = (-x, -x + /*) U (0, 0 where q 
satisfies \jp + \\q = 1. Since mEt ^ It, we have 

1 
mi:, $ Ax + j)4' ^ 4 r JT^1"* = */2-

It is simple to check that m^(Et)/mEt is bounded independently of /, so any 
sequence tk -* 0 gives a/?*-regular differentiating sequence such that (5.5) 
fails at x, 1 < x < oo. 

It turns out that differentiating sequences obtained by shrinking a fixed 
set can produce less pathology. For example, if Ek = XkE where Xk -> 0 
and m%(E) < oo, then {^} is a/?*-regular differentiating sequence such 
that the conclusion of (5.5) holds for a l l / in LPo°. This is a special case of 
one of our results in §6 below. However, merely assuming mp(E) < oo is 
not sufficient. For a counterexample, use the same function/above, 

CO 

E = y (2*, 2* + 2-WP) 

and ^ = 2~k \x\ where - 2* < x < 0. 
One can then compute 

i f f(x + y)dy > c |x|-i'*, 

even though/vanishes on a neighborhood of x. 

THEOREM 5.7. Suppose f e LP1 + L°°. Then for all x outside an exceptional 
set of measure 0, we have 

lim
 ~^F~ f /(* + y^y = /(*) 

/or a// p-regular differentiating sequences {Ek}. If we consider only /?*-
regular sequences, we need only require f e LP + L°°. 

PROOF. The argument is fairly standard. In view of the principle of 
localization given by (5.5), we may as well assume/e LP1. 

Let E€>Kbç the set of all x such that for some differentiating sequence 
{Ek} with mp(Ek) ^ KmEk, we have 

lim sup — L - f \f(x + y) - f(x) | dy ^ e. 

Then it suffices to prove mEStK = 0. 
For any bounded continuous function g we have 
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S KAp(f- g)(x) + \f(x) - g(x)\ + -JL- §E\g(x + y)- g(x) \ dy. 

By (5.5), the last term approaches 0 as k -> oo ; hence for each x G Ee>k we 
must have 

KAp(f - g)(x) + \f(x) - g(x)\ ^e. 

Hence by (4.6), mE€>k g c[(K + 1) | | / - g\\pie~l]*9 and since bounded 
continuous functions are dense in LP1 we must have mE£y k — 0. 

In the case of /?*-regular differentiating sequences, we estimate analo
gously using A^ instead of Ap, so that we may obtain 

mE,,k£ C[(K+ 1 ) | | / - g l , * - 1 ] * . 

EXAMPLE 5.8. Here we construct a function fe Z^R1), 2 < p < oo, 
such that for each x in a set of positive measure there is ap-regular differ
entiating sequence {Ek} for which 

lim l \ f(x 4- y)dy = oo. 
ife-oo mEk j Ek 

First we construct a Cantor-like set P c [0, 1] having positive measure. 
Let Px = [0, 1]. Assuming Pk consists of 2k~l closed subintervals of [0,1] 
with midpoints ajk, we define 

2*- l 

J=I 

where ^ = 2-*-*«and <? satisfies 1//? 4- l/# = 1. We then set P = f]f=1Pk. 
Clearly 

oo 

m([0, 1] ~ P) = £ 2*-i • 2ek 

CO 1 

so that wP > 0. Moreover if x e Pand k is given, then for some y we have 
\ajk - x | :§ 2-K 

Next we construct a function /which vanishes on P and whose restric
tion to any component of [0, 1] ~ P is not in LP1, although fe LP. Fix 0 
with ì/p < 0 < 1/2 and choose c large enough so that 

F(t) = / i - i ' * log-f 
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defines a concave function on [0, 1]. Then for each k there is a non-
negative, non-increasing function fk supported on (0, ek) such that 

£/*(*) = eYypF(tlek\ 0<t^ek. 

By monotonicity, fk(t) ^ l/tfa fk(s)ds and hence 

| | /* | |M [k t^[\og{c£klt)]-0Pdt = c. 
Jo 

Now set 
oo 2k-\ 

Kx) = ^l-x'Pk-»^ M\x - ajk\). 

Since the intervals (## — ek, ajk + eÂ) are pairwise disjoint, we have 
oo 2 * _ 1 

CO 

= 2 cfc""̂  < oo. 

Now we carefully select some sets over which we will average/. If we set 

for k = 1, . . . , K, we may then compute 

[tkfk(f)dt = 2^-K)/p ei-i/p [ io g c + l o g 2(Ä:-*) (29)]-Ö 

= c2^-K)/PelKyp[\ + c(K - k)]-°, 

Consequently, for each xeP there is a set EK consisting of pairwise disjoint 
intervals of lengths tl9 ...., tK such that 

f Ax + y)dy = £ 2-^Pk-e \hfk(t)dt 

= 2-K'p(fcyp S ^_ö[i + C(Ä: - *)]-* 

Moreover, due to the location of the points ajk, EK can be selected so that 
the interval of length tk lies inside ( — 2~k, 2~k). 

Since the lengths tÌ9 ..., tK form an increasing geometric series, we see 
mEK is on the order of tK = eK. Also, when r = 2~k~1, m(EK ~ Br) is 
bounded by a fixed multiple of tk, so that 
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Since we may clearly estimate mp(EK) by considering only r = 2~*_1, 
k = 1, . . . , K9 we thus have 

mp(EK) ^ cl-K'Pefcvp. 

While mp{EK) -> 0 as K-* oo, the best estimate we have for mp(EK)/mEK 

is 

mp(EK)/mEK g C2-K/PSK1/P = 1Kq,p 

so that the sequence {EK} is not /^-regular. If we set 

E$ = EKl)(-mp(EK),mp(EK)), 

then clearly {E$} is a ^-regular differentiating sequence. Moreover, we 
have 

since 0 < 1/2. 

The example above also shows that Ap is not of weak-type (/?, p) and 
hence is not dominated by Mp. 

6. Applications to convolution operators. First we obtain bounds for 
convolution operators in terms of the maximal functions Ap and A%. 

THEOREM 6.1. Let K be anon-negative measurable function on Rw, and 
let Et = {x: K(x) > t}. Iff is non-negative and integrable over sets of finite 
measure, then 

K * f(x) ^ ( J J mp(Et) dt ) Apf(x) 

and 

K*f{x) ^ (j°°o m*(Et)dty*f(x). 

PROOF. Let G = {(y, t): K(y) > t > 0}. Then since 
/»oo 

K(y) = I %c(y, t)dt, 
Jo 

K*f(x) = §Jf(x - y)dydt = £(j Ax - j)^)*-

We may then estimate the inner integral by either mp(Et)Apf(x) or 
m*(Et)A*pAxY 
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COROLLARY 6.2. If Kx(x) = XnK(Xx), then s u p ^ * f(x) satisfies the 
estimates for K*f(x) given above. 

PROOF. For a fixed X > 0, note that 

{y: Kx(y) > t} = X^Ex-nt 

so that by (3.3), 

/•co poo 

Jo m,{y: Kx(y) > t}dt = ^ m^E^dt 

/•co /»co 

= J o À-»mp(Ex-»ù dt = J o mp{Et)dt. 

Exactly the same arguments apply to mJ. Thus, when Â  is replaced by A ,̂ 
the estimates in (6.1) hold uniformly in X. 

REMARK 6.3. The estimate for convolutions given in Stein [3] is 

sup Kx *f(x) £ (§<j>(y)dy} Mf(x) 

where cp is a decreasing radial function with 0 ^ K ^ (J>. When K = (p, 
then £, = i?r for some r and hence 

(1/2) mEt ^ mp(Et) ^ m*(Et) ^ mEt 

by (3.2) and (3.3). Since fy = Jjj° mEtdt, in this case we have 

1 /• /•co /*co / • 

TJ ^ - Jo W,^)A = Jo m*(E<)dt = J ^ 
While Stein's estimate is applicable when/is merely integrable, it is not 

applicable if K has a singularity away from the origin. Indeed, Zo [5] 
showed that for such a kernel, there is always an integrable / such that 
s u p ^ */(x) is completely unmanageable, although there is some hope 
w h e n / e LP, p > 1. He gives an example of such an estimate when K has 
compact support. Below we give a slight extension of his estimate. 

THEOREM 6.4. Let f and K be non-negative measurable functions on Rw, 
and let K{r) be K truncated to vanish on Br. Then 

sup Kx*f(x) ^ c(^"(mBry<P \\K^l r^M,/(*), 

where \\p + l/# = 1. 

PROOF. Since (Kx)^(x) = XnKar)(Xx), we see that 
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and 

(mBrrP\\(Kxyr% = (rnBlryP\\K^\\q, 

so that \™(mBr)
yP\\K(r) \\q r~l dr is unchanged when Kis replaced b y ^ . 

Thus it suffices to estimate K*f(x). But we have 

f fix- y)K(y)dy g ( f fix - y)Pdy\'P\\K^ \\q 

g (mB#»y'*MJlx)lK<*>l. 

When we sum over k, the right-hand side is bounded by the desired inte
gral. 

We may note that the integrals appearing in (6.1) and (6.4) may be used 
to estimate \\K\\i; we simply t a k e / = 1. 

Our next result compares the integrals in (6.1) to some more familiar-
looking functionals. This allows us to gauge the relative strengths of the 
estimates in (6.1) and (6.4). 

THEOREM 6.5. For K a non-negative measurable function on Rn and 
l/p + \\q = 1 we have 

/•oo /*oo 

J o mp(Et)dt < (mBtf'P \\K\\*muMx) ^ q"*^ m*(Et)dt 

and 
/•oo /*oo 

J o rn*{Et)dt = J o (mBry<P ||tf( '} | |*i/-i dr. 

PROOF. The last equation is the simplest; we have 
/•oo /*oo / f c o \ 

I m*(Et)dt = l lì (mBryp m(Et ~ Bry* r^dr) dt 
/•oo / /•oo \ 

= 1 (mBryp(\ m(Et ~ B^dtjr-^dr 

and since m(Et ~ Br) is the distribution function for K{r) with respect to 
Lebesgue measure, 

/•oo 

^ m(Et ~ Br)^dt = WK^W*, 

by (2.3). 
For the inequalities we need to estimate the distribution function of K 

with respect to dju = \x\n^P dx. By definition, 
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MK (0 = I Mnq/pdx. 
J Et 

Since \X\»*'P ^ rn^P on Et ~ Bn we have MK{t) ^ r»*'* w(£, ~ Br), which 
gives 

(mB{)VPMK(ty'* à (mBryPm{Et ~ £ r)i'* 

and hence mp(Et) ^ (mB{)vPMK(t)V(i. Again using(2.3), integration gives 
the first inequality. 

For the second inequality, let us note that 

Hence 

MK(t)=^\x\^PXEt(x)dx 

= ^ L ( m ^ ) - 1 fCX\mBrypm(Et ~ 5 r)/-idr 
/> Jo 

= fl3-{mBl)^ V°[{mBry'Pm{Et ~ Ä,)!-1 '*]«/-^ 
/? Jo 

^ -5£. (m^i)-1 rnp(Ety-i t°°(mBry'P m(Et ~ £ r)i-i '* r^dr 

= q(mB{)-imp(Et)*-im*(Et) 

<q{mBÙ-im*{Ety. 

Taking a #-th root and integrating gives the last inequality. 

REMARK 6.6. A comparison of 

/*oo 

M f c o , , * * , » {tnBryp \\K^\\q r-idr, 
J 0 

and 

f*oo 

(mB^PÌÌK^W^r-^dr 
Jo " l|y 

shows that the last dominates the second, while the first two do not seem 
to be directly comparable. This is what one would expect from the relative 
strengths of Apf Mpf A*f 

Now we turn our attention to some problems of pointwise convergence. 

THEOREM 6.7. Let K be an integr-able function on Rn, and let / = J K(x)dx. 
Assume one of the following holds: 
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/•co 

(a) I {mBry'P\K^\qr-idr < oo, 

/•co 

(b) ^mp(Et)dt < oo, 

or 
/•co 

(c) ^m*(Et)dt < oo, 

wAére I//? + l/# = 1, 1 < p < oo, Et = {x: \K(x)\ > t}, and K(r) is the 
restriction of K to the complement of Br. Then we have 

(i) lim^oo Kx *f(x) = If(x) at each point where fis continuous provided 
feLP + L°° and (a) holds, feL*5 + L°° with s < oo and (b) holds, or 
feLP°° + L°° W (c) Ao/<&, and 

(ii) lim^oo #;i */(*) = 7/(x) almost everywhere provided f'e LP + L°° 
ÖH</ (a) holds orfe LP1 + L°° and (b) Aoftfo. 

PROOF. As in (5.5), (i) follows whenever we can prove 

lim f \f(x - y)\ \KÀ(y)\dy = 0, 

and since Kis integrable this is true w h e n / e L°°. 
If case (a) we have 

I JAX - y)\ \Kx(y)\dy è 1/||,(J \Ki(y)\< dy) 

= | | / | | , ^ ||JS:«->|U — o 
by (2.4) and (a). The argument for case (c)is similar; we use the Lorentz 
space version of Holder's inequality. 

The argument in case (b) is more complicated. Since 

/•co 

we have 

/•co 

where we have set pu x = m(X~lEt ~ 2?r). Since 
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we have 

frptf* ^ mp(Et)(mBr)-vp. 

Since p\/p f**(pt,x) is uniformly bounded and tends to 0 as Jl->oo for 
fe Z>s, we then have 

/»oo 

lim A» I Pt,xf**(pt,ùdt = 0 
A-oo J O 

by dominated convergence. 
The proof of (ii) is fairly routine. If g is a bounded continuous function, 

then we have 

lim sup \KX m fix) - If(x)\ ^ \I\\ f(x) - gix)\ + cMpif - g)(x) 
A-»oo 

in case (a) and 

lim sup \KX */(*) - Ifix)\ <k \I\\fix) - gix)\ + cApif - g)(x) 

in case (b); as in (5.7) the limit must be 0 almost everywhere. Note 
that (i) allows us to localize so that once again it suffices to consider 
/ G LP in case (a) a n d / e LP1 in case (b). 
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