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THE N-TH ORDER ELLIPTIC BOUNDARY PROBLEM 

FOR NONCOMPACT BOUNDARIES 

H.O. CORDES AND A.K. ERKIP 

0. Introduction. In this paper we will discuss the boundary problem 

(p) u G $N(Q), <tf> u = fon fl U A <#> u = <pj on T7, j = 1, ..., r, 

where 0 and r are chosen as the halfspace R^+1 and its boundary 
3R»+i = R«? as the simplest domain with noncompact boundary, while 
<tf> denotes an even order elliptic differential expression over Q\J T9 with 
C°°-coefficients. The order of <#> is N, and there are r — N/2 boundary 
conditions on T7, determined by differential expressions <£'*> over a neigh­
bourhood of r, of order Nj < N. The <fr>> again have (^-coefficients, 
and the system <a>, {b1}, ..., <£r> locally is assumed to be elliptic -or, in 
other words, the <6>> satisfy the so-called Lopatinskij-Shapiro conditions, 
locally, at each point of r. 

Conditions at infinity will have to be added, of course, and we generally 
assume that feIß(Q), (pje^N_N._1/2 (T7), with the L2-Sobolev spaces. 
In fact our assumptions will restrict enough to imply the generalized 
Sobolev estimates of Agmon-Douglis-Nirenberg [1], and F. Browder 
[4]. However, since the domain and its boundary are non-conpact, these 
do not imply finiteness of the nullspace or even normal solvability of the 
problem. 

Our result, below, just asserts this normal solvability of (p), replacing 
in its proof the apriori estimate by a Banach algebra technique, under the 
following assumptions on the coefficients. 

<a> = a (*,/)),<*/> =bt(x,D), 

\a\£N \a\+k^Nj 

£ = (€o, .... U = (fo, h 0 = {x: x0 > 0}, r = {x: x0 = 0} 

lim aa(px) — aa(cox), as \x\ = 1, x0 ^ 0, 

lim *#» (p x) = b{%\œ x), as |*| = 1, 
p>0, p-oo 

where the convergence of the limits in the last row is uniform in x (or x), 
and the limits aa(co • x), bQ$(co • x) are continuous over the half sphere 
and its boundary, for all ß. 
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THEOREM 0.1. Under the assumptions (0.1) problem (p) will be normally 
solvable if (a} and <&'"> are md-elliptic, a sharpening of the above condition 
of ellipticity (Lopatinskij-Shapiro). 

<#> is called md-elliptic (of order N) if 

(0.2) 0 < c S \a(x, ö | ( l + erN/\ for x e Q, Ç e R»+\ \x\ + |£| ^ d0, 

with c independent of x, £, and <5o > 0 sufficiently large. 
For md-elliptic <a>, the system <&'>, 7 = 1, ..., r = 7V/2 of boundary 

expressions is called md-elliptic (of orders (Nj)), if for all x = (0, x) eT 
and all £ = (57, | ) G R«+1 with \x\ + |f | ^ <?0 (sufficiently large), the poly­
nomials 

(0 3) P(V) = P*'1 (V) = ( l + ^2)~N/2 a (X' V(l + ^2)1/2 ' ^ 
<7,0?) = <7/,*,l (7) = 0 + l 2 ) - ^ / 2 */Ä, 7(1 + l2)1/2> &J= h ..., r, 

satisfy the following conditions. 
(i) /?0?) (which cannot have real roots due to (0.2)) has precisely r = 

N/2 roots, counting multiplicities, in the complex upper half plane 
Im7?>0, denoted by rjt, ..., rfi. 

(ii) Let P+{TJ) = /Z/L1O7 ~ ^t)i t n e n t n e r polynomials qfiy)),j = 1, ..., 
r, are linearly independent modulo p+(rj), and uniformly so, in x, £. That 
is, if (̂77) = 2r=o fy5?1 denote the remainders of #y, modulo /?+, then 
we have 0 < c ^ | det ((r/7))|, with c independent of x, f. 

The proof will use a 'comparison' with a simpler problem (/?0), discussed 
in §2, with the same boundary conditions, but a different (constant coef­
ficients) equation <Ö0> U = / . Problem (p0) is easily reduced to a system of 
singular integral equations over Rw, to which [8] provides necessary and 
sufficient criteria. This uses more or less standard techniques, involving the 
tangential Fourier transform. On the other hand, our comparison between 
(p) and (p0) reduces Theorem 0.1 to the discussion of a certain operator A 
(§4). (p) is normally solvable if and only if A is Fredholm. Moreover A 
belongs to a C* algebra 2( investigated in [5], in particular in view of its 
Fredholm theory. 

The algebra 2( is formed by means of operators relating to the Dirichlet 
and Neumann problem of the Laplace operator only, except for multi­
plications by continuous functions. To construct a Fredholm inverse of A 
will require the investigation of two symbols, G and r, where z is matrix-
valued. The inversion of z requires a somewhat lengthy calculation (§4). 

In §1 we define the basic concepts, and recall some results required 
from earlier papers. In §3 we study the action of an (n + l)-dimensional 
singular integral operator on the symbol r. This perhaps might be men­
tioned as an interesting addendum to the theory of the algebra 2( in [5]. 

1. Preparations and Notations. It will be convenient to use the double 
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notation x = (x0, xÌ9 ..., xn) = (x0, x) = (y, x), with J / G R , X e RW, for 
vectors x e R**(Similarly Ç = (f0,1) = (TJ9 f )). Let Rw++1 = {(y, x):y>0} 
and3R^+1 = {(y, x): y = 0}. 

For m = 1, 2,... we denote by Bw the smallest compactification of 
Rw such that the functions xy(l + x2)~1/2 extend continuously, and Hw+1 

will denote the closure of R^ 1 in Bw+1. 
We define the differential operator D = (Z>0, D), with D = (Dh ..., Dn), 

and the multiplication operator M = (A/0, M), with M = (M1? ..., Mw), 
by setting DjU = — idu/dxj, and (Myw)(x) = xyw(x), y = 0,...,«. The 
Fourier transform with respect to the x-variables will be denoted by F, 
(c.f, [5, (3.1)]), over R»+\ Rw

+
+1, or R* = 9RW

+
+1. 

We will mainly be working in the following Hilbert spaces: $ = 
L2(R%+1), 1)= L2([0, oo)), t = L2(R"), S = L2(RW+1). For any Hilbert or 
Banach space X the algebra of continuous linear operators and the ideal 
of compact operators will be denoted by if (X), and © (X), respectively. 
In particular we shall use a pair of C*-operator algebras, denoted by 
2ïg*, m = 1, 2, ..., and 2f, as previously discussed in [8] and in [5], respec­
tively. In particular Sf™ a jÇ?(L2(Rm)) is generated by the multiplications 
a(M) with a e C(Bm), and the convolutions A = (1 - A)~y2 and Sy = 
DjA, j = 1, ..., m. Also, 21 c i?(£>) is generated by the multiplications 
a(M), with a e C(HW+1), and the operators Ad = (1 - zJj)_1/2, A = 
(1 - An)r

m Sj,d = Dyylrf, Sj>n = DjAnJ = 0, 1, ..., n. In each case we 
mean the smallest operator norm closed algebra containing the generators. 
Jd, An mean the Laplace operator with Dirichlet and Neumann conditions, 
respectively. 

In [8] and [5] the structure of 2(|f and % was discussed. In particular, 
9ty/C(L2(Rw)) is isometrically isomorphic to the algebra g(M^) of 
continuous complex-valued functions over the compact Hausdorff space 
Mg1 = 3(Bm x Bm) = Bw x Bw - Rm x Rw. The continuous function 
assigned to A is denoted by a1^ and called the symbol of A. If © denotes 
the commutator ideal of 9(, then 3(/© ^ C(M), where the compact Haus­
dorff space M consists of the 'upper half {(x, £) e d(Bn+1 x Bw+1) : y ;> 0} 
of the space Mg+1, augmented as follows : A space B w x{ — oo ^ t ^ 
+ 00} is attached in such a way, that the points (x, ±00) are identified 
with the points ((0,x), oo(± 1,0)). For details cf. [5]. We get g = (S for 
« = 0, but for n > 0 the ideal (£ is properly contained in @. In fact, then 
we have 

(l.i) e = £/*((£(© ®ag)t/ , 

with the unitary operator U = TF9 where 

(1.2) (Tu)(y, x) = Ai/2(x)W(A(x)^, x), ^(x) = (1 + x2)~i/2, 
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and where the tensor ^decomposition is understood with respect to the 
decomposition «£) = Ï) <8> f. In particular this implies that 

(1.3) g/ttft) S C(Mg, <£(©), 

with the algebra of continuous functions from Mg to S(ïj). This provides 
the operators £ e G with a compact operator valued symbol (mod g) , 
the function r^:Mg->S(f)) associated to the coset {E + (£} by (1.3). 
Similarly the symbol «ĵ  : M -> C is introduced for ,4 G 2( as the function 
associated to the coset {A + ©}. 

An operator ,4 G 8tg* *s Fredholm if and only if ^ 7e 0 on Mg7. An 
operator A e 2( is Fredholm if and only if (i) aA ^ 0 on M, and if then 
£ e 21 can be found with 1 - AB = E, 1 - BA = £ ' e g such that (ii) 
1 — zE and 1 — TE' are invertible in j£?(fj) for all points of Mg. The symbols 
usually can be easily calculated (cf. (1.9) or (1.14)). 

It will be of importance that we have 

(1.4) (1 - 2)-> a(M)(l - 2y - a(M) G K(f), s e R, 

for every bounded a G C°°(Rn) with all derivatives tending to 0 at infinity, 
where 2 denotes the tangential Laplace operator, interpreted as self-
adjoint operator off (cf. [6], [7]). 

Also we shall have to use the L2-Sobolev spaces (for k = 1, 2, ...) 

(1.5) &(Rï+1) = {u e £: u = v | R f \ v G ^ R ^ 1 ) } , 

and &(3R++1) = &(RW)> s G R, where $s(R
m) is defined as usual ([6], 

[7]). Evidently Da ue$k__lal, for WG£Ä , | a | g k. For w e ^ ( R f ) the 
'boundary-functions' Dau | 3R^+1 = ua are meaningfully defined and in 

£*H«I-I/2(9R++ 1), f o r M < fc, by the 'trace theorem' (cf. [10]). 
By a calculation it is found that 

(1.6) &(R++1) = {w G §: X-*(Ü)Uu G fo ® !}. , 

with ^ and £/ as in (1.1), (1.2), and ^ = &(R+), R+ = Ri. Again, for 
v G î)k ® î the restrictions (Dl

0v) | 3R^+1 are meaningful and in f, for / < k. 
For u G ^(Rî1-1) let w = irk{M)Uu. 

(1.7) F{(D«Dlu) 19Rf !} = ^-1-1/2 (M)M«{(Z)iû) | 9 R f i}, | a | + / ^ fc, 

as again follows by a calculation. 
A Fredholm inverse of an operator A is an operator 5 such that 1 — AB 

and 1 — BA have finite rank. It will exist if and only if A is Fredholm 
and so will a special Fredholm inverse, defined by 

(1.8) AB=PimA9BA = 1 -PkerA. 

with Pg denoting a continuous projection onto SC. If A G Sfg* even is a 
finite sum of finite products of a(M), with a^} e C(Bm), for all ß, and 
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factors A, Sj9 and has symbol # 0 o n Mg* then a special Green inverse 
exists. That is, in addition to (1.8) the operator B maps |)5(R

m) to £)S(R
W), 

for all s e R, and 1 - AB and 1 - BA map ^-TO(RW) to £URm). Using 
the Fourier transform §TO may be replaced tœ = f]sL

2(Rm
ì (1 + x2)sdx). 

Similar remarks hold for square matrices ((AJk)), Ajk G SCg 
Finally, in this section, we provide a list of symbols of the generators 

of Hg* and ©, and a few further basic facts about W and g, all directly 
taken from [8] and [5]. For 9f(f over Rw we let M^ = 3(BW x Bw) = 
{(z, Q:z, CGB™, |z| + |Ç| = oo}. For a(M) with fleC(B»), and 
A = (1 - Z>2)-1/2, Sy = Z>yi4, we let 

<W) W(^> 0 = *00, *3fc 0 = (1+ C2)-1/2, 

(7?AC) = Cy(i +C2)-1/2, 

which uniquely determines the homeomorphism between Mg* and 
a(B™x Bw). 

The following facts about the generators of % will be used. For multi­
plications a(M), with a G C(Hn+1), and E e © we have 

(1.10) (a(M) - a0(M))Ee&($), with aQ(x) = a(0, x). 

Also, for a0 G C(BW) and Ke ©(f)) and f/ = TF, as above, we get 

(1.11) U(\ ® aQ(M))U*(K® 1) - K® a0(-D)e&($), 

(cf. [5, Lemmas 3.7 and 3.8]). Furthermore, the operators UAU*, for all 
the other generators of 9(, are explicitly calculated as follows: 

UATU* = o r ® ^ X US0,TU* = Pr®\, USjiTU* = Qr® MjX(M), 

j = 1, ...,/7, r = d,n, 

where Qr and / ^ denotes the operators Ar and *S0,r for « = 0, respectively, 
acting on the space Ï). The symbols of the generators of 8( will not be stated 
explicitly, since they will not be used. Let it be mentionned that (1.12) may 
serve for their calculation. 

For the calculation of the symbol ^ of £ G S we use 
(1.1) : For E = U*(F®A)Ue (£', Fe$(lj), A e 5lg, with 

(1.13) g ' = U*(S(fi) ® %l)U c <g, 

with the ideal ^(ï)) of operators ^ -+ I) of finite rank, we define 

(1.14) TE(X, I ) = F ^ ( f , - *) e C(M«, (£(£)), 

and then use the fact that ©' is dense in (£, under norm topology, (cf. [3]). 

2. General Boundary Conditions, for a Constant Coefficient Equation. 
Let p > 0, and consider the boundary problem 
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u e forOO), <tf0> u = D%u + p"(l - 2)N/2 u = / o n Q U Z7, 

< » w = O o n / \ y = l , . . . ,r , 

where f e $, Q and T7 denote Rl+1 and its boundary, respectively, and 
where <è>> denote differential expressions of order Nj < N = 2r: 

(2.1) <*'"> = E £ bU(x)D«Dl 
k=0 \a\^Nj-k 

with coefficients in C^/7) satisfying 6j<g> G C(B"), for all /3. 
Application of the tangential Fourier transform will convert all tangen­

tial derivatives into multiplications, but also the multiplications with 
b{iCC(x) into convolutions. Also, application of 7" (as in (1.2)) will take D0 

into A_1(M)A)- Therefore, if we introduce the function ü = X~N{M)Uu, 
problem (p0) proves to be equivalent to 

Ü G fyv ® I, (Dff + pN)ü = g on Q U T7, 
(2.2) Ni _ 

liBjfik = 0,y = 1, ...,/*, 
*=o 

with g = Uf9 and the restrictions uk = Z)§« | r, and with the linear 
operators Ëjk G j^(f ) defined by 

(2.3) Bjk = À-N'NJ+1/2(M)Bjk XN-Ni-y\M) 

with 

(2.4) Bjk = 2 J* «( - ^ ) *a(M) XN^k-^(M)9 G «J, 
lal^N,—k 

where s(|) = |A(f). In fact, also the Bjk are in 2fg, due to (1.4), for 
s = N — Nj — 1/2, and 0 ^ = <jg , since the difference Bjk — Bjk is 
compact. 

Now, for a given g G § the ordinary differential equation (D$ + p^)v = 
g admits precisely a family of solutions v G ÎJN (X) f r arbitrary functions 
c, G f, explicitly given in the form 

(2.5) v = 2 c,(f ) e"» + G(y - y')g(/, f ) <//, 
/=i Jo 

where 

(2.6) G(t) = S ir, **'"', ^ = 2*, TT 03 - 4), 

and where AJ/5 in any order, denote the r distinct roots of KN + pN = 0 
with positive imaginary part. Moreover, since the 'Greens function' G 
must have (piecewise) continuous derivative up to order TV — 1, it follows 
that (2.5) may be differentiated under the integral sign, up to N — 1 times. 
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Accordingly we may assume ü of the form (2.5) and substitute into the 
second equation (2.2), to determine the functions c,. We get 

(2.7) 
a* = Z4 {c, + (-D*ins,},* = o, l,.... N„ 

1=1 
-> /•oo _̂  

(2.9) 

so that the second equation (2.2) takes the form 

(2.8) ±QilCl =£Pjlgl,j= l,...,r, 

with 

/. = /V - fy - 1/2, ßy / = &/ - D, {KJX (M), AìnN'(M), 

P„ = - / r M - Ä ( - ^ / M ) ( M ) , M ) A * < # ) 

W Ö = *><*. ?, I ) = £ b{a(x)ykÇa 

\a\+k<Nj 

Clearly (2.8) is a (singular integral) equation within the C*-algebra 3(g -or 
rather, within the tensor product j^(C r) ® Sfg, an operator algebra over 
Cr ® f. There exists a Fredholm inverse (and even a special Green in­
verse, as described in §1 (cf. (1.8)) ((Z/7))y/=1... r of the matrix ((öy/)) 
if and only if the matrix of symbols 

(2.10) ((#(*, *,M(Ì), l ) ^ ) ) ) / . , = i , 

is non-singular for every (x, f ) G Mg -that is for x, f G Bn with | x | + 111 = 
oo. The explicit calculation of symbols is easily done using (1.9). For a 
somewhat informal surveying first discussion, using a special Green inverse 
((Zji)) one will (normally) solve the boundary problem (p0) by solving 
(2.8) for the ct (modulo finite rank) and substituting the formula obtained 
into (2.5). It is likely then from the derivation that the boundary problem 
(p0) will be normally solvable if and only / /the determinant of the matrix 
(2.10) does not vanish for every x, £ G BW with \x\ + | | | = oo. In that case 
a Fredholm inverse T: $ -> £);v(ß) *s given explicitly in the form 

-> c°° -*• & ~ -*• 

H(y, I ) = G(y- y')g(y', f ) dy' + E Rtfi Uiy £,(?), 
(2.11) J o '••;=1 

&U = S 2*jP~il 6 «8-

In order to formulate a theorem we introduce the polynomials 

(2.12) qfy) = qit,,é(v) = b>{x, rjIMS), ÌWté), J = h ••., r, 



14 H. O. CORDES AND A. K. ERKIP 

of the complex variable 77, and observe that q} is of degree Nj and has 
coefficients depending continuously on x and f over the compact space 
Bn x Bn with boundary d(Bn x Bn) = Mg, after a continuous extension. 
Then the matrix (2.10) may be written as ((#/(£/))), and s'mlarly ((Pjd) 
has symbols ( ( - / f t ? / -* / ) ) ) . 

LEMMA 2.1. Let the r polynomials (2.12) be linearly independent for every 
I x I 4- 111 = 00 (i.e., for (x, | ) G Mg). Then we have 

(2.13) det(foyfo))) # 0 , ( * , | ) e M 8 , 

provided that the constant p in the differential equation of (po) is chosen 
sufficiently large. 

PROOF. It suffices to consider a single point of Mg. If for each such 
point (2.13) holds for p ^ p0, then by compactness of Mg and continuity 
of coefficients a uniform p0, valid for all of Mg, may be found. At a given 
fixed point we may replace the polynomials by others, applying 'row 
operations' in such a way that all of them have highest coefficient 1, and 
any two of them have different orders. Clearly, \/C[\ = p -» GO, as p -• 00, 
so that for large p the determinant (2.13) is approximated by 

(2.14) p"i+-+*fr det ((exp(2ff/Wy • l/N))) Gxp(m(Nx + ... 4- Nr)/N) 

The determinant in (2.14) is the van der Monde of the r distinct unit roots 
e2iziNj/Nj = i9 5 r? a n c j therefore is ^ 0, q.e.d. 

THEOREM 2.2. If and only if (2.12) are linearly independent for all 
\x\ + ill = °°> and if p in (p0) is sufficiently large, then there exists a 
Fredholm inverse T:$ -> Q) a $N(Q) of the linear operator L0: @ ->$ asso­
ciated to the problem (/?0), where 

@ = {«e^(û) :<6/> = 0 on rj = 1, . . . ,r}, 

LQU = (a0}u, ue@, 

such that LQT = 1 - F, TL0= 1 - F', F e g(£), F' e ft(0), with %(%) a 
K(̂ T) denoting the ideal of continuous operators of finite rank in the space 
9£. (Note that Q) is a closed subspace of$N(Q), and thus a Hilbert space.) 

Moreover we get DaTe'$i for all \a\ ^ N9 if T is properly chosen. In fact 
such a choice is explicitly given by 

T = T0 + K 4- C, UT0U* = G (g) lN(M\ 
(2.16) 

UKU* = L (**><*,) ® (*"(#)*„), tfCtf * = 2 0y> <py, 

vwï/î //*e operators 
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(Gv)(y) = J o G(y - / ) v ( / ) <//, v e fc Äw e SIJ, 

((p}((ß)w = #>• I 0 Wz, (p,(J),we L\X\ X c Rw, 

(2.17) e ^ = e 'V ' ^ 6 R+' ^•F ' & = ? e*(>')û,/*(f )> 

&0>, I) = É O ^ G M ? ) + e£y)0jAj = 1, -.., v, 

^y*» %/*» 0 y * G ^°°> 

((*L& -*))) = (ft^ïfeW-KC-'r^xjC-^))), 

where <pv..., <pvform an orthonormal base in !Q of the (finite dimensional) 
orthogonal complement of im ULQU* <= |>. 

Moreover we have a corresponding representation for Tk>a = D%DaT\ 

T*>* = T$>° + K*>« + C*.«, UTfraU* = (Z)j{(j) ® (M«^-*(M)) 

(2.18) MC*.«C/* = 2 (K)e>) <«?,) <g> (M^-\M)R^ 

UC*-«U* = S (D%tò«X-*(ÀÌ)<j>j)X<Pj, \a\ + k s^ N. 
y=i 

PROOF. Suppose (2.17) can be verified, then (2.18) follows by differen­
tiation, using that D0aU = UDfy-k(Âf)Ma. Now, using the properties of 
our special Green inverse ((Zkl)) of the operator matrix ((Ô*/)) w e first 
introduce the operator T: § -> ^ ® f by 

(2.19) g -> (G ® l)g + £ ((*,><*,) ® Äw)g =fg = a. 
k,i=\ 

The operator f pertains to the transformed boundary problem (2 2) In 
particular: (i) if u solves (2.2) then u = îg + 2Jf=i dfit, with (of) = (d,) e 
C ® f«, solving Ô(rf) = 0, 

(ii) For general g e $ we have ù = Tg solving 

ù e fa ® f, (Dff + pN)ü = g o n f l U A 
(2.20) 

S B y A = - (1 - Pimij)P(g), (g) = (g,). 

Therefore ü = Tg solves (2.2) if and only if (1 — P[mQ)P(g) = 0, which 
amounts to a finite set of conditions (<pj9 g) = 0, j = 1, . . . , v, with #>y 

exactly of the form as in (2.17). If these vectors are orthogonalized, they 
will preserve that form. From (i) and (ii) together it follows that 



16 H. O. CORDES AND A. K. ERKIP 

(1) ü = Tg solves (2.2) if and only if g is orthogonal to pi,..., <pv and 
(2) then all solutions of (2.2) are of the form ü = Tg + 2f=i^/ ® ^/ w* t n 

( r f ; ) eke rÔn r«. 
Let i§ = A_Ar(M) C/^, then T does not map § into ^ , but the operator 

f = f (i _ F), 7̂  = 2y=i P/> <9>y will do this. From (1) and (2) it follows 
that L0 is a Fredholm operator. Since 1 — F projects onto the orthogonal 
complement of the <pj we get LQf = 1 — F (with properly defined L0, as 
a transformation of L0). Hence a Fredholm inverse exists and f is a right 
Fredholm inverse, therefore also must be a left Fredholm inverse. All 
remaining statements of the theorem now follow by transforming back 
onto the original form, applying U* and ÀN(M), etc. 

COROLLARY 2.3. In the decompositions (2.6) and (2.7) we have 

(2.21) C*.«eg(£), £*>*ee' c <£, 7 # a = II%((Bk
0D«(D$ + p"(l - JO"1), 

w/Y/z E' of (Ì A3)and 11% of (3.5). /« particular Tfra depend on p and N, but 
otherwise are entirely independent of the boundary conditions imposed in 
(Pol 

The proof is a matter of (1.13) and our explicit formulas for 
UCk«U* and UKk«U*. 

3. A Relation between 2(g+1 and 3(, and its Effect on Symbols. Let us define 
the isometries Ee, E0, and E+9 E_ from £) to §t: 

{E+u) (y, x) = u(y, x) on Q, = 0 when y < 0, u, e <£), 

(£lw) (>>, *) = w( — j , x), when j < 0, = 0 on Q, u e <£), 

and 

(3.2) £ , = 2-y\E+ + E J), E0 = 2~lf\E+ - E J). 

Clearly Ee and E0 correspond to even and odd extension from R^+1 into 
R»+I while E+ simply extends as zero. All maps are isometries but not 
unitary maps. Thus the adjoints are only partial isometries, explicitly 
given as the restrictions 

(3.3) E?v = 21/2vr\Q,r = e, o, Ef v = v(±y9x)\Q9veft, 

with the even and odd part 

Ve(y> x) = (v(y> x) + K - y , *))/2, v0(y, x) 
(3.4) 

= (v(y, x) - v(-y, x))l2. 
We define the linear contraction maps (not homomorphisms) 11%: <£{ïï) 

-* ££ (<£)) (with <g(ß£) a Banach space with operator norm) by 

(3.5) JlK
rL = EfL Er, L e jg?(ß), K, r = + , - . 
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PROPOSITION 3.1. 77 :̂ 2ïg+1 - > » , # * : ®(S) -> (£(#), for K,J = + , 

PROOF. Since £+ and F J are partial isometries it is clear that compact­
ness is preserved by all the maps UK

r Also it suffices to show that UK
r maps 

the generators a(M) (with a G C(B"+1)) and A, SQ, ..., 5n of 2(g+1 into 31. 
For if A, B e 8I$+1, and IlfA, IIK

rB e 81, then we use the relation, which is 
easily verified. 

(3.6) E+E% + £_£* = 1 

to show that 

(3.7) nt(AB) = (n±A)(ntB) + (II±A)(II+B) G 21. 

Similarly for all other operators IIk
r(AB), with a slightly different formula 

(3.7). 
But for a multiplication a(M) we get /Tj: a(M) = 6+(M), /7z #(M) = 

*_(M), with M J > , *) = « ( ± ^ *) l& while ïï+a{M) = ü±a(M) = 0, so 
that indeed UK

ra(M) e 2(. Moreover we observe that 

£*yl£ö = A, £*>!£, = A, £*SA = Syirf, 

EfSjEe — Sjn,j= 1, ... , w, E*S0Eo = S0fd, E*S0Ee = So,« 

(3.8) £*,!£, = E*AE0 = EfSjE, = E?SjE0 = EfSQEe 

= E?S0Eo = 0,j= 1, . . . , /! , 

using the fact that A, Si, •••, S„ preserve the spaces of even and odd func­
tions, while S0 takes even into odd functions, and vice versa. But (3.2) may 
be solved for E± : 

(3.9) E± = 1-*\E, ± E0\ 

which implies that UK
rA is a linear combination of E*AEV, /u,v = e, O. 

This completes the proof, since continuity of UK
r allows closing. 

It is clear from Proposition 3.1. that 77̂  induce four continuous maps 
2(g+1/(5(®) -• 9(/S(§). The first algebra is equal (isometrically isomorphic) 
to C(Mg+1). On the other hand, S(/S(£)) induces algebras of linear opera­
tors on its closed two-sided ideal ©/&(£)) ̂  C(S(rj), Mg), a Banach space, 
by left and right multiplication. Accordingly, for every 7% K = + , —, 
and every symbol a G C(Mg+1) there exists an operator A* : C(K(rj), Mg) 
-» C(S(f)), Mg) such that 

w A G 2tg+1, £, F* G g, ^ + 1 = A, Ff = (tfrM)F 

implies rF* = AK
rzE, 

with the symbol zE of i: G ß. Similarly for the right multiplication of sym­
bols of E G (S with the coset of A modulo &(S). 
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THEOREM 3.2. The operators AK
r 0/(3.10) coincide with those defined by 

right multiplication and are explicitly given by 

(3.11) A*(*, | ) = 7c<a(0, x, (1 + | 2 ) 1 / 2 D09|), a e C(Mg+1), r , * = + , - , 

vWzere ;#: j^(L2(R)) -» j£?(lj) demote r/ze operators EK
r for n = 0. Tito w, 

/or ^ e 8(g+1, £, F;, G* G ©, w//A ^ = a, Ff = (IIK
rA)E, G« = E(II*A), we 

have (for (x9 f) G Mg) ' 

(3.12) TF*(X, I) = Afä, |)r*(x, h rei*, I) = TE(X, Ç)A*(X9f). 

PROOF. First, for the operators E = U*(C ® B)U, CeSf t ) , BeW%9 

and a multiplication a(M)9 a e C(BW+1), the assertion is a direct conse­
quence of (1.10) and (1.11), by a calculation. Also for E9 as above, and 
one of the other generators A9 Sj of 2Ig+1, one will use (3.8) and (1.12) to 
directly calculate the symbols zE9 TFK, TGK

T, thus confirming (3.12). Finally, 
formula (3.6) is valid for dimension 1 just as well as for dimension n + 1, 
which makes the %K

r behave just like the EK
r For example we get 

(3.13) 7zt(PQ) = nUP)iuHQ) + icï(P)iuÎ(Q)9P9Q G J ^ ( L 2 ( R ) ) , 

similar as (3.7). This implies that (3.11) and (3.12) are valid for AB G 3(g+1, 
if they hold for A and B G 8(g+1. All maps introduced clearly are contin­
uous, so that the proof is completed by taking closures. Also the corollary, 
below, is evident. 

COROLLARY 3.3. The operators AK
r = izK

rA9 A e 8fg+1, take g ' 4- £(£) 
to itself 

4. The operator A = <Ö> Tand its Normal Solvability. We now approach 
the boundary problem (/?), as posed in the introduction, by substituting 
u = TV, v G £), with the Fredholm inverse T : «£) -> Q) constructed for the 
problem (pQ), in §2. We want the boundary expressions <£>> for (/?) and 
(/?o) to be identical, and also Â  = 2r. Also we assume <p3-, — 0,y = 1, ..., r, 
which is no restriction of generality: For general cpj G $>N-NJ-I/2 it *s 

possible to determine w G $N(Q) satisfying the boundary conditions 
(JbJy w = <pj on T9 but not necessarily the differential equation, using 
standard extension procedures and linear independence of the polynomials 
qj. Then v = u — w will satisfy (/?), with/replaced by/— <a>w, and with 
homogeneous boundary conditions. 

We assume <#> and <&•>> to be md-elliptic, as formulated in the in­
troduction. This will imply linear independence of the qj9 as required for 
construction of w above, and for Proposition 2.1. 

The substitution u = Tv will automatical ly satisfy u G ^ ( Ö ) , a n d the 
boundary conditions (bJ}u = 0, since Tv e Q) by construction. Since 
T: «£) -> Q) cz $N(Q) is Fredholm, its image will have finite codimension 
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in Q). Therefore we always can write u = Tv if only finitely many condi­
tions are satisfied. Moreover, the second equation of (/?) takes the form 

(4.1) Av = / , A = 2 aß(M)(DßT) e 21 

using that Z W = T&$ e 81 by Theorem 2.2. and that ^(Af) e % by 
(0.1), which may be written as a^ e C(HW+1). This makes the proposition 
below evident. 

PROPOSITION 4.1. Problem (/?), with homogeneous boundary conditions, 
is normally solvable if and if the operator A o/(4.1) is Fredholm as a map 
from $to $. 

PROPOSITION 4.2. Let <a> be md-elliptic, and assume that <6>> and p 
satisfy the assumptions of Lemma 2.1, so that T of Theorem 2.2 exists. 
Then there exists an inverse of A (in (4.1)) modulo @. 

PROOF. From Corollary 2.3 it follows that 

A = ntA0 + K0 + Q , *<,= ! ! a(kta)(M)K*.° e g ' + tt(®, 

C 0 = 2 «(*,«)(M)C*.«eg(£), 

while 

(4.3) 4 , = I ! <&M)D«(DV + p"(l + ß*)')"1, flo = 2^Eeaa. 
\a\£N 

Since C0, Â 0 € ©, it clearly suffices to construct an inverse mod © of 7C+A0 

only. But A0 e 2tg+1 has symbol 

a%\x, £) = £ û»(x)e«(^ + PW^-JV(?))-1, 
(4.4) lal^Af 

as x, f eR»+i, | x | + |f | = oo. 

But an^x T^Oon Mg+1 since a is md-elliptic. Thus there exists a Fredholm 
inverse B0 e 9tg+1 such that 1 - AQB0, 1 - B0A0 e 5(S). Using (3.7) it 
follows that 

(4.5) (n$B0)(IIUo) = 1 - (n±B0)(II+A0) (mod <£(£)) 

However, a calculation shows that ZT+ 0̂
 G ®\ and also 77±y40 e 6 ' , SO 

that the last term in (4.5) is in ©' <= ©, and similarly for the other order 
of multiplication. This proves the proposition. Moreover, we may even 
explicitly calculate the perturbation terms, as stated in the Corollary, be­
low. 

COROLLARY 4.3. With B = IItB0 as constructed, we have 
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(4.6) BA = 1 + Ei, AB = 1 + E2, 

with Ei, E2 explicitly given in the form 

Ei s (nXB0)(K0 + Co) - (n±B0)(n+A0) (mod 6 0 ) ) , 

E2 = (K0 + CoXntBo) - (n±A0)(n+B0) (mod m))-
PROOF. We have explicitly, using (1.10) and (1.11), 

U(II+A0)U* EE £ iUeiXed^P-oM-nd (mod 6($), 
(4.8) ' -1 

u(n±A0)u* = s /r/^/X^/) ® M A ) (m<>d e(£)), 

with ;-/, el as in §2, and P-D,M(V) G ^O defined by 

(4.9) P-D,M(V)= LPji-Ö.Ü)?; 

where 

(4.10) Kv)=Pi.i(v) = Epj(*>hvJ 

is the polynomial defined in (0.3). It is clear that e,> <<?, G $([)), so that we 
indeed get %+AQ, TC±A0, G &'. We also have C0 and B0 explicitly as in (4.2), 
and application of Corollary 3.3 completes the proof. 

Note that Theorem 3.2 allows calculation of the symbols zEv ^E2-> fr°m 

the symbols of A0, BQ in %%+l\ First we get r(7r+5o)c0 = 0, since C0 is com­
pact. Similarly TC^%B^ = 0-
Also 

(4.11) TKO(X, I) = £ (ejXedpMrjtf, | ) , 
y,/=i 

where (cf. (2.7)) 

(4 12) (M*,l))) = ((^/I(?ï-*))) 
= {{qjt % i(fCi)))-1 (( - inqjt x, |( - */))), 

Also (4.8) allows calculation of 

^(;r;^0)(x, f ) = 2 / r / ( e / > < e / ) # f , | ( - * / ) 

(4.13) ^ ' : 

ror+^C*, I) = S iri(ei><ei)Px,&i) 

Next we may explicitly calculate the operators AK
r(x, | ) = BK

r(x, f ) 
of (3.11) for a = b = an

B+\ We get 
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(4.14) b(0, x, Vltâ)9 |) = (V» + (WIPM = h&\ 
and then 

(4.15) 2#Ä, | ) = 7t*rha(D0) = **{(/# + ^ e W } . 

From now on we omit explicit notation of x and | in all formulas to 
follow, but keep in mind that expressions will depend on x, £, and will be 
defined for |* | + | | | = oo. Using (4.11), (4.12) (4.13), and (4.15) we 
get, with (Bfe, v> = O, B*yy, (e, v> = föevdy, e,veì), 

r r r 

VE! = H Œp(fCk)fkiBtek - iriP(-Ki)B-ei)><ei = S vi><ei 
1=1 k=l 1=1 

(4.16) 
*E2 = 2* /> <(Z>(*/>/*£+' ^ - ìnp(Ki)B+ei) = 2]^/><w/. 

/ = 1 Ar=l / = 1 

We must check for invertibility of 1 + TEJ, for |Jc| -f | | | = oo. In 
each case the corresponding equation is of the form 

(4.17) v + S Zi<eh v> = w, v, w, Ç„ 0t e f). 

As a matter of linear algebra we note that (4.17) is always uniquely solvable 
if and only if 

(4.18) det((ôJk + <0„ C » ) # 0. 

Accordingly we must check whether the two matrices (4.19) below have 
the eigenvalue — 1 or not. 

<<?/, v/> = ï>feK/<>y, B$eky-inp(-Ki) <eh B±ety 
(4.19) 

A ? = l 

O y , ety = 2] P(tc;)rjk(ek9 B+e^ - inpbtj) <ey, £+£?,>. 

By a calculation, 

/ • + 0 0 /•oo 

<e,-, fi|^> = (1/2») %)<fy dxdy é^-*ei{x)ek{y) 
J -oo J 0 

f + o o 

= (1/2») %)<fy/(0? + Kj)(V - Kk% 
(4.20) J-°° 

/•+00 

<«„ B±e»> = -(1/2») A(7y7/((7 + *,X? + **)), 
J —CO 
/• + CO 

<*y, 2?+é>,> = -(1/2*) h(v)dvl((v - KJ)(V - Kk)). 
J —oo 

Therefore, with rkl — — irkh 
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<ey, v,> = (l/2jrf) f h(v)dv/(v + *,)( 2>(/ï*)rw/0? ~ **) 

(4.21) -TiPi-KdKy + ii,)) 

(wj, e,} = (1/23TÌ) f h(v)dvl(v - /c,)(Zp(K^fjJ(v + Kk) - rjPWKv - */))• 

First we look at the second matrix. The integrand is of order 0(T?~2), 

at 7] = oo, thus the integral may be converted into J r + jV° with closed 
positively oriented countours /+, /!{? containing the upper half plane roots 
oîP(T)) and of ??Ar + pN in the interior, respectively (and all other roots in 
the outside). But JV^ = — <J/7 by a simple calculation of residues, using 
the fact that the first term of <vvy, <?,> has its integrand regular inside T7?, 
as p is large enough, as we assume from now on. Hence 

(4.22) dJt + 0 ^ > = (1/2*/) f KV)Jj(V)dvl(V - *,) = a;7. 

with 

r r 

(4.23) 2] (aJp)(*dJ&v)) = 2 (qm(-Ki)riKy + */) - rflmMKy - */))• 

A calculation of residues shows that (4.23) is the partial fractions decom­
position of the function — qJjj)l(j]N + pN)- Also we have seen before that 
the matrix (((#///?)(£/))) is nonsingular. Therefore 1 + zEl is Fredholm 
by (4.22) and (4.23) if and only if 

(4.24) ßmk = f qm(V)/p(V)dV/(V - Kk) 

gives a nonsingular matrix (for all \x\+ 111 = oo.). A simple calculation 
shows that this is true if and only if the qy- are linearly independent modulo 
p+ (i.e., if the boundary conditions are md-elliptic). 

Finally, for EÌ9 one observes that for a countour encircling the roots of 
p{rj) in the lower half-plane, positively oriented and with ± fcj and all other 
roots of p in the outside, we get 

(4.25) (1/2*/) j ^ Jjidy = -<ej9 v,> - djt = ^ 

with the integrand Jjt of the first relation (4.21); therefore we must in­
vestigate when (4.25) defines a nonsingular matrix. This follows because 
again Jji(rj) is of order 0(TJ~2) at infinity, and by evaluation of residues 
inside a suitable ri in which the first term of Jn stays regular. Let (p(r/) 
be a polynomial of degree < r, and observe the partial fractions decompo­
sition 
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,A ™ P'(VMV)(VN + P")-1 = È niir^ùKv - */) 
(4.Z0) 1=1 

-(p~(p)(-K)l(y + *,,))> 

with p~{rj) = p(y)lp+(y) the part of p{rj) belonging to the roots within T7. 
Multiply [iji of (4.25) with ((p/p+)( — fCi) and sum over /, and observe that 
the last term in JV_ Jjt dy supplies the term 

- | Ky)dyliy + Kj) É TI(<PP~) (-*i)l(v + */) 

= - I Kv)dvl(y + */) E ri(<pp~)(Ki)l(y ~ rì> 
J r — /—l 

using the fact that 

(4.28) j " Kv)dvi(v + KjYfprMi^ + P")"1 = °-

Therefore 

2ni t MÀ<PlP+)(-«>) = t ®ß V„, 
1=1 k=l 

(4.29) ejh = j r KvKiv + *Mv - K*>rldv 

r 

Letting <pm(rj) = 3?w-1, m = 1, ..., r, and observing that (((<pJp+)(-ted)) 
is a nonsingular Van der Monde, and that ((0/*)) is nonsingular, we focus 
on the corresponding ¥k = Wktn. We also have (C?J)) = (((^///Ofo))) 
nonsingular, and thus focus on 

(4.30) s 4 ^ m = £ r,((<7,W/>+)( -*,) - (WJP+XK,)). 
k=l 1=1 

The right hand side of (4.30) is the sum of residues of the function 
qj(y)ym~1/(p+(y)(yN + pN)) within some annulus p — e S \TJ\ ̂  p + e. 
This rational function has residue at infinity equal to zero. Therefore 
(4.30) takes the form (up to a non-vanishing constant) 

(4.31) f qjiv^KPHyXv" + PN)) dy-

Again (4.31) defines a non-singular matrix if and only if the boundary 
conditions <è;> are md-elliptic with respect to <a>. 

This completes the proof of Theorem 0.1. 
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