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AN ANALOGUE OF BACKLUND'S THEOREM IN AFFINE 

GEOMETRY 

SHIING-SHEN CHERN* AND CHUU-LIAN TERNG** 

ABSTRACT. It is well-known that there is a correspondence 
between solutions of the Sine-Gordon equation (SGE) 

-~—,- ~Hr- = sin q> 
dx2 dt2 Y 

and the surfaces of constant curvature -1 in R3 (see below). The 
classical Bäcklund transformation of such surfaces furnishes a way to 
generate new solutions of the SGE from a given solution. This has 
received much attention in recent studies of the soliton solutions of 
the SGE, and the technique has been used successfully in the study of 
other non-linear evolution equations. In the first section of this paper 
we present a simple derivation of the classical Bäcklund theorem and 
its applications by using the method of moving frames. 

Our main result concerns affine minimal surfaces. They arise as the 
solution of the variation problem for affine area. The corresponding 
Euler-Lagrange equation is a fourth order partial differential equa­
tion. In §2,we develop the basic properties of affine minimal surfaces.In 
§3 we study the transformation of affine surfaces by realizing them as 
the focal surfaces of a line congruence. The natural conditions that the 
congruence be a W-congruence and that the affine normals at corres­
ponding points be parallel lead to the conclusion that both surfaces 
are affine minimal. This is the content of Theorem 4, the main result 
of our paper. As in the classical case, the Theorem leads to the con­
struction of new affine minimal surfaces from a given one by the 
solution of a completely integrable system of first order partial 
differential equations. 

1. The classical Bäcklund theorem and its consequences. Let M be a 
surface in R3. We choose a local field of orthonormal frames v\, v<i, v$ with 
origin Xin R3 such that X is a point of M and the vectors v\, v2 are tangent 
to M at X. Let 01} 02> Ö3 be the dual coframe of Vi, v2, #3. We can write 

dx - 2^0ava 
a 

ß 

Here and throughout this paper we shall agree on the index ranges 

(1.2) 1 £ij,k£2, 1 £a,ß,r H 3. 

The structure equations of R3 are 
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dda = 2] Oß A Oßa, 6aß + Oßa = 0 

ddaß = 2 0«r A 0ri8. 

Restricting these forms to the frames defined above, we have 

(1.4) 03 = 0 

and hence 

(1.5) 0 = </03 = L 0,-A 0,3. 

By Cartan's lemma we may write 

(1.6) ö« = S M y A/y = V 

The first equation of (1.3) gives 

(1.7) d0< = S 0 y A0„-
y 

(where 012 is the Levi-Civita connection form on M which is uniquely 
determined by these two equations). 

The Gauss equation is 

(1.8) <*0,7 = E 0» A 0*y + e „ 

where 

©12 = - flu» A 023 = - (det(/j,7))0i A 02, 
(1.9) 

K^LL det(Af-y) = the Gaussian curvature of M. 

The Codazzi equations are 

(1.10) rf0f-3 = £ 0l7 A 0y3. 
y 

The first fundamental form of the surface is 

(1.11) I = (0i)2 + (02)
2, 

and the second fundamental form is 

(1.12) II = £ 0,0,3 = E h fi fi j . 
i ij 

Near a non-umbilical point M can be parametrized by its lines of curva­
ture, i.e., there are coordinates ut- in which I and II are both diagonaHzed. 
Explicitly we write 

I = (*i)2(<fai)2 + (a2f(du2f 

II = bfaWutf + b2(a2)\du2)\ 
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so that hH — hi and hì2 = 0. Observe that b{ are the two principal curva­
tures. The Riemannian connection is given by 

(1.14) el2=
l-pdu2-^laiduh 

ax oux a2 ouj 
and the Codazzi equation can be written 

Now suppose M has constant negative curvature K = — 1 ; then 
bxb2 = - 1 . By (1.15) 

M 16Ì *' dbi - - dß°MLai) j + / 
u - i o ; bjb'r- bj) duj ~ ~duj -•' ^ 7 ' 

or 

(1 17) 1 9Qog(^ + 0) = _ 3(log <̂ ) . . 
2 duj duj ' 

Therefore there exist two positive valued functions Ci(wi), c2(w2) such that 

(1.18) bj + 1 = Cj:(o/-). 

Making a change in each coordinate separately, we may assume c,- = 1. 
Writing bx — tan (Jj, b2 = — cot 0, then ÖJ = cos (jj and Ö2 = sin 0, i.e., 

I = cos2 <ft(dui)2 -f sin2 < (̂dw2)
2 

II = sin0 cos i[){{du{)2 — (du2)
2), 

so 20 is the angle between the two asymptotic directions. The connection 
form (1.14) becomes 

(1.20) eli=WdUa + *ldUv 

The Gauss equation (1.8) then gives 

d2è d2cb 
( L 2 1 ) Wj&~ 3 » = s i n ^ c o s ^ , 

i.e., 0 = 20 satisfies the Sine-Gordon equation (SGE) 

The converse is also true by the existence and uniqueness theorem on sur­
faces. Therefore we have proved: There is a one to one correspondence 
between solutions 0 of SGE with 0 < <j> < % and the local surfaces of 
constant Gaussian curvature K = — 1 in R3 up to rigid motion. 
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A congruence of lines is an immersed surface in the Grassmann manifold 
Gr of all lines in R3. Locally we can suppose the lines be oriented, with their 
points given by 

Y = X(u9 v) + tf(i#, v), £ 2 = 1 , 

À being a parameter on each line. The equations 

u = u(t), v = v(t), w'2 + v'2 ^ 0 

define a ruled surface belonging to the congruence. It is a developable if 
and only if the determinant 

(£, dX, dO = 0. 

This is a quadratic equation in du, dv. Suppose that it has two real and 
distinct roots. There are then two families of developables, each of which 
(in the generic case) consists of the tangent lines of a surface. It follows 
that the lines of the congruence are the common tangent lines of two 
surfaces M and M*, to be called the focal surfaces. There results a map­
ping /: M -» M* such that the congruence consists of the lines joining 
P e M to /(P) G M*. This construction, of great geometrical simplicity, 
plays a fundamental role in the theory of transformation of surfaces. 

DEFINITION 1. Consider a line congruence with the focal surfaces 
M, M* such that its lines are the common tangents at P e M and P* = 
/(P) G M*. The congruence is called pseudo-spherical (p.s.) if 
(1) || PP* || = r, which is a constant independent of P. 
(2) The angle between the two normals vP and vP* at P and P* is equal 
to a constant z independent of P. 

We can now state the classical Bäcklund theorem and give a simple 
proof by the method of moving frames. 

THEOREM 1. Suppose there is a p.s. congruence in R3 with the focal 
surfaces M and M* such that the distance r between corresponding points 
and the angle z between corresponding normals are constants. Then both M 
and M* have constant negative Gaussian curvature equal to — sin2r/r2. 

PROOF. We choose an orthonormal frame v\, #2, #3 on M such that 
V\ is the unit vector in the direction of PP* (where P and P* are the cor­
responding points) and v$ is the normal to M. From the definition of a 
p.s. congruence, there is an orthonormal frame v*, v*9 v* on M* given by 

tf? = Vi 

(1.23) v$ = coszvz + sin ^ 3 

#* = —sin zv2 + con zv3 = the normal to M*. 
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Suppose locally M is given by an immersion X: U -> R3, where U is an 
open subset of R2, then M* is given by 

(1.24) X* = X + rvi 

Taking the differential of (1.24) gives 

dX* = dX 4- rdvi 

(1.25) =E0M + rZ0lavtt 
i a 

= 0\V\ 4- (02 + rd12)V2 + rdi3V3-

On the other hand, let Of be the dual coframe of vf we have 

dX* = Otvf + 0$v$ 
(1.26) 

= 0*\V\ + 0* cosn>2 + 0* s i n r ^ . 

Comparing coefficients of vt- in (1.25) and (1.26), we get 

12 

13-

Since Of, O2 are linearly independent, by (1.27) /z12 never vanishes. In 
order to compute the curvature of M*, we have, by using (1.23), (1.28), 

(1.27) 

This gives 

(1.28) 

Of = Oi 

0* cos T = O2 + rO. 

Ô* sin z = rOl3 

O2 + r0\2 = r cot z0\ 

(1.29) 

Then 

(1.30) 

On the other hand, 

0*3 = dvf-vt 

= — sin z 0\2 4- cos z( 

sinr n 
= - 7 - 0 2 , 

0*3 = <fof -0* = 023-

01*2 = - 01*3 A 02*3 

— — 02 A f23 

^ W . A / 1 2 . 

using (1.27), 

@i*2 = -K*0f A 02* 
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(L31) - - J ^ M i A f c . 

Comparing coefficients in (1 30) and (1.31), we have 

(1.32) — K* r^12 = 1̂2 s m ^ 
sin z r 

Since A12 never vanishes, 

(1.33) tf* = - Sir^T. 
r2 

By symmetry, 

(1.34) K= - sin2 r 

The differential form equation (1.28) is called the Bäcklund transforma­
tion. We can write it as a system of partial differential equations. For 
simplicity, we may assume K = — 1, so that r — sin z. Let a be the angle 
between the wrcurves in the coordinate system (1.19) and the vector PP*. 
Then (1.28) becomes 

d(a + (ft) . , n 

— d x
 Y/ = a sin (a - (ft) 

(1.35) 
d(a - (ft) 1 • / , n 
—--—— = sin (a + 0), 

dy a r / 

where x = 1 / 2 ^ + w2), >> = \ß{ux — u2) are the asymptotic coordinates, 
and a = esc z — cot T = constant. In the asymptotic coordinates, the 
SGE becomes 

(1.36) 3H -̂
By equating the cross derivatives of (1.35), it follows that 2a is also a solu­
tion of SGE. 

Note that the geometric derivation of (1.35) is local and the range of 
a and (ft are restricted to lie in (0, TU/2). However, from the analytic point 
of view, if 20 is any solution of SGE and a, (ft satisfy (1.35) then la is also 
a solution. 

Next we discuss the complete integrability of (1.28) or (1.35). 

THEOREM 2. Suppose M is a surface of constant negative curvature, K = 
— sin2 z/r2, where r > 0 and z are constants. Given any unit vector v0 e 
Tp0(M), which is not in a principal direction, there exists a unique surface 
M* and a p.s. congruence with M and M* as focal surfaces such that if 
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P$ e M* is the point corresponding to P0, we have PoP* = rvo and z is 
the angle between the normals at P0> P*-

PROOF. The differential form equation (1.28) is completely integrable, 
since 

d(02 + rdi2 - r cot zdn) 

= di A ©12 + rOiz A Ö32 - r cot T012 A 023, 

= ( - 1 - rKcsc2 z)0i A 02, using (1.28) 

= 0, since K = - s i r l ^ . 
r* 

Then the theorem follows directly from Frobenius Theorem. 

DEFINITION 2. A line congruence / : M -> M* is called a Weingarten 
congruence (or ^-congruence) if s maps the asymptotic curves of M to 
the asymptotic curves of A/*. 

COROLLARY 1. /4 p.s. congruence is a W-congruence. 

PROOF. IP = 0f0f3 + 02*02*3 

= S T r ^ + s i r T , ^ 2 3 

^ r A ? [A l l (o l )2 + 2 /712Ö^2 + h22(62n using * = det(/z/7) = ^ ^ 
sin r 

II. rhi2 

sin r 

Since the second fundamental forms are proportional, the asymptotic 
curves correspond under /. 

The above results generalize to the case of «-dimensional submanifolds 
of constant negative curvature in R2w_1. This generalization will be the 
subject of a paper by K. Tenenblat and C. L. Terng. 

In what follows we will study the analogue of the geometric Bäcklund 
transformation in affine differential geometry. 

2. Affine surfaces. Let A3 be the unimodular affine space of dimension 
3, i.e., the space with real coordinates x1, x2, x3 and volume element 
dV — dxl A dx2 A dx3. The linear group G which preserves the volume 
form is the unimodular affine group, i.e., 

(2.1) x*a = £ca
ßxß -h rf« 

ß 

where 
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(2.2) det(c^) = 1 

Following §1 we shall continue to adopt the range 1, 2, 3, for small Greek 
indices and the range 1, 2 for small Latin indices. In the space A3 distance 
and angle have no meaning, but there are the notions of vectors and 
parallelism. 

Let x be the position vector of the surface M sitting in A3. Let x, eu e2, 
e3 be an affine frame on M such that eÌ9 e2 are tangent to M at x, and 

(2.3) (eu e2, e3) = detfa, e2, ez) = 1. 

We can write 

dx = 2] coaea 

(2.4) 
dea = 2 u)*eß. 

ß 

The œa
9 o>i are the Maurer-Cartan forms of G. Differentiating (2.3) and 

using (2.4), we get 

(2.5) 2 > 2 = 0 . 
a 

The structure equation of A3 gives 

do)a = 2] ofi A (oaß 
(2.6) ß 

dü)B
a = YJ Ma A Û)y. 

r 

If we restrict the forms to the surface M as defined above, we have 

(2.7) a)3 = 0 

and the first equation of (2.6) gives 

(2.8) 2 ] Û>'Û>? = 0. 

By Cartan's lemma, we have 

(2.9) <>>i = Yihiko>Khik = hki. 
k 

From now on we assume that M is non-degenerate, i.e., the rank of 
(Af-y) is equal to 2. Let / / = det(Al7). Then it follows that the quadratic 
differential form 

(2.10) I I - |// |~* 2 AttoM 
i,k 

is affinely invariant. Since it is of rank 2, it defines a pseudo-Riemannian 
structure on M, which is called the affine metric of M, to which the method 
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of Riemannian geometry can be applied. In particular, the Gaussian 
curvature of II is defined. 

Since M is non-degenerate, we can choose e3 suitably such that 

(2.11) œl + \d log \H\ = 0 . 

Under such a choice the line through x in the direction of e3 is called the 
affine normal at x. Moreover, the vector \H\l/ie3 is affinely invariant, 
and is called the affine normal vector. The affine normal has interesting 
geometrical properties; see [1, 3]. 

Differentiating (2.11), we get 

(2.12) 2>S A "4 = 0, 
i 

which gives 

(2.13) û>î = E/ ' "*U& ' r t = ' w . 
k 

Equation (2.13) can be written as 

(2.14) a>»3 = I]4a>*, 
k 

where 

(2.15) ' i = 2 ' "A / * . 
i 

Then we can verify easily that the quadratic differential form 

(2.17) III = 2>'3Û>? 
i 

is invariant under any change of frame keeping the affine normal e3 fixed. 
Therefore the trace of III relative to II, i.e., 

(2.18) ^ = 9 W S 4 

is an affine invariant. It is called the affine mean curvature. A surface is 
called affine minimal if L = 0. These are the critical points for the varia­
tional problem for the affine area defined by II. (See [2]). Formula (2.18) 
can also be put in the form 

(2.18a) Leo1 A co2 = 2 \H\*(<ol A Û>§ + o>\ A <o2). 

Next we define the Fubini-Pick cubic form of M. Taking the exterior 
differential of (2.9), we get 

(2.19) 2 Win - E hiM - 2] V # A Û>* = 0. 
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We define 

(2.20) Dhik = 2] hikjœ* = dhik - £ hijW^k - £ V * 
3 3 3 

It follows from (2.9) and (2.19) that hijk are symmetric in all the indices. 
The cubic differential form 

(2.21) P= H hijkœ^œk 

is called the Fubini-Pick form on M. It measures the difference between 
the affine connection 

(2.22) Det = œjej 

and the Levi-Civita connection of II, which we write as 

(2.23) Det = (oiej. 

In fact, we find 

(2.24) œi = eoi + i 2] hikKk/<»'> ihik) = inverse matrix of (hik). 
1 k,/ 

Therefore the curvature tensor of the affine metric II can be computed 
from III and the Fubini-Pick form. 

For later use, we will now develop the local theory for hyperbolic 
surfaces (i.e., H < 0). 

If M is hyperbolic, we may assume X(u, v) to be parametrized by its 
asymptotic curves. Choose ex = 3x/3w, e2 = dxjdv, and e3 to be in the 
affine normal direction such that 

(ei, e2, e3) = I 

Then 

co1 = du, co2 = dv, o)\ — hl2dv, o)\ = hyidu, 

and by supposing hi2 > 0, 

œi = - 2 d log A12. 

The affine metric is 

(2.25) II = 2 Fdu dv 

where F = (/z12)
1/2. 

Then a standard computation implies that the Gaussian curvature of II, 
which is called the affine curvature is given by 

mx\ K- 1 32 log F 
( 2-2 6 ) K - -y~dudv-
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By (2.20) 

hl2jQ)J = dhn - hì2ù)2 - hi2co\ + h12œl = 0 

(2.27) hujoj' = -2hl2col 

h22jœ
j — —2hi2o)\. 

So we have 

hxv = 0, 

(2.28) ^ - 2 / *T / W ' 

„J- — — l222 An 

Therefore the Fubini-Pick form is 

(2.29) P = hm{duf + h222(dv)\ 

Using the structure equation (2.6), we get 

-Ì-IJOBF)du 

(2.30) 0)1 = 

o)\ -

0)1 " = 

-d
¥v(\ogF)dv 

= /du + / | dv 

= /\du + / J p , / = /} = 

1 F 3 dv \2F F 

/ l _ 1 3 /^222\ 
2 ~ T^duYLFr 

L = F/ = J - K, 

J _ ^111^222 
7 ~ 4F5 • 

'§ 

where 

(2.31) 

(2.32) 

(2.33) 

Since K, L are affine invariants, J is also an affine invariant. 
Next we develop a necessary and sufficient condition for a graph to be 

affine minimal. Let a surface be locally given by 

(2.34) x*=f(x\x2) 

So x = (x1, x2,f{xl, x2)) is the position vector. Then equations (2.4), (2.5) 
hold if we set 
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œi = dxi 

œ3 = dx*- dJ~dx^ -<f-9dx* 
oxl oxò 

(2-35) e1 = (i,o,^) 

<?2 

<?3 

= (o, i 

= (0, 0; 

^ = 

û)? = 

'3x2/ 

.1) 

0 

r 3 ¥ 
y 3x'3x> û>>. 

with 

(2.36) 

Hence h^ = d2fldx'dxJ and H = Hessian of/. To find the affine normal, 
we let 

ef = ei 
(2.37) 

£* = ?3 + alei + a2e2 

where <?f is in the affine normal direction. Then a/s are determined by 
(2.38) d \og\H\ + A^a%kdxk = 0. 

i,k 

Hence 

(2-39) «••= - £ ^ J L ( i o g | / / | ) 

where 

(2.40) (A«v) = (Al7)-i. 

We compute 

(2.41) 
wf1 = (&?, e2*, ef) = dai + ?dlog\H\ 

û>3*
2 = (ef, «fe3*. ef) = da* + ^ dlog \H |. 

Therefore the affine mean curvature is 

(2.42) L = \ |tf |* E ( 3 # h dog \H\) * (log \H\) 
Xj 116 9x' v ö I "y dxi 

W 92 

4 3^9x S<M»I> 

file:///og/H/
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We note that the equation for affine minimal surfaces is a fourth order 
equation in / . 

If / is a non-degenerate quadratic polynomial, then H = constant. 
Hence the elliptic paraboloid x3 = (x1)2 4- (x2)2 and the hyperbolic para­
boloid x3 = (x1)2 — (x2)2 are affine minimal surfaces. 

Our next result is a formula for affine mean curvature in terms of 
Riemannian geometry. 

Let ei9 e2, e3 be a local orthonormal frame field on M such that eÌ9 e2 

are tangent to M, dt- is the dual coframe and daß are defined by 

(2.43) dea = 2 daßeß, 0aß + dßa = 0. 
ß 

Then we have equations (1.1) and (1.4) as in section 1, and 

(2.44) H = det(Af7) = K = Gaussian curvature of M. 

To find the affine normal direction, we let 

ef = et-
(2.45) 

e$ = e3 + a1e1 + a2e2, 

where e$ is in the affine normal direction, then aps are determined by 

(2.46) d log | * | + 4 £ a%ko)k = 0, 
i 

Hence 

(2.47) tf= - S ^ O o g \K\)j, 

where (/)y denotes the covariant derivative off with respect to ey. In fact 

w = df= 2 ^ 
(2.48) 

J J 

We compute 

(2.49) 
atf1 = (Jef, ef, ef) = cul + Dé + £ dlog \K\, 

wf = (ef, del, ef) = Û,§ + Da* + f d log |tf|, 

(2.50) L = A | K | < { - ( A „ + /*22) 

- E ̂  Oog |^|)o + ̂  S Abflog |*|),- (log |*|)y}. 

One immediate application of this formula is the following theorem 
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THEOREM 3. Suppose M is a surface in R3 which is isometric to a piece 
of the elliptic paraboloid with its induced Riemannian metric. Then as an 
affine surface M is affine minimal. 

PROOF. Rewrite (2.50) as follows 

2\K\~* L = hn{-K - \ (log \K\)22 + A (log \K\)^ 

(2.51) - 2/212{-l(log|i^|)12 + A (log l/^D^log |AT|)2} 

+ hJy-K - \ (log |* | ) n + A (log \K\)^. 

(In this formula the superscript 2 means square.) 

For the surface x3 = (x1)2 4- (x2)2, we choose coordinates 

(2.52) X(u, v) = (v cos w, v sin w, v2). 

Then the coefficients of h{j in (2.51) vanish identically, and the theorem 
follows from the fact that these coefficients only depend on the first funda­
mental form of the surface. 

3. Bäcklund theorem for affine surfaces. In this section we are going 
to prove our main theorem: 

THEOREM 4. Let M and M* be the focal surfaces of a Jf-congruence in 
A3, with the correspondence denoted by / : M -> M* such that the affine 
normals at P and P* = /(P) are parallel. Then both M and M* are affine 
minimal surfaces. 

PROOF. Choose an affine frame eh e2, e3 such that 

ex = PP* 

(3.1) e2 is tangent to M at P 

e3 is in the affine normal direction. 

Suppose the position vector for M is given by X. Then the position vector 
for M* is given by 

(3.2) X* = X + ex. 

There exists a function k such that 

e* = ~ei 

(3.3) et = e2 + ^ 3 

et = -e3 
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is an affine frame on M*, with e% tangent to M* at X*. Let co* 
frame of (3.3). Then 

dX* = co^ef + co*2ef 
(3.4) 

= - / ,»* ! co*1**! 4- Û;*2 f £?2 4- ^ eA 

However, differentiating (3.2) we get 

dX* = dX + dex 
(3.5) 

= (Û)1 + (o\)ei + (co2 + co2>2 + oA^z-

Comparing coefficients of (3.4) and (3.5), we get 

Q>*1 = - ( Û ) I + CO}) 

(3.6) co*2 = co2 + û)f 

yCO*2 = û)?. 

Hence 

(3.7) ofl + co? = M . 

Let 

(3.8) 

Then we have 

(3.9a) 

From (2.4) we have 

a 

ß 
r 

= co1 + co{ + faui 

= - co | - rffc + 2/ccoi 

= co2 + co\ - kœl = 0, 

<y*i = fccoi - a 

co*2 = fcû;?. 

Û;*3 = (e*9 e*9 def) 

^ • 9 b ) - U » - * CO2 

— Û>1 " " jT COi 

= ^ co2, using (3.7). 

Similarly, we have 

- F v , v " "̂  HJ ^ k Û>2*3= - 4( fcr + /3) + iû>i 
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(3.9c) co$z = co\ - ^col 

co?1 = col 

cof = -CÛ\. 

It follows from (2.18a), (3.9a), (3.9b) and (3.9c) that 

L*co*i A co*2 = \ |tf*|* (co*1 A CU?2 + a? A co*2) 

= ì \H*\* [( - fo» | + a) A col + kco\ A coi] 

= I |ff *|* [*(a>ä A col + col A Û>D + a A «$ 

= ^ [jy*|*[A: Ani + a A ÛIU. 

Since e3 is in the affine normal direction, dcol = 0 by (2.11). So we have 

(3.10) L*Û)*I A co*2 = \ | # * | * a A Û>§. 

By hypothesis, e3 and e* are in the affine normal directions of M and M * 
respectively; we rewrite (2.11) as 

c«i = -\d\oz\H\ 
(3.11) 

Ü>3*3 = - \ d log | / / * | 

Next we compute the following tensor by using (3.9a), (3.9b) and (3.9c) 
getting, 

2 fifa*' ® co*' = £ co*'' ® cof 

= (kai -a)® (^o)2) + ko)\ ® l(ka + ß) + iû)1 

fc2 

(3.12) = öl ® o)2 + œl ® co1 - ^ [a ® co2 + œl ® (ka + j8)] 

= S AI7Û/ ® <w' - \ [a ® o)2 + o)\ ® {ka + ß)]. 

We note that the tensors 2 , \ y AJ-Û)*' ® co*y and £ i , Av^1' ® o)j are sym­
metric and the same must be true of their difference. Because / is a In­
congruence (i.e., II* is a multiple of II), these two tensors are proportional 
in the tensor space. Hence there exists a function b such that 

file://-/d/oz/H/
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(3.13) a ® co2 + col ® (ka + ß) = b £ hij(j ® coL 

This b ^ k, for otherwise II* = 0, contradicting the non-degeneracy of 
M*. 

Suppose 

a = aico1 + a2ù)2 

(3.14) 

ka + ß = Ô!^1 H- ò2<^2-

Comparing the coefficients of co1' ® coj in (3.13), we get 

(3.15) ax + hnb2 = A126i = A126 

(3.16) AnÔ! = Ano 

(3.17) a2 + A12ò2 = A226. 
Since M is non-degenerate, An and Ai2 cannot vanish simultaneously, and 
(3.15), (3.16) imply that bx = b. It also follows from (3.15) and (3 17) 
that 

(3.18) axhX2 - a2hn = -bH. 

Using (3.9) and (3.18), we get 

(3.19) co*1 A co*2 = kH(b - k)col A co2 

(3.20) cot3 A cof = p (é - fcV A co2. 

However, 

(3.21) to*3 A cof = Z/**)*1 A co*2 

and (b — &) never vanishes, so we have 

(3.22) k*H *H = 1. 

Taking l/4d log of (3.22) and using (3.11), we obtain 

dk - cot3 - oil = 0. 

Then (3.9) implies that 

(3.23) 0 = 0. 

Therefore by (3.14) 

(3.24) è,. = ka{. 

Substituting (3.24) in (3.15) and (3.17), we obtain 

(1 - khl2)ax + hnka2 = 0 

-A220i + (1 4- kh12)a2 = 0. 
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The determinant of (3.25) is 

km + 1. 

If /c2// 4 - 1 ^ 0 then a{ = 0, so a = 0. And if k?H + 1 = 0 , then 

(3.26) g - û,| = 0. 

But ß = 0, so ü)\ = 0. Therefore we have shown that either a or col is 
zero, so by (3.10) L* = 0. Then by symmetry L = 0, i.e., both M and M* 
are affine minimal. 

We use the same notations as in the proof of the above theorem. We 

claim that if o>§ = 0 then PP* is an asymptotic vector. Indeed using (3.9), 

col = 0, L = 0, and L* = 0, we have 
*1 = , » 1 * 2 = £/*1^3 

(3.27) 
CO3 = ^ = s\œ\ 

Therefore hn = 0, i.e., ex = PP* is an asymptotic vector. 
Suppose PP* is an asymptotic vector for all P9 then hn = 0. By using 

the local theory for hyperbolic affine surfaces in section 2 and (3.7), we 
can conclude that col — 0 a n d k = l/hi2. By (2.28), we have hm = 0. 
So / = 0. But we have already shown that L = 0, hence K — 0. Therefore 
we have proved the following two corollaries. 

COROLLARY 1. Assumptions as in Theorem 4. T/'PP* z's not in the asymp­
totic direction for all P G M, //ze« 

(3.28) a = 0, ß = 0, r = 0. 

COROLLARY 2. Assumptions as in Theorem 4. 7/*PP* w a« asymptotic 
vector for all P e M, then both M and M* are affine minimal and affinely 
flat {i.e., the affine curvature is zero). 

Now we wish to prove the integrability theorem. 

THEOREM 5. Suppose M is an affine minimal surface in A3. Given VQ e 
Tp0(M) which is not an asymptotic vector, then there exist a surface M* 
and a W-congruence /: M -> M* with parallel affine normals at P e M 
and P* = /(P)e M* and P^P0* = v0. 

PROOF. Taking the differential of the system (3.28), we have 

da = y A to\ — ß A col + a A col 

(3.29) dß= -col A r + <Â A ex + 2ß A 0)\ - 2 | # r * Leo1 A co2 

dy = a A co\ — co\ A ß. 
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That the system (3.28) is completely integrable follows from the fact that 
M is affine minimal. So there exist a function k and an affine frame ei9 

e2, e3 with es in the affine normal direction and ei(P0) = VQ such that a = 
o, ß = o, r = o. 

Let X be the position vector of M in A3, and X* = X + ^ . Using 
7- = 0, we have 

<ÜT* = dX + <fei 
(3.30) / 1 \ 

Since a = 0, 

(co1 + a>l) A tao3 = k2co\ A <wl 

= k2Hcol A co2. 

Since M is non-degenerate, co1 + a>ì and kcol are linearly independent. 
Hence X* defines a surface M* having ^ , e2 + 1/^3 a s tangent at JSf*. 
Therefore we can choose an affine frame on M* as follows 

ef = - ^ 

(3.32) e2* = *2 + ^ 3 

^3 = - ^ 3 -

Then we have (3.9). Since a = 0 = 0, (3.12) implies that 

(3.33) |//*|* II* = |// |* II, 

i.e., / : I ^ A"* is a ^-congruence. 

Next we want to show that e$ is in the direction of affine normal of M*. 
By (3.9), 

(3.34) tól*
3 A cof = " ^ co1 A co2. 

However, 

(3.35) 
cof3 A co*3 = Z / * ^ * 1 A co*2, 

= -k2H*Hcol A co2 using (3.9), 

so 

(3.36)' k*H*H = 1. 

Since e3 is in the affine normal direction, co3 = - 1/4 d log \H\. By (3.36), 
we have 
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(3.37) ^ + à\og\H*\ _ ^s = o. 

Using (3.9), (3.37) and ß = 0, we get 

Û>*3 = 0)1 - -£ col 

dk o 

= -\dlog\H*\, 

i.e., e$ is in the affine normal direction of M* . 

We note that if M is affinely flat and affine minimal in A 3 with position 
vector X, then given any asymptotic vector field ex on M such that X* = 
X + <?i defines a surface in A 3 , it follows from the local theory for hyper­
bolic surfaces in section 2 that / : X -* X* defines a H^-congruence with 
parallel affine normals. 

The significance of the above theorem in geometry is that we can con­
struct new affine minimal surfaces by solving the completely integrable 
system (3.28) on a given affine minimal surface. This fact seems to be of 
some geometric interest. We do not know, however, whether it has any 
physical applications. 

Our theorem can most likely be generalized to higher dimensions. 
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