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INTERPOLATION IN BANACH SPACES 

L. ASIMOW 

0. Introduction. Let X be a compact Hausdorff space and Y a 
closed subset of X. Let A be a closed subspace of C(X) (complex-valued 
continuous functions with uniform norm) and M a subspace of C(Y). A 
typical interpolation problem involves finding, for each g G M, an 
/ E A such that f\Y — g- More particularly one may require 
\\f]\x ^ c\\g\\Y (c ë 1). 

The various formulations of conditions assuring solutions to inter­
polation problems have come to be called generalized Rudin-Carleson 
theorems and usually are expressed in terms of the regular complex Bo-
rel measures on X (elements of C(X)*) that annihilate A. Indeed, the re­
sults of Rudin [21] and Carleson [12] deal with measures on the unit 
circle T c C that annihilate the disk algebra (elements of C(T) with 
continuous extensions analytic on the interior of the unit disk). 

In this paper we bring together a variety of interpolation results and 
develop them as consequences of the geometric structure of polar sets 
in A*. This approach is very much in the spirit of Ando [4] where the 
emphasis is on so-called split sets and their polar properties. 

One feature of earlier studies by, for example Bishop [9], Gamelin 
[15], Glicksberg [16] and others is the connection between peak-sets (or 
generalized peak-sets) and norm-preserving interpolation. Here we show 
that both the peaking property and the interpolation property are con­
sequences of a geometric structure in the dual, A*, which we term de-
composability. This is a weak version of splittability, and does not re­
quire the presence of the projection in A* that is associated with split 
sets. The relation of decomposable cones and peak-sets has been noted 
earlier [6] and the emphasis here is on the decomposition of the dual 
ball and other bounded sets in A*. 

Our approach is to treat interpolation as a phenomenon involving a 
Banach space E and its dual E*. We consider a weak* compact convex 
set f containing 0 in E* and identify elements / E E (via their restric­
tions under the standard duality of E, £*) with a dense subspace of 
A0(Y), the continuous complex-homogeneous affine functions on Y (de­
tails in § 2). If V is a closed convex neighborhood of 0 in A0(Y), A a 
closed convex cone, and B a closed convex bounded subset containing 0 
in E then we define the interpolation problem involving A, B and V: 
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given g G A with g\y G V C A0(Y) find 

f G B C E such that f\Y = g. 

Our basic machinery consists of the gauge lemma of [8] (we present 
a slightly modified version here), developed in § 1. In § 2 we formulate 
the above interpolation set-up and present criteria for what we term 
approximate solutions. This is closely related to the standard character­
izations derived from the open mapping and closed range theorems 
(e.g. [18], [22]). For unity of treatment we deduce these from the gauge 
lemma. We next consider the problem of, given approximate solutions, 
when do exact solutions exist? Again, sufficient conditions are presented 
using the gauge lemma. In § 3 we introduce the polar geometric prop­
erties (principally decomposability) that yield exact solutions. This is 
done in a fairly abstract setting. § 4 then relates these conditions to 
some of the standard C(X) theory and in particular the case where A is 
an algebra of functions. 

1. Preliminaries, Notation and the Gauge Lemma. Let A be a subset 
of the normed linear space (E, || • ||). We denote 

Ar ^ {x G A : ||s|| ^ r}. 

Thus the unit ball of E is Ei? etc. We refer to bounded closed convex 
neighborhoods of 0 in E as O-neighborhoods. 

If A is a convex set containing 0, we denote the Minkowski function­
al of A by pA or p(A). Thus 

pA(x) = inf{r ^ 0 : x G r A } . 

If p is a positively homogeneous, sub-additive functional such that 
00 00 00 

2 P(xn) < °° impties x — 2 exists and p(x) ^ 2 P(x
n) 

n = l n—1 n = l 

then p is called a gauge. It is the Minkowski functional of 

B = {x<EE:p(x)^ 1} 

where B is a complete bounded convex set containing 0. Conversely the 
Minkowski functional of such a set is a gauge. 

If p has the weaker property that 

00 00 

p(x) ^ 2 P(xn) whenever x = 2 x
n
 e x i s t s 

n—\ n = l 
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then p is called a pre-gauge. 
For example, the Minkowski functional of a closed (but possibly un­

bounded) convex set containing 0 is a pre-gauge. Other examples are: 
(a) the Minkowski functional of the sum of two closed convex sets 

containing 0, one of which is complete and bounded; 
(b) the Minkowski functional of the image of a complete and bound­

ed convex set containing 0 under a bounded linear map. 
In general we say a convex set B containing 0 is a gauge set, or a 

pre-gauge set, if the Minkowski functional pB has the corresponding 
property. 

To formulate the fundamental gauge lemma we need the notion of 
the distance from a point to a set via a gauge set. Thus we define the 
distance to A via B by 

d(A, B)(x) ^ inf{r :x(EA + rB}. 

We will abbreviate this by dB, or just d, if the sets A and B are under­
stood. We also require the closure of d, given by 

d(A, B) = inf{r :xŒ(A + rB)~}. 

Finally, we require a refinement of d, namely the C-closure of d(A, B), 
given by 

~a\A, B; C) = inf{r : x E A + rB + tC, for all c > 0}. 

If C is a 0-neighborhood then d(A, B; C) = d(A, B). 
The gauge lemma gives various sufficient conditions for 

d(A, B) — a\A, B; C) on a domain set D. 

GAUGE LEMMA 1.1. Let A, B, C, D be convex subsets of a normed lin­
ear space E, all containing 0, and satisfying the following hypotheses: 

(1) the domain D contains the (not necessarily closed) subspace 
spanned by B, 

(2) C is closed and bounded, 
(3) ~a\A, B; C) ^ ad(A, C) on D for some a > 0, 
(4) any one of 

(i) A is closed and PB is a pre-gauge, or 
(ii) A is compact and pB is a re-gauge, or 

(iii) A is complete, B is bounded and pB is a pre-gauge. 
Then d(A, B) = d(A, B; C) on D. 

PROOF. We write d, d for the distance from A via B and the C-clo­
sure of the distance, respectively, and dc for the distance to A via C. 
We have d = d by definition. Let x0 E D, d(x0) = r0 < r < oo. Choose 
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a sequence (rn)%=1 °f positive numbers with 

00 

h > r0 a n d 2 rn < r-

Since d(x0) ^ r0 we have 

*o = ö i + ^i + c i ; ax G A, p ^ ) < r± and p ^ ) < r2/a. 

Then, by (1), x0 - bx G D and x0 - b1 - ax + cv Hence 
d^x0 — b^j < r2/a so that, by (3), d(x0 — bx) < r2. Hence 

x0 - bx = a2 + b2 + c2; a2 G A, pß(Z?2) < r2 and pc(c2) < r3/a. 

Continuing by induction, we obtain sequences (an), (bn) and (cn) such 
that 

an G A> P Ä < V Pc(Cn) < rn+l/<* a n d 

*0 = an + (61 + * ' * + K) + Cn-

By (2) we have | |cj | —> 0. If (i) holds then there exists 

b= 2 &„ with pB(b) ^ ipB(fcn)<r 
n = l n = l 

and hence an—* a G A. Thus x0 G A + r£. If (ii) holds then a sub­
sequence am^> a E. A and therefore 2 ^ = 1 bn — b exists and p#(fo) < r. 

In case of (iii) we have an+1 - an = bn+1 + cn+1 - cn so that 

IK+i - an\\ = ßrn+i + y/a(rn+i + rJ> w h e r e Â Y a r e bounds on ß 
and C. Thus (an) is Cauchy so that an—» a G A and consequently 
fr = 2 ^ = 1 few exists with pB(b) < r. 

In making applications of the gauge lemma we shall adopt the con­
vention of writing A <—• °, B <—> °, etc. where we fill in the blanks 
with the names of the sets currently playing the roles of A, B, C, and D 
in the standard form in the gauge lemma given above. The meaning of 
d and d will follow accordingly. 

For the first application we are concerned with conditions under 
which the Minkowski functionals of a set B and its closure B coincide. 
We say the D-interior of B, denoted D-int(B), is nonempty if for some 
a > 0 

D H U C aB 

where U is the unit ball of E. 
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THEOREM 1.2. Let D be a closed convex cone and let B be a pre-
gauge set with ±B C D. If D-int(B~) ¥= 0 then D-int(B) ¥> 0 and 

VB = V(P) o n D-

PROOF. We apply the gauge lemma with 

A ~ { 0 } 

B — B 

C+-+U 

Then d, d and dc are the functional pB, p(B) and || ° || so that 

D H U <Z aB 

implies d = adc on D. Thus, using (4ii), the conclusion follows. 

It is convenient to say B is D-regular if pB — p(B) on D. This just 
amounts to the condition 

D H F = n P n (Aß)]. 
\ > i 

COROLLARY 1.3. Let A and D be closed convex cones and let B be a 
complete and bounded convex set containing 0. If ±A C D and 
+ B C D and D-int(A +B) ¥* 0 then A + B and Ar + sB are D-regular 
sets for all r, s > 0. 

PROOF. Since D n (7 C a(3~+ß) = A +aB for some ~sB) ¥* 0 for 
any r, s > 0. Since B is complete and bounded, A -\- B and Ar + sB are 
pre-gauge sets satisfying the hypothesis of Theorem 1.2. 

For A C E we define the polar, A° C £* by 

A° = (x* EE*:re(x, x*) ^ 1). 

If ß C E* then, unless otherwise specified, B° will always refer to the 
subset of E defined dually. 

We shall assume the various results of the polar calculus, noting in 
particular that for A closed and convex containing 0 that 

pA(x) = sup{re(x, x*) : x* G A°}. 

The right hand side defines the support function pAo at the point 
x E E. Dually 

PA = PA°-
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Also, if 0 : E—» F is a bounded linear map whose adjoint 0* : F*—• E* 
(given by (0x, y*) = (x, 0*y*)) then 

(0A)° = (0*)-HA°) and [0*(£)]° = fl-^B0). 

If 0 E A, a closed convex set, we denote 

A' = {x:pA(x)<l}. 

2. The Interpolation Problem. We turn now to the interpolation 
problem of the introduction. First take Y to be a weak* compact con­
vex balanced set in E* and let the restriction map 0 be given by 

0:E^Ao(Y); 0f(y) = (f,y). 

Define 

$ : Y - A 0 ( Î ) * ; <%)(g) = gjiy). 

Let N = U^LjnY. Since Y is convex and balanced, N is a (complex) 
subspace of E*. The standard identification of N and A0(Y)* is summa­
rized in the following. 

THEOREM 2.1. 

(1) <ï> is a complex homogeneous affine homeomorphism of Y with the 
unit ball A^Y)^ (weak* topologies), 

(2) $ extends to an isomorphism (also denoted O) of N onto A0(t)*, 
(3) 0 is a bounded one-to-one map with O - 1 = 0*, 
(4) the range 0E is dense in A0(Y). 

PROOF. The fact that <É> is affine and homogeneous, hence extending 
to N, is immediate from its definition. Since 

<flf, *y) = (f, y)i f G E, y G % 

<I> is one-to-one. 

If g G A0(Y) then 

llgll = sup{|g(i/)| : t / G Î } = sup{re(g, $ t , ) : j G Y} 

and hence the separation theorem yields O(Y) = A^Y)^. This com­
pletes (1) and (2); (3) is immediate from the duality relations (E, £*) and 
A0(î), A0(î)*. For (4), 

(0E)° = (0*)-i(O)={$(O)} = {O}. 

In view of Theorem 2.1 (4) it is clearly pertinent to determine when 
the map 0 takes E onto A0(Y) (has closed range in C(Y)). The open 
mapping theorem says that 0 is onto if and only if 0 takes bounded 
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neighborhoods of 0 to neighborhoods of 0. This is incorporated in the 
following list of equivalences. 

THEOREM 2.2. Let 6 : E-» F be a bounded linear map between Ba-
nach spaces with 6E dense in F. The following are equivalent: 

(i) 0 is onto (has closed range), 
(ii) Ft C 0(Er) (some r > 0), 

(iii) Ft C 0(ES) (all s > r), 
(iv) (0E) nFtC 0(ES) (s > r), 
(v) 6* has w* closed range N (spanned by Y — Ô*(F1*)), 

(vi) 6* has norm closed range N (spanned by Et* n N), 
(vii) N H Ex* C rt (some r > 0). 

PROOF, (ii) follows from (i) by the standard Baire Category argument. 
Then (ii) implies (iii) is the l /2 n argument of the Open Mapping Theo­
rem. Alternatively, the gauge lemma can be applied with 

D 4— F, A — {0}, B ^ 0(E1) (a pre-gauge), C ^ Fv 

Then (ii) says d ^ adc and (iii) follows from d = d. (iii) implies (iv) is 
trivial and (iv) implies, for a < ß < 1, 

Thus [5E"]! C 0ES (by (ii) implies (iii)) so that 

W = BE 
and (i) follows. 

That (v) implies (vi) is clear and (vi) implies (vii) follows from (i) im­
plies (iv) applied to the dual spaces. If (vii) holds then 

N H Ef = (rt) H Ex* 

is weak* compact so that N is weak* closed by the Krein-Smulyan The­
orem. Finally (vii) is equivalent to 

(ö*)-1^*) C rF^ 

which, by the polar calculus, is equivalent to (ii). 

COROLLARY 2.3. If 0 : E—+ F has closed range and A C 0E then 

WKÄ) = e-\Ä). 

PROOF. Let Z = OE and note that 

Â n Z z ÂTTz = n (A n z + 6E€) 
e>0 

by (iii) above. 
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In general if Y is weak* compact in E* and Y = cl-convbal(Y) then, 
by Theorem 2.2, E\Y is closed in C(Y) if and only if N = U~= 1 nt is 
weak* closed in E*. In this case we say Y is an interpolation set for E. 

Given a bounded closed convex neighborhood V of 0 in A0(Y) the in-
terpolation problem involving sets A, B G E and V C A0("?) is: 

(*) given g G A with g\Y G V find / G ß such that /]£ = g| j> 

In the sequel we shall speak of IP(*) for Y involving A, B and V. 
Let pB and p F be the Minkowski functional of B C E and 

V C A0(Y). We say the interpolation problem has approximate solutions 
if g G A and Pvig\Y) < f implies there is an / such that 

pB(f) < r and f\Y = g\Y. 

We say exacf solutions exist if g G A and py(g|y) = r implies there is 
an / such that 

pB(f) ^r and f\~ = g\Y. 

COROLLARY 2.4. Let Y be weak* compact in E* and Y = w* cl-
convbal(Y). The following are equivalent: 

(i) N = U*= 1 nY is iü*-cto5^, 
(ii) Y is an interpolation set, 

(iii) E|F is isomorphic to A0(Y) and for each closed convex bounded 
neighborhood V of 0 in A0(Y) there is a bounded convex 
neighborhood U of 0 in E such that the interpolation problem 
involving E, U and V has solutions. 

We note that N is weak* closed (equivalently, Y is an interpolation 
set) if and only if N = K°, where 

K = k e r 0 = {f(EE:f\Y= 0). 

The archetype upon which the abstract setting is modeled involves 
C(X), X compact Hausdorff, and Y a closed subset of X. Now 0 is the 
restriction map from C(X) to C(Y) and K — ker0. If U is the unit ball 
(uniform norm) of C(X) then (denoting 0U by U\Y), U\Y is the unit ball 
of C(Y) (by Urysohn's lemma). 

Also K° is isometrically equivalent to C(Y)* (the regular Borei mea­
sures on X with support in Y) and K° is the (algebraic) span of t — w* 
cl-convbal($Y); 0 : X—• C(X)* the evaluation map. 

Now let A be a closed cone in C(X) and consider the problem of 
finding, for g G A and | | g y ^ 1, / G A with f\Y = g\Y and |lf|| ^ 1. If 
we take Y = (7° fi K° then this translates directly to the interpolation 
problem involving A, U D A and V, where V is the unit ball of A0(Y). 
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Since 0 XV = K + U, this problem has exact solutions if and only if 

An(K + u)cAnu + K. 

Instead of taking U and V to be uniform balls we can let p : X —* K+ 
be a strictly positive lower-semi-continuous bounded function and let 

U={fGC(X):\f(x)\^P(*)}-

Thus, for example, if p = 1 on Y and p = a (a > 1) on X \ Y then the 
problem of finding, for g E A and uniform ||g|y|| ^ 1, a n / G A such 
that f\Y= g|y a n d (uniform) \\f\\ ta a, is the interpolation problem for 
Y = K° Pi (7°, involving A, U n A and U\Y. 

In fact, following Roth [20] we may take p:X x T-+ R+(T the unit 
circle in C) to be strictly positive, l.s.c. and bounded with 

U = {/ E C(X) : re ff(x) ^ p(x, *)}. 

We return to this in § 4. 
With the C(X) example in mind we take, for E a Banach space and 

K a closed subspace, 

Y = K° H V°: V a 0-neighborhood in E. 

Thus Y is an interpolation set for E and K° is isomorphic to A0(Y). 
If 0:E—>A0(Y) is the restriction map then let 

V = {/ E A0(Y) : re(f, y) ^ 1 for all y E Y); in other words, V is the 
polar of Y in the duality A0(Y), A0(î)* 

We take A to be a closed convex cone in E and B a closed bounded 
convex set containing 0 in E such that ±B C A. 

PROPOSITION 2.5. 

(1) V = (V\Y)~, 
(2) (0-1)(V) = K+V 

Consider IP(*) involving A, B and V: 
(3) approximate solutions exists if and only if 

A n (K + V) C B' + K, 

(4) exacf solutions exist if and only if 

A n (K + V)- C £ + X. 

PROOF. First, (0V)° = (tf*)"1^0) = (e*)-\V° n K°) = Y so (1) holds. 
Also, fl-^V) = (»*î)° = (K° H V°)° = K + V. 

Now (3), (4) follow from (1) and (2). 

In the future we shall refer to IP(*) or IP(*) for Y with the under-
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standing that we are in the above set-up: ? = K° D V° and IP(*) is the 
interpolation problem for Y involving sets A, B C E and 
V = ( % ) - C A0(t>. 

We next characterize the existence of approximate solutions in a 
fashion closely related to the closed-range conditions of Theorem 2.2. 

THEOREM 2.6. Let A be a closed cone in E and B a closed bounded 
convex subset of E containing 0 such that ±B C A. Then, in the set-up 
of Proposition 2.5, the following are equivalent and imply that A -\- K 
is closed: 

(i) The interpolation problem IP(*) has approximate solutions, 
(ii) A n (KTV) C F + X , 

(iii) (A_±K) H (K + V) C B + K, 
(iv) (A + K) H (K + V) C ß ' + K. 

Conversely, if A is a subspace and A + K is closed then the above hold 
for some B of the form U C\ A; U a O-neighborhood. 

PROOF. The equivalence of (i) and (ii) (and (iii) with (iv)) is a con­
sequence of the gauge lemma with 

D ~ A, A —^ K, B ~ B and C «-— V. 

For (ii) implies (iii) we note that if x E (A + K) D (K + V) then 

x = a + kt + i^ = /c2 + v + t;3; ül5 v3 small 

so that a G A (1 (K + V) C £ + K). Since vt is arbitrarily small, 
x G ß + K. The converse follows from the closed range theorem by 
taking the quotient map 

0:A^A/K. 

We assume that the conditions of Theorem 2.6 hold: 

(1) A H (K + V) C ß + K 

so that A + K is closed and approximate solutions to the interpolation 
problem exist: 

(1 / (A + K) n (JC + V)'C F + K. 

We now formulate a further condition in E that will yield the clo­
sure of B + K, thus providing exact solutions to the interpolation prob­
lem. 

THEOREM 2.7. Let condition (1) above hold (and hence (1)') and as­
sume further 
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B + K H (1 + r)B C B +rK D Wfor any r > 0, 

where W is a 0-neighborhood. Then B + K is closed and hence 

(2)' (A + K) H (K + V) C B + K. 

In particular the interpolation problem IP(*) /ias exact solutions. 

PROOF. Let D = A + K. In view of (1)', D is closed, ± £ C D, 
K C D and £ + K is D-regular. Hence, from Corollary 1.3 we have 
B + r K H Wis D-regular, so that (2) is equivalent to 

(3) B + K PI (1 + r)W C B + rK C\ W. 

We now apply the gauge lemma: 

A ~ £ , 

B *-+ K H W, 

D — ß + K. 

Thus (3) implies condition (3) of the gauge lemma (a = 1) and the oth­
er conditions are clearly met so that d = d on D. Hence, if x G B + K 
then x G B + rK C\ W for some r. Therefore x E (1 + c) 
(B + rK H W) for any c > 0 so that a\x) ^ r. The conclusion d(x) = r 
says x G £ + r'K H W (any / > r) so that x G £ + K. Hence £ + K is 
closed and, from (1)', 

(A + K) PI (K + V) C £ + K C £ + K, 

giving (2)7 and the exactness of solutions to the interpolation problem. 

An alternative approach to formulating conditions for abstract inter­
polation problems can be found in Roth [20]. In particular, a trans­
lation-invariance property of neighborhoods is used to assure exactness 
of solutions. 

As an example o the geometric content of condition (2) suppose that 
E — K© L where L is a closed subspace complementary to K. Take 

£ = [x — xt + Eg; x1 E Kv x2 E Lx}. 

Then if x E (£ -h K) D (1 + r)B we have 

x = b + k = (l + r)b\ fo, b' E £, k E K. 
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Then bv b{ G Kv b2, b2' G Lt and bt + k = (1 + r)fo/. Thus 

x = &! + * + b2 = V + * i ' + ^2 = V + ^2 + rbi G ß + r K r 

Hence 

(£ + £) H (1 + r)B C £ + rKv 

Thus, if we think of E as K X L and £ as the unit ball of the L00 

norm of this product then condition (2) becomes quite natural. In the 
following sections we are concerned with polar conditions, in which 
case, pursuing this example, E* = K* X L* has an L1 norm on B°. It 
will frequently happen that, although K is not complemented in E, K° 
is complemented (in the norm topology) in E*. This leads to the study 
of split sets and their generalizations, which we consider next. 

3. Decomposable Sets and Split Sets. Let S be a closed convex set 
containing 0 in the Banach space E. Let K be a closed subspace and let 
W be a neighborhood of 0 (not necessarily bounded) in E. The distance 
functional d(K, W), measuring distance from K via W, is just the Min­
kowski functional of K + W and we will denote it by dw, the K being 
understood throughout. Let ps be the Minkowski functional of S. 

DEFINITION. The set S is locally decomposable by K if there is a posi­
tively homogeneous map IT : S —> S fi K with the following properties: 

(1) 77 = 1 (the identity map) on S Pi K, 
(2) 1 - 77 : S — S, 
(3) ps — p1 + p2 where p1 — p8 o 7r and p2 = p s ° (1 — 77), and 
(4) p2 ^ dw on S for some neighborhood W of 0. 

Roughly speaking, S is decomposable by K if S is the convex hull of 
S H K and the portion of S some positive distance away from K. 

In fact, if S is bounded then the following proposition shows this to 
be precisely the case. 

PROPOSITION 3.1. If S is a closed and bounded convex set containing 0 
in E then S is locally decomposable by the closed subspace K if and 
only if each x G S is a convex combination of a point y G S H K and 
a point z G S with d^z) i^ 1. 

PROOF. Let T = {z G ; d^z) ^ 1} and let S be decomposable by K. 
Let pg(x) = 1 and write 

x = xt + %; xx = irx E S H K and x2 = (1 — 77)* G S. 

If p1(ac) = Psfai) = 0 then, since S is bounded, x — x2 and 
PÏ(X) = Pdx) = 1 = dw(*) so that x G T. Similarly, if p2(x) = 0 then 



INTERPOLATION IN BANACH SPACES 555 

x G S PI K. If 0 < plx); i = 1, 2, then 

x = p1(x)y + p2(x);s where 

y — xjp^x) G S H K, z = Xg/p ĵc) G S and 

«y*) = d^x2)/p2(x) = d^x)/p2(x) (since ^ G K) ^ 1. 

Conversely, if x = \y + (1 - X)z with ps(x) = 1, y G S H X and * G T 
then we define mx = At/ and extend TT to be positively homogeneous. 
Properties (l)-(4) are easily verified. 

We return to the interpolation problem IP(*) preceding Theorem 2.6 
and formulate the conditions for approximate and exact solutions in 
terms of the dual space E*. Let d{A°, Y) be the distance from A° via f. 

THEOREM 3.2. //, in the interpolation problem IP(*), the set B° is lo­
cally decomposable by K° under the map IT, with 

d{A°, Y) » 77 ^ 1 on B° 

then IP(*) possesses exact solutions. 

PROOF. The polars of the conditions (1) and (2) of Theorem 2.7 are 
(1)° B° H K° C A° + Î , 
(2)° (B + rK H W)° C cl-conv(£° H K°, s£°); 5 = 1/(1 + r). 

If B° is decomposable and d(A°, Î) ° 77 = 1 o n ß ° then, since 7r = 1 on 
£° H K°, (1)° is satisfied. 

Now pBo = P l + p2; P l = pß 0 « 77, p2 = pÄo ° (1 - TT) and p2 ^ d ^ 
where W is a neighborhood of 0 in E*. Without loss of generality we 
can replace W by a smaller O-neighborhood of the form W°, where W 
is a O-neighborhood in E. We show (2)° holds with this choice of W. 
The Minkowski functional, h, of (B + rK H W)° is the support func­
tional of B + rK H W and hence h — pB -\- rpKnw. But pß = pßD and 
p Ä f W = d^o, so if h is finite then so is pRO and 

& = PB° + r d r = Pi + P2 + rrfw° 

= Pi + P2 + *P2 = Pi + (1 + r)P2-

Thus if h(x) = 1 then x = x1 + x2; x1 — TTX, X2 — (1 — 7r)x and 

PB°(XI) + (* + rK°(*2) = L 

Hence x is in cl-conv(B° H K°, (1/(1 + r))B°). 

In Theorem 3.2 the closure of B + K in the conclusion required the 
closed range condition (1) in addition to the condition (2). We have 
seen that the local decomposability of B° by K° yields (2)° and hence 
(2). It is useful to have at hand a stronger decomposability property 
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that will assure that B + K is closed independent of condition (1). We 
first apply the gauge lemma in E to derive a condition for the closure 
of B + K. 

THEOREM 3.3. Let E be a Banach space with unit ball U, K a closed 
subspace and B a closed convex subset containing 0. If there exists a 0-
neighborhood W such that 

(*) (B + K)- n(B + rU) C (B + rW H K)~ for all r > 0 

then B + K is closed in E. 

PROOF. Apply the gauge lemma with 

Thus we conclude that d = ~d. But x G ( ß + K)~ implies, by (*), that 
a\x) — r for some r < oo. Hence d(x) < / for any / > r, so that 
s G B + r'W P l K C ß + K. 

DEFINITION. A closed convex set S containing 0 in E is decomposable 
by K if there exists a map 77 : E —• K such that 

(1) TT = 1 on K, 
(2) ps = px + p2 where ^ = p s ° TT and p2 = ps ° (1 - IT) and 
(3) pv ° (1 — 77) ä= dw on S for some neighborhood W of 0. 

COROLLARY 3.4. If B° is decomposable by K° in E* then B + K is 
closed in E. 

PROOF. We show that, for some 0-neighborhood W, 

(*)° (5 + r W n K)° C cl-conv(£° H K°, (B + rU)°) 

holds for all r > 0: let h be the Minkowski functional of 
(B + rW C) K)° where W° satisfies p ^ ° (1 - ir) ^ dWo and W° is 
weak* compact. Then 

h = PB° + rdw° = Pi + V2 + Tt/o ° (1 - w) 

= Pß° 0<^ + (Pß° + P̂f/o) ° (1 - W). 

The condition (*)° now follows as in Theorem 3.2 and hence, by tak­
ing polars, (*) holds. 

A particular instance of decomposability, which has received a great 
deal of attention in the literature, arises when the map m is a bounded 
linear projection. In this case sets that are decomposable by K under IT 
are called split sets. We note that in the definition of "decomposable", 
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property (1) is automatic and property (3) follows as well, since the lin­
earity of 77 gives 

Puo(l-^)^ßdu, 

where ß is a bound for 1 — IT. 
We assume now that E = K ® L with ir1 and TT2 the projections onto 

K, L respectively with 1 = IT1 + TT2. Then we say a closed convex set S 
containing 0 is split, or split by K, if 

Ps = Pi + P2 

where p i = ps° TT^ i = 1, 2. 

PROPOSITION 3.5. Le£ A, B fee closed convex subsets of K, L respective­
ly, each containing 0. If S = cl-conv(A, B) then 

(1) S = conv(A, B) + PA + Ps where 

P, = {a G A : p » = 0}, PB = (fc E B : pß(fr) = 0}, 

(2) Ps = P* ° "i + P* ° *2-

PROOF. Let xw —̂  x where xn G conv(A, B). Then 

fl„eA,6nGß and Xn + xxn ^ 1. 

Thus x1 — *nxx — lim Xnan and 

P > i ) = "m inf pA(Xnan) ^ lim inf Xn. 

By taking a subsequence we can assume Xn —• X, /xn —* /x; X + /x = 1 so 
that x = xt + x2 = X(x1/X) + xx(x2//x), where we mean 1 for 0/0. Hence 
(1) follows and therefore (2) as well. 

PROPOSITION 3.6. Let E — K © L and let S be a closed convex set 
containing 0. The following are equivalent: 

(i) S is decomposable by K under 771? 

(ii) S is split, 
(iii) S = cl-conv(S Pi K, S H L), 
(iv) S = cl-conv(771(S), 77-2(S)). 

PROOF. The equivalence of (i) and (ii) follows from the above com­
ments, and the property ps = px + p2 implies (iii). If (iii) holds then, 
since 7Ti is continuous, 7rt(S) C S D K and TT2(S) C S fi L. Hence equal­
ity holds and thus (iv) follows. Conversely, if (iv) holds IT^S) C S 
(i = 1, 2) so that (iii) holds. Finally, (iii) implies (ii) and (i) by the pre­
ceding proposition. 
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We are mainly interested in sets whose polars are split in the dual 
space. The linearity of the map TT allows us to conclude some stability 
properties of such sets under intersections. 

THEOREM (ANDO [4]) 3.7. Let K be a closed subspace of E such that 
E* = K° ® L where IT1 and IT2 are the bounded projections onto K°, L 
with 1 = 7T1 + 772. Let S, T be closed convex sets containing 0 in E such 
that S° and T° are split by K° under ITV Then S + K and T + K are 
closed in E. In addition, 

(1) If either S° or T° is bounded then (S H T)° is split so that 
S fi T + Kis closed. 

(2) / / ||*r2|| = 1 then (S H T + K)~ C S fi (T + eU) + K for any 
c > 0, where U is the unit ball of E. 

PROOF. The preceding proposition shows S + K and T + K are 
closed in E. Now 

(S fi T)° = weak* cl-conv(S°, T°). 

If S° or T° is bounded then 

(S PI T)° = cl-conv(S°, T°) (norm closure). 

But 7Ti[cl-conv(S°, T°)] = cl-conv^ (S°), ^(T0)); i = 1, 2. Hence, if S° 
or T° is bounded, 

(S H T)° = cl-COnv(771(S°), 77^7°), 7r2(S°), 7T2(T°)) 

= cl-conv(7T1((S n T)°), 772((S PI T)°)). 

For (2) we let Kc = S H (T -h eU) with ft€ the Minkowski functional of 
(Äe)°, Te = T + eU with g£ the functional of (T€)° and R = cl-conv(S°, 
T°) (norm closure) with functional h. We show the polar of 

(S Pi T + K)- PI (fl€ + rCT) C (K€ + rU n K)-

holds, so that the conclusion follows from the gauge lemma with 

A ~ K € , B — 17 H K, C — [7, D«->(S H T + K)". 

Thus we want 

(ßc + rU PI K)° C cl-conv[X° D (S fl T)°, (ß£ + rt7)°]. 

First g€ = p^o -h cpt/o è pTo ° TT! -h (pTo + cptfo) ° 7T2 (since ||7r2|| = 1) so 
that T€° C cl-conv[T° H K°, (Te)° H L]. Now 
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(Äc)° = cl-conv[S°, T€°] (norm closure) 

= ci-conv[s° n K°, s° n L, r° n K°, re° n L] 

= cl-conv[R n K°, R€° H L] 

so that h€ è h° TT1 + he° TT2. Hence 

h€ + rJ^o ^ /l ° 77-1 + ht °772 + ^ [ /o ° 7T2 

= ft ° 77! + (h€ + rpt/o) ° 7T2, 

completing the proof. 

4. The C(X) Case. In this section we consider interpolation problems 
beginning with a compact Hausdorff space X and a closed subset Y. 
We consider a closed subspace A C C(X) such that 1 E A and A sepa­
rates points of X. Let K = {/ G C(X) : / ^ 0 on Y}. Then 
C(X)* ^ ^ ( X ) , the space of regular Borei measures on X, and 
K° = {/x E ^ ( x ) : suppju C Y) ss C(Y)*. Clearly K° is the range of the 
projection TT, 77fi = /jt|y, and hence we have C(X)* = K° ® L; 
L={/i:|/x|(Y) = 0}. In many of the standard results the central idea 
involves the splittability of certain sets by the projection IT. 

To obtain results concerning "dominated" interpolation we deal with 
a fairly general gauge on C(X). Following Roth [20] we let, for T the 
unit circle in C, 

p:XxT-^R+ 

be a strictly positive, bounded, lower-semi-continuous function and 

17 = {/ E C(X) : re tf(x) ^ p(x, t); (x, t) GXxT}. 

Then the Minkowski functional of U will be denoted by 

|[f||p = sup{re tf(x)/p(x, t) : (x, t) E X X T). 

We shall also use || • || to denote the Minkowski functional of U° in 
C(X)*. 

Note that || • || is sub-additive and positive homogeneous but not 
necessarily absolutely homogeneous and hence is not precisely a norm 
for C(X) in the usual sense. If p = 1 then, of course, || • ||p is the uni­
form norm. 

Let <j> : X X T-* C(X)* be given by <f>(x, t)(f) = re tf(x)/p(x, t). 

PROPOSITION (ROTH) 4.1. 

(1) U is a 0-neighborhood in C(X) and U° = w* cl-conv <j>(X X T). 
(2) If h is a bounded Borei function such that ||h||p = 1 then 

hŒU°° C C(X)**. 
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(3) U° is split in C(X)*by K°. 
(4) t 7 | r = { g e C ( Y ) : | | g | | p S l } . 

PROOF. (1) follows from the definition of p and the separation theo­
rem. For (2), let /A E U° be given and e > 0. By Lusin's Theorem there 
is a g E C(X) and F compact in X such that 

g| , = h\F, \ß\(X\F) < e/M; M = 2||hL and \\g\\x S \\h\\x. 

For each x E X\F choose, by Urysohn's Lemma, \px E C(X) such that 

O ^ ^ ^ l ^ - l o n F and ^(x) = 0. 

Let V̂  = {(*', t) : re%(x')g(x') < p(x', f) + c}. Then Vx is a neighbor­
hood of F U {x} and hence X is covered by Vx, • •-, Vx . Let 
^ = ^ i A * ' * A ^ a n d / = fc Then either 

re tf(x) ^ 0 < p(x, t) 

or 
0 ^ re f/(x) = ^(x)re tg(x) ^ ^ /x)re *g(x) < p(x, t) + c. 

Hence / E (1 + e)U and 

re/x(fc) = re/i(/) + re J ^ , C» ~ f) ^ ^ (1 + c) + c. 

Thus h E [7°°. For (3) let TT^ — TTIX = JU|F and 772jii = ju.| jxr Choose 
^ E C7 (i = 1, 2) such that re (/,, 77iM) ^ ||w./i||p - c. Let h = 
/ i X y + /2X(jr\F)- T h e n b y (2), 

||/i||p ^ reft M) ^ IITT^L + HMIp ~ 2c. 

For (4), let V = (g E C(Y) : ||g||p ^ 1}. Clearly U|y C V and hence (for 
0 the restriction map) V° C (0(7)° = (fl*)"1^0 H K°). Conversely, if 
li E [7° fi K° and g E V, then extend g to ft = 0 on X \ Y . By (2), 

re j Y gdfi = re j x hdii ^ 1 

so that /x E V°. Hence V = of/. But Theorem 3.7, together with (3), 
shows U + K is closed and hence V = #[/. 

Now we focus on the interpolation problem IP(**) involving A and 
A PI (7: 

¥¥V x § i v e n g e A with Hglyll ^ 1 find / E A 
IP(**) 

such that ü y = g | y and |l/1|p ë l . 
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Let q:C{X)*-^C(X)*/A° ^ A* be the quotient map. Then take 
X = q(U°), Y = q(U° H K°) and K = q(K°). Thus 

X = cl-conv q ° <f>(X X T) (q ° <j> is "gauge" evaluation in 

A*), 

Y = cl-conv q ° <j>( y x r), a n d 

00 

k = u^Y. 

Finally, let 

V = {g G Ao(î) : refe y) ^ 1 for ail y G Y) 

(the polar in A0(î) of Y). 

Clearly IP(**) is just an equivalent reformulation of IP(*) involving A, 
A H U and V = U\Y C A0((7° H K°). We define Y to be an inter­
polation set for A Pi C7 if IP(**) has approximate solutions, or equiva-
lently, if IP(*) involving A, A D U, V has approximate solutions. 

We say Y is an exact interpolation set for A n U if IP(*) (or (**)) has 
exact solutions. 

THEOREM 4.2. THe following are equivalent: 
(1) Y is an interpolation set for A H U, 
(2) Y = X H K; Y is an interpolation set in A* for A and IP(*) in­

volving A, A fi U and V has approximate solutions, 
(3) H/1 + A° H K°||p - H/i + A X / ^ *H M e K°, 
(3)' H^m + A° PI K°||p ^ ||-ir2m||p for aH m e A°. 
These conditions imply the following equivalent conditions: 
(4) A + K is closed in E, 
(5) A° -f K° is weak* closed in E*, 
(6) k is weak* closed in A*. 

Conversely, if (4), (5), or (6) hold then (1), (2) and (3) ZioJd for U defined 
by the function p, 

( *\ fl for x 
L r for x 

E Y 
G X \ Y for some 1 ^ r < oo. 

PROOF. From Theorem 2.6, (1) is equivalent to 

(A + K)n (U + K) = A H U + X, 

which, by polars, is equivalent to 
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(l)' K° n (A° + u°) = K° n A° + K° n u°, 

which, by applying q, is equivalent to 

(2) Y = x n k. 
This in turn, by polars in A, A*, is equivalent (Theorem 2.6 again) to 
the second statement in (2). Statement (3) is just a reformulation of (1)' 
using || • || to denote plJ0. The equivalence of (3) and (3)' is a con­
sequence of U° being split by K°. 

Theorem 2.6 again shows that (4) follows from (1) and that con­
versely (4) implies (1) for the appropriate choice of p. Thus (4) is equiv­
alent to 

X H k C rY for some r ^ 1. 

But this is equivalent to (6) (by Theorem 2.2) which implies (5). Finally 
(5) implies (A° -f K°) D U° is weak* compact and hence K H X is 
weak* compact so that (6) holds by the Krein-Smulyan Theorem. 

W e say Y is a full interpolation set for AD U if Y is an interpolation 
set for A H U and A\Y = C(Y). 

COROLLARY 4.3. The following are equivalent: 
(1) Y is a full interpolation set for A D U, 
(2) A + K = C(X), 
(3) A° Pi K° = {0} and A° + K° is weak* closed in C(X)*, 

(4) H^mll ^ || — 7T2
mllp for all m £ A° . 

PROOF. (1) holds if and only if A 0 ( î ) s (C(Y), U\Y). But 
A0(Y)* = C(Y)*/(A° H K°) so the result follows. 

If the unit ball X is decomposable by Y then Theorem 3.2 yields 
exact solutions to the interpolation problem. We note below some mea­
sure-theoretic conditions that insure the decomposability of X by t. 

Decomposability also enters into formulation of sufficient conditions 
for Y to be a generalized peak set of X. (We say Y is a generalized 
peak set of X with respect to A if for each neighborhood V D Y there 
is an fv G A such that H/J^ = 1 = /(Y) and |/| < 1 on X \ V.) As in [6] 
the cone Pß is defined by 

P0={fGA:ref^ßo\f]};O<ßo<l 

and the dual cone is denoted 

Pa* = {x<EA*: re(f, x) ^ 0 for all / G Pß}. 

Suppose that in the definition of <<decomposable,,
5 the neighborhood 
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W in A* is of the form 

W = {x G A* : re(x, h) ^ 1} for some h E (K)° in A**. 

Then condition (3) of "decomposable" becomes 

PZ o (1 — IT) ^ re h on Pa*. 

In this event we say Pa* is positively decomposable by K. This is the 
concept of decomposability of cones in [6] where it is shown that if Pa* 
is (positively) decomposable by K then Y is a generalized peak set. 

To convert split set conditions in C(X)* to decomposability in A* we 
apply the quotient map 

</:C(X)*-*C(X)*/A° ^ A * . 

Assume now we have a Banach space E with closed subspaces A, K 
such that 

(a) E* = X° © L with corresponding projections *nx and 772, 
(b) (7 is a O-neighborhood in E with (7° split in E*. Denote the Min­

kowski functional of U, U° by || • ||p and take U such that 
|| f ||p = || — y||p to avoid technical complications in using the triangle 
inequality. 

(c) q : E*—* E*/A° ^ A* is the quotient map. 
Let 

X = q(U°), Y = q(U° H K°) and K = q(K°) = <?>. 

LEMMA 4.4. I / f i e E * satisfies ||/x||p = ||/x + A°||p tfien 

IMIp = IKiM + A 1 P ; i = 1, 2. 

PROOF. If m G A° and ||/x||p = ||ju + A°||p then (for i = 1) 

IKiM + m||p = IK/i + m) - 772fi||p ^ ll/x + m||p - ||*r2/i||p 

^ blip - IIMIp = IKiMlIp-

Thus H^/i + A°||p = ll^/iUp and of course the case i = 2 is the same. 

THEOREM 4.5. Let B be a closed convex set containing 0 in E such 
that 

(a) B° is split in E*, 
(b) B° + A° is weak* do5ed in E*, 
(c) tfiere is an a ^ 1 such that for all j ^GB° and ||/x||p = ||/x + A°||p, 

then ||w2/ji||p ^ «ll^/1 + 7r2^°llp- Then B = q(B°) is a weak* closed set 
in A* decomposable by K. 

PROOF. We have È is weak* closed by (b). If p(Ê) is the Minkowski 
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functional of Ê in A* then p(B) ° q — p(B° + A°), the Minkowski func­
tional of A° + B° in E*. Given x G Ê choose juGß° such that qp = x 
and (since B° + A° is closed) 

p(B)x = p(B° + A > = p ( B > . 

Letjn = 7TJJU + ff2/iSO thatp(B°)jtt = p(B°)'7r1fi + p(B°)ir2fi and define Wj = 
q("nxli), TT2 — 1 — 7TV Clearly Wj can be chosen to be positive homo­
geneous and we have 

p(B)V + p{È)>n2x = p(ß° + A°)TTI(I + p(B° + A> 2 J u 

ê P(B°KM + P(B°KM 

= p(B°)n = p(B° + A > = p(Ê)x. 

Thus it remains to show p(X)7r2x ^ d^(x) where we take W = (l/a)X. 
Then 

P(X)TT2X = p(U° + A> 2 /x = |K2/x + A°||p = IMIp 

and 

d^x) = p((l/a)l/° + K° + A°)/x = p((l/a)<n2U° + WgA0)*^ 

= a||772/x + ^ X -

For the following refinement we take N to be a closed convex cone 
in A and consider measure theoretic conditions for exact solutions to 
the interpolation problem IP(**) involving A and N H U. 

THEOREM 4.6. Let /x E N° imply that n^ G A°. Then 
(1) N° is split in C(X)*, 
(2) N + X is split by Y under the projections m{ defined by 

*i ° 9 = 9 ° *i(i = h 2), 
(3) for each a0, 0 < a0 < 1, the cone Pa* is positively split by K, 
(4) the set Y is a generalized peak set for which IP(**) involving A 

and N H U has exact solutions for each choice of U in C(X) such that 
U° is split in C(X)*. 

PROOF. Since I V c A , A° C N°. Thus the condition implies that TTJ/A 

and 7r2/x — \i — ir^ belong to iV° so that N° = 7r1iV° + TT2N° and hence 
is split. 

Furthermore, p G A° implies 7̂ /x E A° so that q oiri = 0 on A°. 
Hence 9r{ (i — 1, 2) is well-defined with mx SL projection onto K. Thus 
U° + N° split in C(X)* implies X + N split in A* and 
(X + ft) fi K = Y follows from the corresponding relation in C(X)*. 
The exactness of solutions to the interpolation problem A\Y, N H U now 
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follows. 
Since the cone Pa* is positively split by K° (see [6]) the property is 

preserved under q so that Pa* is positively split by K. Thus [6] shows Y 
is a generalized peak set. 

COROLLARY 4.7. Let /i G AT imply ir^ — 0. Then Y is a generalized 
peak set and an exact full interpolation set for N D U. 

The following weaker properties allow us to conclude the decompo­
sabihty of the appropriate sets in A* and in consequence, conclusions 
similar to Theorem 4.6. 

(a) H^m + A° H K°||p ^ h2
m\\p f o r a11 m G A°> 

(b) H^m + A°||p ^ s||7T2m||p(0 ^s < 1) for all m G A°, 
(c) H^m + A° H K°||p ^ s||7T2m||p(0 ^ * < 1) for all m G A°, 
(d) |m(Y)| ^ »|K2m||p(0 ^ 5 < 1) for all m G A°. 
We note that (c) implies both (a) and (b). Also (b) implies (d) since 

m(Y) = 77^(1) = (i^ro + n)(l) for all n G A°. 

THEOREM 4.8. If properties (a) and (b) hold then X is decomposable 
by ¥ in A*, and Y is an exact interpolation set for AD U. If P = 1 on 
X X T and = 1 on Y X T then the A-convex hull of Y is a generalized 
peak set. 

PROOF. If (a) holds then X H K = t and we use Theorem 4.5 with 
B = U to show X is decomposable at t. Consider JU G C(X)* with 

IMI, = ¥ + A°||p. Then | | ^ | | p = | | v # + A°||p. 

Given any m G A°, choose n G A° such that H^ra + n||p ^ $IK2mllp-
Then 

S||9T2/Ì + ^2m\\p = Sh2m\\p - *IK2/*IU = IKim 

+ nllp - *KHIP 

= ||(m - 772m) + n||p - S||7T2/A||P 

= 11(̂ 2/* + m + n ) - (772m + W2M)||p - «IKzMlIp 

^ ||7T2/A -h m + n||p - ||7T2m + 772/x||p - «||w2/i||p 

= (1 - *)lk2/i|lp - llW2m + Mlp -

Therefore, 

|K2Ja||p g [(1 + s)/(l - S)]|K2ja + 7T2m||p. 

Thus Theorem 4.5 yields the decomposabihty of X by t. Property (d) is 
shown in [6] to establish the positive decomposabihty of Pa* at K for 
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some a0 and the remaining conclusions follow. 

In the event A is an algebra (a subspace closed under pointwise mul­
tiplication of functions) in C(X) things coalesce very nicely. 

THEOREM 4.9. Let A be an algebra in C(X). Then the following are 
equivalent: 

(a) Y is a generalized peak set, 
(b) TT-L/X E A° for all /i E A°, 

(c) X is split by Y and Pa* is positively split by K for each a0, 
0 < a0 < 1, 

(d) Y is a generalized peak set and an exact interpolation set for each 
A H U such that U° is split in C(X)*, 

(e) X is decomposable by Y and Pa* is positively decomposable by K 
for some a0, 0 < a0 < 1. 

PROOF. Let (a) hold and let /x E A°. We show fxë>d(iT,iJL) 
— SYS^I* = 0 for any g E A. Given e > 0, take any neighborhood V of 
Y such that |/i|(C7\Y) < € a n d / E A such that 

(uniform \\f\\ = 1 = /(Y). 

By replacing / with f* for n sufficiently large, we can assume |/| < e on 
X\V. Then 

X g*= X gf*= X gf*- Xxrgf* 

Thus 

X grfM = Lu W\M+ LY\^AIA W\Y 

Migli IH + llgll H(u\Y). 
Then (b) implies (c) and (c) implies (d) follow from Theorem 4.6 and 
clearly imply (e). But (e) implies (a) by Theorem 4.8. 

COROLLARY 4.10. Let A be an algebra in C(X). The following are 
equivalent-. 

(a) 77, /x = 0 for all \i E A°, 
(b) Y is a generalized peak set and a full exact interpolation set for 

each A (I U such that U° is split in C(X)*. 

The development of the results in this section essentially reverses the 
history of the subject. The first results, due to Rudin [21], Carleson [12] 
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consist of Corollary 4.10 in the case A is the disk algebra as a subspace 
of C(T), T the circle in C. There, condition (a) is shown to hold if and 
only if Y is a subset of T with Lebesgue measure zero, a consequence 
of the F. and M. Riesz Theorem [18, 22]. 

The fact that approximate solutions can in some instances be made 
exact is shown here to be a consequence of decomposability in A* and 
thus relies on the iteration process in the gauge lemma. This technique 
appears in Bishop [9], Glicksberg [16], and Gamelin [15]. The measure 
theoretic characterization (b) if and only if (a) for generalized peak sets 
in Theorem 4.9 was proved in [16]. The equivalence of (a) and (c) in 
Theorem 4.9 was shown in a somewhat different form by Ellis [13] and, 
in the case of peak points, Asimow [5]. 

The use of property (c) (preceding Theorem 4.8) is due to Gamelin 
[15] where the number s is called the extension constant. 

The same property (c) appears in a general study of split sets in 
Ando [4], where results are also related to simultaneous linear inter­
polation. Results related to Theorem 4.6 have been formualted quite ex­
tensively. The measure condition there can be restricted to boundary 
measures for A and Roth [20] shows that results of Alfsen-Hirsberg [2], 
Björk [10] and, in the real case, Andersen [3] follow from the observa­
tion that the quotient map q preserves the projections in C(X)*. A con­
verse of Theorem 4.6 is also valid (see [20] for example). 

Finally, the general criteria (3) and (3)' of Theorem 4.2 for inter­
polation sets can be found in Glicksberg [16]. 
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