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THE DIRICHLET PROBLEM FOR THE 
MULTIDIMENSIONAL MONGE-AMPÈRE EQUATION 

JEFFREY RAUCH* AND B. A. TAYLOR* 

1. Introduction. In this paper we study the n-dimensional version 
of the Monge-Ampere operator Mu = unu22 ~~ u\2 where %, = 
dhildXidXj. The analogue arises from observing that if H(u) is the 
Hessian matrix of u then Mu = det H(u). The main goal is to prove 
a comparison theorem for nonconvex solutions of the Dirichlet prob­
lem for M. In the process we will give a self-contained exposition of 
the Dirichlet problem for M in the class of convex u. 

Our interest in this problem has two sources. First, the existence 
of convex solutions to the Dirichlet problem for the real Monge-
Ampère equation can be used to solve certain Dirichlet problems for 
plurisubharmonic functions (see [3] ). Second, in the study of the 
buckling of thin elastic shells a Dirichlet problem for the 2 dimen­
sional Monge-Ampère equation Mu = 0 arises. What is needed in 
the latter case is a uniqueness theorem and the difficulty is that u is 
not necessarily convex. Roughly speaking, for a thin shell under 
stress there are two obvious solutions, the unbuckled solution and the 
solution which minimizes potential energy. Using the uniqueness 
theorem and an "index" argument Rabinowitz [9] is able to show 
that there is at least one more solution. The uniqueness theorem is 
a consequence of the following comparison result for possibly non-
convex u. If O C Rn is a bounded open set v G C(fì) is convex on 
fl,«E W ^ f ì ) and Mu a Mv o n f l , u è u o n dil then u ^ v. Note 
that since the second derivatives of u are in Ln(fì), Mu E L^fì) and 
for any convex v, Mv makes sense as a measure on ft as we will show 
in § 2.3. This comparison theorem is our main result. 

To prove the comparison theorem we need some continuity 
properties of the operator, M, and an existence theorem for the 
Dirichlet problem. There is a large and rich Russian literature on 
this problem (see for example [1, 2, 6, 7, 8] but we were unable to 
extract precisely the information needed. In this paper we offer a 
self contained and independent solution to the Dirichlet problem 
which creates a link between the geometric approach of the Russian 
school and the more traditional analytic methods of partial differential 
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equations. In particular, we prove that if fi is a bounded strictly 
convex subset of Rn then for any nonnegative / £ L1(fl) and con­
tinuous g : dft—» Rn there is a unique convex fonction u such that 

(1.1) det H(u) = / i n ft, and 

(1.2) u = g on dft. 

More general boundary value problems could be treated, for example 
det H(u) = f(x, u, ux) but we have chosen to follow the straightest 
path to the comparison theorem. 

The equation (1.1) is not elliptic unless / > 0 and, in general, the 
solutions will not be differentiable even i f / and g are real analytic. 
Thus the notion of solution must be taken in a generalized sense. To 
make matters worse the operator Mu = det H(u) is not in divergence 
form so the usual method of defining weak solutions using integration 
by parts is not available. We will discuss two equivalent notions of 
generalized solution. For the first we follow the approach of Alexan-
drov (see.e.g., [7] ) and rely on a geometrical interpretation. 

If u G C°°(ft), we can consider the surface S C Rn X R which lies 
over ft and is given by the equation z = u(x) in Rn X R. The sphere 
map y : X —> Sn from 2 to the lower hemisphere maps p £ S to the 
downward point unit normal at p. Analytically the map is given by 

{x u(x))^ ( g r a d u ( * ) , - l ) 

The scalar curvature, K, is the Jacobian determinant of this map. For 
example, when n = 2 

^11^22 w 1 2 
K = 

(1 + UX
2 + l/2

2)3'2 

In general, the equation Mu = 0 is equivalent to the vanishing of 
the scalar curvature. Thus the solution of the Dirichlet problem (1.1, 
1.2) when / = 0 asserts that for any continuous curve, T, with simple 
projection on 5ft there is a unique convex surface with vanishing 
scalar curvature which passes through T. This result is the basic build­
ing block in the solution of the more general problem. Fortunately, 
the scalar curvature can be studied geometrically even when u is not 
smooth. 

Our second point of view following Chern, Levine, and Nirenberg 
[5] is the conventional analytic technique of approximation by 
smooth functions. In § 3 we show that this approach agrees with the 
geometrical method and prove the relevant continuity properties of 
M. In § 4 these tools are used to show that, somewhat surprisingly, 
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the general Dirichlet problem (1.1, 1.2) can be reduced to the case 
/ = 0. The idea is to observe that cones solve certain Dirichlet prob­
lems when / is a delta function and then to approximate the measure 
fdx by finite linear combinations of delta functions. Finally, in §5 
the basic comparison theorem for u G W2>n is proved. 

2. Geometric approach and the Dirichlet problem for the equation 
of zero curvature. For smooth surfaces X, the total curvature of a sub­
set a C X is defined as the integral of K over <r; or equivalently, as the 
area, counting multiplicity, of the spherical image^ of a. If X is de­
fined by a function u continuous and convex on il, we can define a 
generalization of the sphere map. In this case, the set X = {(x, z) : 
x G lì, z ^ u(x)} is a closed convex set in Rn+1, and a vector (CO,T) 
G Sn is called a supporting direction at (x0, U(X0)) G 2 if the plane 
(x — x0) - a) + T(Z — u(x0)) = 0 is a supporting hyperplane to X at 
(x0, u(xo))> This is equivalent to the inequality u(x) è u(x0) — 
(1/T) [ (x — x0) • co] for all x G fi. If u is also differentiable at x0 G il 
then (co,r) = (gradu(x0), —1)/(1 + |gradtt(xo)|2)1/2 is the unique sup­
porting direction at (x0, u(x0)). For nonsmooth convex surfaces, the 
supporting directions generalize the notion of unit normal. Following 
Alexandrov [ 1] , given a compact set E C il, the spherical image of E 
is defined as the set of all supporting directions to points (x, u(x)) for 
x G E. This spherical image is denoted y(E). The next proposition is 
a simple consequence of the continuity of u and the inequality char­
acterization of supporting directions. 

PROPOSITION 2.1. If Ed His compact, then y(E) C Sn is a compact 
subset ofSn. 

DEFINITION 2.2. For a compact subset E C il, the total curvature, 
K(E), of E is defined as m(y(E)), where m is the surface measure on 
Sn. The total curvature of the convex surface X over il is defined as 
sup K(E), where the supremum is over all compact subsets of il. 

As pointed out earlier, if u is differentiable at x0 G il, the unique 
supporting direction at (x0, u(x0)) is the normal vector (gradw(x0), 
—1)/(1 + | gradw(x0)|2)1/2. It is clear that we can also find gradw 
from the supporting vector. This is important for us and we formalize 
the map asn- : Sn-> Rn by 

(CD, r ) — > û> 
T 

The map IT is, of course, stereographic projection of the lower hemi­
sphere onto Rn. For E G il the gradient image, <o(E), is defined as 
7r(y(E)). A vector a G Rn is then in the gradient image of x0 if and 
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only if u(x) è u(x0) + a • (x — x0), x G fi. The simplicity of this con­
dition allows us to work effectively with the gradient image. We 
have the elementary 

PROPOSITION 2.3. If X is a convex surface over fl then the gradient 
image a>(E) of a compact subset E of il is a compact subset o/Rn and 

meas(co(£)) ^ m(y(£)) = K(E) . 

To illustrate the utility of the gradient image, we prove the following 
classical fact. 

PROPOSITION 2.4. If u is a convex function on fl and Y is a compact 
subset of (I, then u is uniformly Lipschitz continuous on T. 

PROOF. Let R = sup{|a| : a G w(r)}. We show that \u(x{) — 
u(x2)\ = R\xx — x2| Jbr x1? x2 G T. For the proof, notice that if 
a G CÜ(XX), then u(x) ^ u(xx) + a • (x — xx)y x G fl, so that with 
x = x2 we have 

u(xx) - u(x2) = (*i - x2) • a ^ R\xx - x2|. 

A lower bound for the difference is obtained by considering a in the 
gradient image of x2 G I\ 

In particular, by a classical Theorem of Rademacher [10], u is 
differentiate at almost all points of fl. 

A basic ingredient in our proof is the following fundamental theorem 
of Aleksandrov ( [ 1], p. 190). 

THEOREM 2.5 [ALEKSANDROV] . The set of points a £ R " which 
belong to the gradient image of more than one point of fi has Lebesgue 
measure zero. 

PROOF. We use the convex function conjugate to u, u* : R n -» R 
defined by 

(2.1) u*(a) = sup{x • a — u(x) : x G fl}. 

The function u* is a locally bounded convex function on Rn. 
Therefore, u* is differentiate at almost all points a G Rn. We will 
show that if a belongs to the gradient image of two points x0, xx G fl, 
then u* is not differentiate at a. 

First, we note that if a G co({x0}), then u*(a) = x0 • a — u(x0), 
since x • a — u(x) = [(x — x0) • a + u(x0) — u(x)] + constant and for 
a G Û)({X0}), the expression in brackets is nonpositive and vanishes 
at x = x0. Therefore, the supremum of the right hand side of (2.1) is 
attained at x = x0, as asserted. Therefore, if SL(y) = x0 • y — u(x0), we 
have u*(y) = Z(y) with equality at y = a. Thus, if u* is differentiate 
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at a, we must have grad u*(a) = x0. Thus, if a is also in the gradient 
image of xY ^ x0, we would also find grad u*(a) — xl9 so u* cannot 
be differentiate at a. 

REMARK. The converse of the assertion is nearly true. Modulo 
some difficulties involving points x G dft, if u* is not differ entiable at 
a then the graph of u* must have two supporting planes at (a, u*(a)). 
If XQ J£ XX are the direction vectors of these hyperplanes then a is the 
direction vector of a hyperplane supporting the graph of u at both 
x0 and X\. In this manner one can prove that the null set of Aleksan-
drov's theorem is a Borei set. 

With the aid of Alexandrov's theorem it is easy to show that {£ C 
ft | <*>(£) is Lebesgue measurable} is a a-algebra. The main problem is 
complements where we use the identity 

a>(ft\E) = [<o(0)\ai(E)] U [o(ft \E) H <o(E)]. 

By Alexandrov's theorem the intersection in brackets is a null set. 
Since all compact sets are in this <7-algebra it must contain all Borei 
sets in ft. In addition the map which sends a Borei set E C ft to the 
Lebesgue measure of o>(£) defines a measure. To prove the countable 
additivity observe that if {E*} is a disjoint sequence of Borei sets in ft 
then for ij^j <*>(Ei) Ci co(Ej) is a subset of the null set in Aleksandrov's 
theorem so 

]jT meas(ct>(£i)) i£ meas o>(UEi) 

â 51 m e a s <w(E«) — 51 m e a s w(£i) H <o(Ej) 

è 51 *ne&s w(£i). 

DEFINITION 2.6. The Monge-Ampère measure, Mu, of a convex 
function u on ft is defined by 

Mu (£) = Lebesgue measure of o>(£) 

for any Borei set £ C ft. 

If M G C2(ft), Û>(£) = {gradw(x) \x G £ } and Mu = det {uXiXj}dxl 

dx2 ' ' ' dxn. From Definition 2.2 we see that Mu = 0 if and only if the 
total curvature of X = {(%> u(x)) \x Œ £1} is zero. In this case we say 
that X has zero scalar curvature. For later use we prove the following 
comparison theorem for total curvature which is an immediate conse­
quence of the geometric definition. 



350 J. RAUCH AND B. A. TAYLOR 

PROPOSITION 2.7. Let il be a bounded open set in Rn and u, v 
functions continuous on ft and convex on (I. If u = v on dii and 
u^ v in ft, then the gradient image of ft under u is a subset of the 
gradient image of il under v. 

PROOF. If y (ft, w), y(ft, v) are the spherical images of ft under u and 
v respectively then it suffices to prove that y (ft, u) C y (ft, v). If 
(cu, T) G y(ft, u) is normal to a support plane P at (oc0, u(x0)) then it is 
geometrically obvious that the plane P can be lowered so as to be a 
support plane to 2(t>). To be precise if 

a = sup(T(2 - u(x0)) + co • (x - x0) - v(x)) ^ 0, 
xGCi 

then the plane P — (0,0, • • -, a) is a support plane to S(Ü) at some point 
(x, t>(x)) with x G ft. It is clear that this recipe yields a support plane 
at some (x, v(x)); all that needs to be shown is that x G ft. If a > 0 
then the plane P — (0,0, • • -,a) passes below the boundary curve 
{(*, !*(*)) | x G 5ft} of both 2(w) and X(v) so it must be tangent to 
X(v) at an interior point. If a = 0 then P supports X(v) at (x0, ü(ac0)) 
so in either case we are done. 

With these preliminaries we proceed to solve the Dirichlet problem 
Mu = 0 in ft and u = g on aft. Proposition 2.7 suggests that a reason­
able candidate for a solution is the largest convex function which is 
equal to g on dft. The domain ft is strictly convex iff for any xu x2 G 
ft the open line segment connecting xx and x2 lies in the interior of ft. 

THEOREM 2.8. If ft C Rn is bounded and strictly convex and 
g : dft—» R is continuous, then there is a unique convex U G C(ft) 
such that MU = 0 in ft and U = g on 8 ft. The solution, U, is the 
largest convex function in C(ft) which is less than or equal to g on 
aft. 

Geometrically, the graph of the solution U is the lower boundary of 
the convex hull of the set of points {(x, g(x)) \ x G oil}. 

EXISTENCE PROOF. A function a : Rn—» R is called affine if there 
are real constants c0, c l5 * • *, cn such that 

a(xi9 • • -, xn) = c0 + Cixx + • • • + cnxn. 

Let 9- = {a | a is affine and û ^ g o n aft}. Since g is bounded below 
on dft the family ^ is nonempty. If 

(2.2) U(x)= sup{u(x) |u G ^ } , 
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then U is automatically convex and (7 § g on dfì. We show (in this 
order) that U = g on dfì, U G C(fì) and MV = 0. 

To show that [/(£) = g(£) for f G dfì it is no loss of generality to 
assume that f = 0, that â  = 0 is a supporting hyperplane to fì at 0, 
and that Ä^ > 0 for all x = (xl9 • • -, xn) G fì. If c > 0 then for 8 > 0 
sufficiently small, |g(x) — g(0)| < e for all |x| < 8, x G dfì. Since 
dfì is strictly convex, there is a number 17 > 0 so small that fì D {x = 
(*!, * * *, xn) : xx < 17} is contained in {x : |x| < 8}. Let M = 
min {g(x) : x G dfì, â  = 17}. Then the affine function a(x) = [g(0) 
— e] — AxYi where A ^ max {(g(0) — € — M)/rç, 0}, satisfies a(0) è 
g(0) — €, and a(x) â g(ac) for x G dfì. Thus, Û Ë 9 SO U^ a, in 
particular 17(0) è a(0) è g(0) — e. Since this is true for any € > 0 
we have 17(0) è g(0) so U = g on dfì. Furthermore, if {xn} is a se­
quence in fì converging to zero then 

lim U(xn) è lim a{xn) = a(0) è g(0) - e 

solimC7(xn)^g(0). 
Since.fì is convex there is a unique harmonic function / on fì such 

that / G C(fì) and / = g on dfì. Since any a G ^ is subharmonic we 
have a == / so f/ ^ jf, in particular if ocn G fì, xn —> 0 then 

limC7(xn)glim/(x„) = g(0) 

which completes the proof that U is continuous at 0. 
It only remains to show that MU = 0. According to Aleksandrov's 

theorem, it suffices to show that co(fì), the gradient image of fì is a 
subset of [p G Rn | p is in the gradient image of two distinct points 
of fì}. Toward this end suppose p G u>(fì). Then, for some x0 G fì, we 
have U(x) — U(x0) i£ p • (x — x0). Let a(x) = U(x0) + p • (x — x0). 
We have a(x) ^ g(x) for all x G dfì, and equality must hold for at 
least one x G dfì. Otherwise, a(x) + € ^ g(x) for x G â f t and some 
€ > 0, which by (2.2) implies U(x0) > a(x0) = U(x0), a contradiction. 
Let £ G dfì be such that a(Ç) = g(f). The open line segment joining 
x0 to f lies in fì. Further, U(x0) = a(x0) and £7(f ) = a(€). Thus, since 
a is an affine function, U(x) S a(x) for all x on this segment. But 
U(x) è a(x) for all x G f l , Hence, p is in the gradient image of every 
point of the line segment from x0 to f and the proof of existence is 
complete. 

UNIQUENESS PROOF. Let U be the solution constructed above and 
suppose V G C(fì) is convex on fì and V = g on dfì. If Xv is the sur­
face over fì defined by V then for any x G fì there is a support plane 
to Xv at (jc, V(x)) so there is an affine function a such that a(x) = 
V(jc) and a â V on fì. In particular a ^ g on dfì so a G ^ . Thus 
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V(x) = a(x) ̂  U(x) so V ^ [ / which proves the last assertion of 
Theorem 2.8. 

We show that if there is an x0 G Ü with V(x0) < U(x0) then MV 
^ 0. Let v0 be normal to a supporting plane at (x0, U(x0)) to the sur­
face 2(7- For 2e = U(x0) — V(x0) the plane through (x0, U(x0) — e) 
with normal v lies below Xu a n d above V(x0) for all v in the neighbor­
hood of v0 on the unit sphere in Rn+1. It follows that each such v 
is in the spherical image of 2v a n d therefore the total curvature of 
Xv is strictly positive. 

REMARK. The same proof can be used to construct a concave solu­
tion, C/CONCAVE £ C(fì) with C/CONCAVE = g on d ft and MWCONCAVE = 
0. In Section 5, we show that for any u with Mu = 0 and w = g o n 
d ft we have 

^CONVEX = U = ^CONCAVE-

3. Analytic approach to the curvature measure. Alexandrov's ele­
gant approach to curvature outlined in § 2 allows the use of the 
geometry of convex surfaces in the solution of many nonlinear partial 
differential equations (see e.g., [7,8])). It is possible, however, to 
give an analytic definition of the curvature measures, or gradient 
image measure by the standard method of smoothing and approxi­
mation. An analytic approach to the definition of curvature has the 
advantage that convergence theorems, such as the one we need in the 
solution of Rabinowitz's problem, follow almost immediately from the 
definitions, while in the geometric approach, the convergence theorems 
are more difficult to obtain. 

In this section, following the method of [5], we will outline an 
analytic definition of the gradient image measure, and give some con­
vergence theorems for it. We will also show that the analytic defini­
tion is the same as Alexandrov's geometric definition. In particular, 
this gives an alternative approach to Alexandrov's convergence 
theorem ([3],p. 197). 

We also remark that analytic proofs of all the results of § 2 may be 
given, although we will not do so here. One reason for wanting such 
an approach is as a possible outline for the study of analogous results 
for plurisubharmonic functions. Some progress in that direction 
appears in [3], where the exact analogue of Proposition 2.7 is used 
to prove a uniqueness theorem for weak solutions of a complex 
Monge-Ampère equation. 

In order to give the definition precisely, introduce the following 
notation. For Cl open in Rn, let K(fl) denote the cone of convex func­
tions on fl, and Ck(Q), Ck(£l) the usual spaces of fc-times differentiable 
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functions on ß and fi, respectively. Also, let Mm(ß), O ^ i r a ^ n , 
denote the currents of degree m and order 0 on fi. That is, Mm(ß) is 
the class of differential forms of degree m whose coefficients are Borei 
measures on ß . We will suppose that Mm(ß) has the topology of weak 
convergence of measures; i.e., /̂ —» /JL in Mm(ii) if and only if /</>A fij 
—> / <£ A M for all differential forms 0 of degree n — m whose co­
efficients are continuous functions with compact support in ß . 

For I = {il9 i2, • • *, im] a set of integers with l ^ i l < i2< • • • < im 

§ n, let 
_*%*= d ^ i j A . . . A d(t#Jm) 

We can think of <Mi as an (unbounded) operator from C(ß) to Mw(ß) 
with domain C2(ß). Also, se t^% = =-^({1,2, ,n}w = dt*! A rfw2 A • • • A 
dun so that_^41u = det [tiy] dxx A . . . A dxn is the Monge-Ampère 
measure. The next Proposition shows that all the_ JHi are actually con­
tinuous operators on the entire cone K(ß) of convex functions. 

PROPOSITION 3.1. For any I = {ii< • • • < im}, l ^ m = n , the 
operator Mi : C2(ß) -* Mm(ß) fow tfie property that 

(3.1) ^ t map« C((l)-bounded subsets of C2(ß) n K(ß) 
into bounded subsets ofMm(il), and 

(3.2) (f tiW, !><•» G C2(ß) arg such that 

(i) lim w(j) = lim vj = uin C(ß), 

(ii) lim^M/(w^)= pi in Mm(ß), 

(iii) l im^(ü^>) = vinMm(ü\ 

then fi = v. 
Consequently^ Jlfa has a unique extension to a continuous operator 

onallofK([l). 

PROOF. For / = {jx < • • • <jm} another multiindex of length m, 
let A(Z,/) be the determinant of the m X m submatrix [uia,jß], of the 
Hessian of the C2 function u E K(fì) fi C2(ß). To prove (3.1), we 
have to show that the integral of |A(I, / ) | over any compact subset 
of ß can be estimated by the supremum norm of u over some larger 
compact subset of ß Since u is convex, the Hessian matrix of u is a 
nonnegative matrix, so 2|A(7, / ) | ^ A(Z, I) + A(/, / ) . We can there­
fore restrict attention to the case when I = / . It is no loss of 
generality to take I = J = {1,2, • • -, m}. 

Let K be a compact subset of ß Choose a C °° function X with com­
pact support in ß , 0 ^ X ^ 1, and X = 1 on K. Set <f> = X dxm+ì A 
• • • A dxn. Then since A(/, I) i= 0, we have 
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(3.3) | A(I, I) ë J duY A • • • A dum A </>. 

However, by Stokes Theorem, 

dul A • • • A duw A <f> 

= — \ Ui duY A • • • A dui_i A dxf> A dui+i A • • • A dum. 

Next integrate by parts with respect to x{ in the second integral to 
take the xrderivative from u{ to the other terms and then sum over i. 
The result is 

m du, A • • • A dum A ò 
(3.4) J 

— S w dWi A • • • A (iWi.! A (Äfo A dui + 1 A • • • A dttm. 
i = l ^ 

If m = 1, then (3.1) clearly follows from (3.3) and (3.4). If m > 1, 
then we can assume by induction that (3.1) has been proved for multi-
indices of length less than ra. Thus the L1 norms of the coefficients of 
dux A • • • A dui_i A dui+l A • • • dum on support <£ are uniformly 
boundedwhenwvariesoveraC(fl)-boundedsubsetofC2(fi) H K(fì),and 
(3.1) follows. 

To prove (3.2), we use formula (3.4) again. We may again assume 
I = {1,2, • • *, ra}. By induction, we may also assume that 

lim Jttj(uW) = lim-JWjiv^) 
j-> °° j - * °° 

for all multiindices / of length less than m. Then, since both u^dtfri 
and v^dcfri converge uniformly to udcf>i, if u is replaced by w(j) 

and then v{j) in (3.4) and then j—> o°, we find 

\ 11 A <f) = \ V A <f) 

for all differential forms <f> of degree m whose coefficients are C00 

functions with compact support; that is, JA = vy as asserted. 
The last assertion of the Proposition follows from (3.1), (3.2), and 

the well-known fact that bounded subsets of Afm(0) are relatively com­
pact. This completes the proof. 

As one application, we formalize our earlier definition 

DEFINITION 3.2. If u is a convex function on fì, then Jfai is the non-
negative Borei measure JW{\^...^\U = dul A • • • A dun on fi. 

For another application, we note the following simple inequality. 
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PROPOSITION 3.3. Ifu,v are convex on ii, then JW(u + t?) = Jl/ki + 

Jto. 
PROOF. By Proposition 3.1, it suffices to prove the inequality when 

u, v are in C2. Thus, it suffices to show that det(A + B) i? det A + 
det B for A, B two nonnegative, symmetric n X n matrices. By con­
tinuity, we can assume that A is strictly positive. Then A + B = 
All2(I + A~112 BA~l,2)A112 so we may assume without loss of 
generality that A = /. In that case, if \x, • • - ,X n = 0 are the eigen­
values of B, we have det (/ + B) = ft ?-i I1 + XJ = 1 + I I "-i A* 
= det I + det B. 

We next show that <Mi agrees with the geometrically defined Monge-
Ampère measure Mu. 

PROPOSITION 3.4. If u is a convex function on ft, then J\\u = Mu. 
That is, for all Borei subsets E of il, (JHu)(E) = (Mu)(E). 

PROOF. Since. JHu and Mu are Borei measures, it suffices to prove 
the formula for small balls E centered at x0 G ft. Without loss of 
generality we may assume that x0 = 0. Let E(r) = {\x\ ^ r) denote the 
closed ball centered at x0 = 0 with radius r. 

Next, observe that if u G C2(ft) we have that 

Mu = *A\u = det -f \dxx A • • • A dxn. 
I dXidXj J 

Therefore, if {u{j)} is a sequence of C2 convex functions converging to 
u in C(ft), and if /^ = <Mu^\ v. = Muij), /x = Mu, v — Mu, then we 
know 

H(E(r)) = Pj(E(r)). 

Now it is not true that we may obtain fx(E(r)) = v(E(r)) for every r > 0 
by letting j—» oo in this equality, but only for "most" r > 0. Precisely, 
we claim 

(3.5) lim sup Vj(E(r)) ^ v(E(r)) 

and, for every 0 ^ p < r, 

(3.6) lim inf vj(E(r)) ^ *>(E{p)). 

These two inequalities suffice to prove the Proposition, because since 
r - * v(E(r)) is an increasing function of r, it follows from (3.5) and 
(3.6) that lim;_oo^(JE(r)) = v{E(r)) except possibly at points of dis­
continuity of r —> v(E(r)). Also, since /Lty—» /i weakly, we have fjLj(E(r)) 
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—> ii(E(r)) except possibly at points of discontinuity of r—> /x(E((r)). 
Thus, fi(E(r)) = v(E(r)) for all but countable many r. However, both 
r—» fx(E(r)) and r—» v(E(r)) are right continuous functions of r, so they 
must agree for all r ̂  0. 

To prove (3.5), let Xjy X denote, respectively, the characteristic func­
tion of the gradient image of E(r) under u^\ u. It is routine to verify 
that lim sup Xj == X which, together with Fatou's lemma, implies 
(3.5). 

To prove (3.6), fix e > 0 and 0 ^ p < r. Set 17, = max {u(x) — 
uV\x) : |x| = r}, and v^(x) = u^(x) + i& + e(|x|2 - r2). Then 
ü ü ) = u on |z| = r. Let flj = {* : |x| < r and Ü0)(X) < u(x)}. Because 
17,—»0 and w(j)—>w uniformly in |ac| ^ r, we have fì, D E(p) for suf­
ficiently large^'. Then for such j , Proposition 2.7 yields 

KE(p))^(«*) 

^ (Aft>ü>)(ty) 

^ (Mt^'>)(E(r)). 

However, v^ G C2(fì), so 

d*i A • • • A dxn 

dXidxk J 

= Mt#u> + A= VJ + A, 

where A is a sum of terms of the form 

± € f c ^ ! 7 ( l ^ ) A d(x2
h) A ' ' * A d(x%) 

with |I| = n — k, and k ^ 1. From the first assertion of Proposition 
3.1, we then have |A(E(r))| ^ Ce, for some constant C independent of 

j . Thus, lim inf (Mv^)(E(r)) g lim inf ̂ (E(r)) + Ce. Since e > 0 
is arbitrary, (3.6) follows. 

The next result is a quantitative version of Proposition 2.7. It 
asserts that a convex surface over fi which dips appreciably below its 
boundary values must have large gradient image. 

LEMMA 3.5. Let fl be a bounded, open, convex set in Rn with 
diameter, A, and for x G fi, let d(x) be the distance from x to df l 
If u G C(fl) is a convex function on il with u^ 0 on d fi and u(x) = —h 
< 0, then 

cnh
n 

Mu^ 
d(x)A»-

where cn is a constant depending only on the dimension n. 
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PROOF. It is no loss of generality to assume h = 1. Set G = {£ G ft : 
tt(£) < 0}. Then G is a bounded, open convex set in Rn, u G C(G) 
and u = 0 on dG. Construct the inverted cone in Rn + 1 with depth 
1, top equal to G X {0} and vertex at (x, — 1). That is, the surface z — 
c{€) in R»+1 such that c(x) = - 1 , c({) = 0 if £ G dG, and f-> c(f) 
is linear on each line segment [x, y] from x G G to y G dG. Since 
G is convex, the surface {(£ c(f ) : f G G} is convex. Also « ^ c o n G , 
since w is convex. Therefore, by Proposition 2.7, we have /fì Mw = 
/G Mu è /G Me = measure of gradient image of cone. The explicit 
form of the estimate of the lemma is the "worst case" estimate of this 
volume. It is easy to compute by noting the following three facts. 
First, the gradient image of a cone is convex. Second, it contains at 
least one vector of length l/d(x) (take a hyperplane of support along 
the line segment joining x to the closest point of dG). Third, it con­
tains the ball centered at the origin of radius 1/A. It is easy to 
verify that any set with these three properties has volume at least 
2n-ll(n\d(x)An-1). 

REMARK. In case dfì is smooth with strictly positive curvature, the 
estimate of the lemma can be replaced by a constant times [ hld(x)]n, 
where the constant depends on ft. In case ft is a ball of radius R centered 
at the origin, the best result is Tn(Bh)nl(R2 — |x|2)n, where Tn is the 
volume of the unit ball in Rn. 

Next, we prove a minimum principle for the Monge-Ampère equa­
tion. This result clearly implies the uniqueness of convex solutions to 
the Dirichlet problem for M. 

LEMMA 3.6. Let il be a bounded open set in Rn, and u, v G C(fì) be 
convex functions in ft. IfMu â Mv in ft, then 

min {u(x) — v(x) \x G ft} = min {u(x) — v(x) \ x G dft}. 

PROOF. Assume by way of contradiction that a = min \u(x) — 
v(x) | x G ft} < min {u(x) — v(x) | x G dfl} = b. Let x0 G ft be such 
that a = u(x0) — v(x0). It is no loss of generality to assume x0 = 0. For 
S > 0 a small number, namely 8 [ diam ft] 2 < (b — a)/2, consider the 
function 

w(x) = v(x) + 8\x\2 + ^-?-. 
Zi 

Let G = {x G ft : u(x) < w(x)}. If x G oft, then w(x) ^ u(x) - b + 
8\x\2 + (b - a)l2 = u(x) + 8\x\2 4- (a - b)/2 < u(x), so G does not 
meet dft. Also, xo = 0 £ G , since u(0) = v(0) + a = w(0) + (b - d)\2 
<w(0) . Thus, by Proposition 2.7, (Mw)(G) g (Mu)(G). But, by 
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Propositions (3.3) and (3.4), (Mw)(G) = [M(v + ô|x|2)] (G) è (Mv)(G) 
+ [M(ô|x|2)] (G) = (Mv)(G) + (28)" volume (G) > (M©)(G). This 
contradicts the hypothesis Mu ^ Mv, so the Lemma is proved. 

We conclude this section with a convergence theorem which is 
needed in our solution to Rabinowitz' problem and to the Dirichlet 
problem. 

THEOREM 3.7. Let Ci be a bounded, open, convex set in Rn. Let 
u, Uj G C(fì), j = 1,2, » • • be convex functions in CI such that 

(i) Uj —» u uniformly indù; 
(ii) MUj —> Mu weakly in ft; and 

(iii) Jn Muj ^ A_< + oo. 
77ien u, —» u in C(ft). 

PROOF. First of all, the functions Uj are uniformly bounded above in 
ft. In fact, if w is the unique function in C(ft) harmonic in ft and equal to 
u in dft, then since convex functions are subharmonic we have from the 
maximum principle, 

(3.7) uj(x) ^ w(x) + €j, x G ft 

wheree, = max {\Uj(x) — u(x)\ : x G dft}. 
We now want to obtain a good lower bound for the Uj(x). Let £ be 

a point of 5 ft. Let i(x) be a linear function which supports the surface 
x—» tt(x) at £; i.e., u(x) — u(£) è i(x — £), x G ft. Let t^s) = ^(ac) 
- u(C) - £(* - £) + €j. with €,- as in (3.7). We then have Vj(x)^ 0 
for all x G d ft. Therefore, by Lemma 3.5, for any x G ft either Vj(x) ^ 0, 
or 

(3.8) [ -vj(x)]n ^ const. d(x)A A»-1. 

In either case, we have lim infx^Gôn Vj(x) = 0 uniformly in j ; that is 
for any € > 0 there is a 8 > 0 and j 0 such that 

(3.9) uj(x) > u(C) - € 

whenj > jo, x G ft, and \x — £| < 8. 
Now, from (3.8), we see that the functions Uj are uniformly bounded 

below. Moreover, uniformly bounded families of convex functions are 
compact in C(ft), so the Uj have a subsequence which converges to a 
convex function v in C(ft). In particular, by Proposition 3.1, Mv = 
lim Muj = Mu. Also, from (3.7) and (3.9) it follows that v G C(ft) and 
v = u in dft. Thus, from Lemma 3.6 applied to u — v and v — u, we 
have v = u in ft. Finally, we see that Uj—> u in C(ft), since Uj — u is 
small near dft by (3.7) and (3.9), while Uj—> v = u in C(ft) already. 
This completes the proof. 
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4. The Dirichlet Problem. We now give the construction of con­
tinuous, convex solutions of the Dirichlet problem Mu = it in fi, u — g 
on dil. The solution will be given, as suggested by Lemma 3.6, by the 
familiar Perron method. The original method (which goes back to 
Minkowski) of finding such solutions was to first construct polygonal 
solutions, and then find the solution in the general case by a limiting 
argument. Our method is only slightly different. However, what it 
shows is that the existence of solutions of Mu = /ut follows essentially 
from knowing just the special case Mu = 0, which was treated in § 2. 

To construct solutions via the Perron method, let fi be a bounded, 
open, convex set in Rn. Then define, for /x a Borei measure on fì and 
g a continuous function on d(l, 

^(u, g) = {v G C(fì) : v is convex 

(4.1) and Mv â tt in (I, 

andt; = g in dfì}. 

According to Lemma 3.6, the solution to the Dirichlet problem 
Mu = fi9 u = g in d ft should be given by 

(4.2) l/(x) « s u p {!>(*) :t> G * ( / i , g ) } . 

Of course, the class D( /LI, g) may be empty if no restrictions are placed 
on the measure /ut. However, an existence theorem which suffices for 
our application is the following. 

THEOREM 4.1. If il is strictly convex, and if \iisa nonnegative Borei 
measure on ft with /ut(fi) < + <», then there is a unique convex U G C(fì) 
such that 

MU = /LA in ft 

U = g in d (l. 

PROOF. The uniqueness is a consequence of Lemma 3.6. To prove 
existence, we see from Theorem 3.7 that it suffices to prove the 
Theorem when / i E P , the convex cone generated by the positive point 
masses. For, if it is known in this case, and /x is a nonnegative Borei 
measure on fì with pt(fì) < 4- °°, then there exist /Ltn G P such that /û —» /x 
weakly in ii and / i n ( f l ) â A < + <» . Thus, by Theorem 3.7, the solu­
tions un to Mun = /Jin, un — g in d[i converge to a solution to Mu = /Lt, 
u = g in d[i. According to Lemma 3.6, the solution u must be given by 
(4.2). 

Before noting how the special case u G P follows from Theorem 
2.8, we first list some properties of the class <?( /x, g). 

file:///iisa
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(4.3) 9 ( /ut, g) is closed in C(ft). 

(4.4) u,vG V(n g)=> max(u, v) G <?(/ut, g). 

(4.5) IfjfoE ft,{|x - x0| ^ r}C « w i t h /i(|x - x 0 | = r) = 0, 
and if u G ^ ( / A , g), then any "Poisson modification" 
of w, 

w(x) = 
\u(x) x £ f t , |x — x0| ^ r 

\v(x) \x - x0| ^ r 

where v is convex on |x — x0| ^ r, v(x) = u(x) for |x — x0| = r, and 
MÛ ^ fi on |x — x0| < r, also belongs to S?(fi, g). 

The assertion (4.3) is a consequence of Proposition 3.1, while (4.4) 
follows from the inequality valid for all convex functions, 

(4.6) M(max(w, v)) ê min (Mu, Mv). 

To prove (4.6) let v denote the right hand side of (4.6). First suppose 
v { x G f t : u(x) = v(x)} = 0. Then on {x G ft : u(x) > v(x)}, we have 
M(max(u, v)) =Mu § v and, similarly, M (max(w, v)) ^ v on the open 
set where u < t>. Since y{tt = v} = 0, (4.6) follows. In the general 
case, just replace u by w + €. For almost all € > 0, v {x G l ì : w(x) +€ 
= v(x)} = 0, since the sets I \ = {x G ft : u(x) + e = v(x)} are all 
disjoint. Choosing a sequence of € tending to zero with v(T€) = 0, we 
have from Proposition (3.1) that M (max(w, t>)) = lim€_>oM (max(u + 
€, v)) ^ ^ as asserted. 

To prove (4.5), note that u ^ v in |x — x0| ^ r, so w G C(ft) and is 
convex in ft. We clearly have Mtx; = Mu ^ fi if x G ftand|x — x0| > **> 
while Mw = Mv ^ fi if jx — x0| < r. Since fi(|x — x0| = r) = 0, we 
thus have Mw ^ fi, so w G <3( fi, g). 

Note that as a consequence of (4.3) and (4.4), we have U G ^ ( fi, g) 
so MU ê fi. 

We shall now assume fi = ^ Hi a» 8*f, where a{ ^ 0, x» G ft and 
ôxi is the Dirac measure at x{. Note that if v(x) = |x|, then the 
gradient image of any neighborhood of 0 under v is the unit ball in 
Rn, so Mv = rn ôo, where rn is the volume of the unit ball in Rn. 
Therefore, if we put f(x) = l/rn 5) ?=i a* lx ~ x*l> a n d c n o o s e a 

convex function u on ft with w(x) = g(x) —/(x) for x G dft (for example 
we may choose u with MM = 0), then the function v = / + u is convex, 
t> = g in 5 ft, and by Proposition 3.3 satisfies Mv §^ fi. In particular, 
Q( fi, g) is not empty. 

We shall now prove that if U is given by (4.2) then MU = fx = 
X T=iai8Xi by showing the equation holds on a neighborhood of 
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each point x0 of ft. First assume x0 ^ xiy 1 â i ^ n. Choose r > 0 so 
small that {\x — oc0| = r} C ft and |x< 7- x0| > r, 1 = i = ra. Accord­
ing to Theorem 2.8, there exists a unique convex function v on \x — 
x0\ ^ r with Mü = 0 for \x — x0\ < r and v = U on \x — x0\ = r. By 
(4.5), we have that 

w = 
U x G ft, \x — ac0| § r 

v \x - x0\ â r 

belongs to ^ ( /A, g). But a? ^ U, since Ü ̂  C7 for \x — x0| ^ r. Hence, 
u? = C7, by the definition of C7, so for |x — x0| < r, Mw = Mt; = 0. 

We therefore know that MU is a nonnegative Borei measure sup­
ported on {*!, • • -, xn} with MC7 ^ /*. Write 

m 

MC/= S ^ . 

We have X» = 1 and must show X* = 1, 1 ^ i ^ m. Fix attention on 
one xit which we may assume is 0. Thus, we have MU = Xaô0 near 
x = 0 and we have to prove X = 1. Assume by way of contradiction 
that X > 1. Choose r > 0 so small that {\x\ ^ r} C ft and 0 is the only 
one of the ac* with 1**1 ê r. The gradient image of 0 under U is convex 
with positive measure, and so must contain a ball of some positive 
radius € > 0. By subtracting a linear function from U (and g), we may 
assume the gradient image of 0 under U contains the ball of radius 
€ > 0 about the origin, so that U(x) — C7(0) ̂  e\x\. Then, by sub­
tracting a constant from U (and g) we may assume (7(0) < 0 while 
U(x) ^ 0 for all x with |x| è r. Then define a convex function w by 

w(x) = 
U(x) ifC7(x)^0 

X"1/nC7(x) ifU(x)<0. 

On the set {U < 0}, which contains a neighborhood of zero, we have 
Mw = (llk)MU = a S0- The function w is equal to U outside |x| < r, 
so w G ^ ( M, g). However, u?(0) > t/(0), which contradicts the defini­
tion of U. Therefore, X = 1, which completes the proof. 

5. Comparison Theorem for Nonconvex u. Let ft be a bounded, 
strictly convex open set in Rn, and u a real-valued function in ft 
whose second partial derivatives are in Ln(ft). Then 

det 
L dXidXi J dXidXj 

is in Lx(ft), so Mu = det [dhilidXidXj)] dxY • • • dxn is a well-
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defined absolutely continuous finite measure in fì. Also, by the Sobolev 
embedding theorem [4], M E C(fì). The goal of this section is to 
compare u to convex functions, tv, with Mw comparable to Mu. The 
basic result is 

THEOREM 5.1. Let il be a bounded, strictly convex set in Rn. Sup­
pose that u is a real-valued junction in il whose second partial deriva­
tives belong to Ln(il). If w G C(il) is convex in il and 

Mw == [ Mu] + = max (Mu, 0) 

then 

min{u(x) — w(x) \ x G fì} = min {u(x) — w(x) \ x G dil}. 

In particular, ifw ^u on dil then w^uinil. 

We will first prove a slightly stronger minimum principle when u 
is smooth. The general case will then follow by an approximation 
argument. 

LEMMA 5.2. Suppose il is a bounded open set in Rn and u G C2(iï). 
If v G C(fì) is convex in il with Mv è Mu on the (possibly empty) 
open subset of il where the Hessian matrix [dhi^dXidXj)] is positive 
definite. Then 

min {u(x) — v(x) : x G H} = min {u(x) — v(x) : x G dil}. 

PROOF. Assume by way of contradiction that for some x0 G il we 
have 

u(x0) — v(x0) = min {u(x) — v(x) \ x G il} 

< min {u(x) — v(x) \ x G dil}. 

For € > 0, let ve(x) = v(x) + € | x — x0\
2. If e is sufficiently small, 

then the function u(x) — v€(x) does not attain its minimum on dil, so 
there exists xx G fì with 

(5.1) M(XX) — ve(xi) = min {u(x) — v€(x) \ x G fì}. 

Now set fìi = {x G fì : the Hessian matrix of u at x is positive}. 
Then u is convex on fì1? and M(v€) ^ M(t;) ^ Mw on ilx. From 
Lemma 3.6, it follows that the minimum of u — v€ over ilx is assumed 
on the boundary of ilx. Therefore, we may assume that the point xx 

in (5.1) does not belong to ilv 

Since Xi (J: ili, a t l e a s t one eigenvalue X of the Hessian of u at xx 
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is nonpositive. Let a €E Rn, \a\ = 1, be an eigenvector for this eigen­
value. Then for small values of t G R, we have 

(5.2) u(xx + ta) = u(xx) + l(t) + kt2 + o(*2) 

where i(t) is a linear function of t. Also, 

v€(xl + to) — u€(*i) = t;(jcx + to) — v(xj 

+ *[!*! + ta-x0\
2- I x i -xo l 2 ] 

^ £!(*) + €[!*! + to-x0l
2- k - x o l 2 ] 

= £2(*) + € • *2 

for some linear function £2(*)- Combining this inequality with (5.2) 
yields 

u(xx + to) — t;e(x! + to) ^ tt(*i) — v€(xi) 

+ £3(t) + (X - e)*2 + o(*2). 

However, since X ^i 0 and € > 0, this means that t—> u(xl + to) — 
ve(xl + to) cannot have a local minimum at t = 0, and the lemma is 
proved. 

PROOF OF THEOREM 5.1. First of all, since ft is convex, u is the restric­
tion to ft of a compactly supported function defined on all of Rn 

with its second partial derivatives in Ln(Rn) ( [4] , Thm. 12, p. 45). 
Then there exists a sequence of functions ùj G C °°(Rn) such that 
Uj vanishes for \x\ > R and the second partial derivatives of Uj con­
verge to the corresponding derivatives of u in Ln(ft). Then, by a 
Sobolev embedding lemma [4], we have also that Uj -^ u in C(ft). 

Let fjLj be the finite nonnegative Borei measure in ft, ^ = [Muj] + 

and ix = [Mu] +, so that fij —» /x in L*(ft). Let t?,- be the unique convex 
function in C(ft) such that Vj = Uj on 5ft and Muj = fij in ft. The 
existence and uniqueness of v^ is given by Theorem 4.1. By Lemma 
5.2, we have that Vj 5i Uj in ft. Furthermore, since Uj-*u in C(dft) 
and MVJ--* [i in Ll((i), the functions t^ converge in C(ft) to the unique 
convex function in C(ft) such that v = w on dft and MÜ = /x in ft, by 
Proposition 3.7. We have just proved that v ^ M in ft. 

To complete the proof, note that for x G. ft, 

u(x) — w(x) = {u(x) — t>(z)} + {v(x) — w(x)} 

è £>(*) -r W(x) 

è min {Ü(Z) — w(x) :x Ez dCl} 

= min {u(x) — a>(x) : JC E dft}, 
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where the last inequality follows from Lemma 3.6. 

EXAMPLE. If u G W2ï„(fl) and Mu = 0 in fl then u^u where u 
is the convex solution of Mu = 0 such that u — u on dû. Similarly 
— u ^ v where v is the convex solution of Mv = 0 with v = — u on 
df l If w is the concave solution of Mü = 0 with ü = u on dfì 
then v = — ü and we have proved that u ^ u ^ U. Now if u = 0 
on ôft then M = ü = 0 and we have shown that u must vanish 
identically in ft. It is this assertion when n = 2 that Rabinowitz re­
quires in remark 2.26 of [9]. 
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