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#### Abstract

This is a formal number-termed axiomatization of number theory based on recursion without presupposing or developing general functional concepts or any part of set theory, together with an initial development to indicate its adequacy. The formal inferential system in which it is framed is that of A. P. Morse. The axioms, phrased in the primitive terms ' 0 ' and 'II $x y \underline{u}^{\prime} x y m n$ ' and the defined term 'scsr $n$ ', are essentially


(1) II $x y \underline{u}^{\prime} x y m 0=m$,
(2) II $x y \underline{u}^{\prime} x y m \operatorname{scs} n=\underline{u}^{\prime} n$ II $x y \underline{u}^{\prime} x y m n$,
(3) induction.

Introduction. For full-blown (natural) number theory we require the capability of making recursive definitions. We need to define exponentiation and more generally arbitrary finite summation and multiplication, to introduce the Euler $\varphi$ function, to state and prove the unique prime power factorization theorem, to justify general commutativity and associativity, to deal with permutations, combinations, partitions, etc.

In order to explore number theory it is usual to presuppose enough set theory to construct ordered pairs, relations and functions and then develop the apparatus needed to make recursive definitions. A modest set theory will suffice, even one whose sets are constrained to be finite [3; Ch. 1, Sec. 6]. However, there are several ways [5, pp. 81-85; 3, Ch. 1, Sec. 6; 7; 2; 8] in which number theory can be axiomatized without presupposing a set-theoretic setting. In each of these the early development, culminating in a point where recursive definitions may be made, is somewhat tortuous. In the system presented here we formally axiomatize recursion directly so that an immediate assault on recursive problems is possible. This is done without either general functional concepts or any part of set theory, in such a way that all terms denote only numbers or meaninglessness. Although we do not have the full facility of the set-theoretic approach with its capacity for term denotation of finite sets and sequences as well as

[^0]numbers, we have initially more than in the more narrowly based number theories alluded to which have the same restriction of denotation to numbers. We shall carry a development of the theory far enough to give an idea of the extent of its flexibility within these confines.

Because our system is couched in a formalism allowing for the incorporation of new definitions as needed, it approximates a working mathematical discipline. Moreover, being formal, it is one which might perhaps lend itself to a program of automatic proof checking and theorem proving in number theory. It might do so, we feel, more readily than more narrowly based non-set-theoretic systems and with less involvement with extraneous questions than a set-theoretically based system.
0. The Formal System. We adopt the formal and inferential system of A. P. Morse as described in A Theory of Sets [6] and develop our number theory within this framework. We adopt neither the logic nor the set theory espoused there. Instead, we accept a slightly different set of axioms for logic, one which nevertheless leads to very nearly the same logical system and is quite standard. We of course abandon set theory altogether.

Without referring to [6], most of our theory should be intuitively decipherable to one moderately familiar with the idea of a formal system. A little later we shall interject some explanatory remarks designed to ease the reader's path over some of the technical features of this formal inferential system.

We assume that we have made appropriate orienting definitions in the spirit of [6] so that, upon introducing some additional terminology, our constants and non variable forms are categorized as follows:

## Constants.

Primitive.

Definitional. ' $\equiv$ '.
Orienting.
Parenthetical. '(',')'.
Logical. '~', $\rightarrow$ ', ' $\wedge$ '.
Equality-Theoretical. ' $=$ ', 'the'.
Number-Theoretical. '0', 'II'.
Defined. Each symbol appearing in a definiendum (left side of a definition) and not in the corresponding definiens (right side) is a constant.

## Forms.

## Primitive.


Definitional. ' $(x \equiv y$ )'.
Orienting.
Logical. ' $\sim p$ ’, ' $(p \rightarrow q)$ ', ‘ $\wedge x \underline{u} x$ ’.
Equality-Theoretical. ' $(x=y)$ ', the $x \underline{u} x$ '.
Number-Theoretical. '0', 'II $x y \underline{u}$ ' $x y m n$ '.
Defined. Each definiendum is a form.
Statemental. The primitive statemental form is ' $(x \equiv y)$ '. The orienting statemental forms are precisely the orienting logical forms and the orienting equality-theoretical form ' $(x=y$ )'. A definiendum arising from a definition in which the definiens is statemental is statemental.
Nominal. The orienting nominal forms are precisely the orienting equality-theoretical form 'the $x \underline{u} x^{\prime}$ and the orienting numbertheoretical forms. A definiendum arising from a definition in which the definiens is nominal is nominal.
The replacing formulas for the free variables of the orienting logical forms and for the schematic expressions of the third orienting logical form and the second orienting equality-theoretical form are normally statemental.

The replacing formulas for the free variables of the schematic, orienting equality-theoretical and orienting number-theoretical forms and for the schematic expression of the second orienting numbertheoretical form are normally nominal. (Nominal formulas are traditionally called terms.)
Less technically the orienting constants and terms may here be thought of as being primitive.

Of course, all formulas are constructed iteratively from the forms by free variable and schematic replacement in accordance with rules set forth in [6]. Appropriate modifications could be introduced into the formalism to mechanically force a distinction between statemental and nominal formulas, that is, to make precise the notion of normal replacement and allow only normal replacements for constructing formulas. This capability is not inherent in the formalism as it now stands. We shall not go to this extreme; instead we tolerate (but never actually use) such uninterpretable mixed formulas as

$$
' \operatorname{scsr}(x=y)^{\prime}, \quad(\operatorname{scsr} x \rightarrow \operatorname{pcsr} y) .
$$

Given our initial clues and judiciously chosen definitions, it should be
intuitively clear in any given instance of a formula hereinafter actually exhibited which is neither a variable nor a schematic expression whether it is to be thought of as statemental or nominal and which variables and schematic expressions appearing in it are normally to be replaced by statemental formulas and which by nominal formulas.
Many features of [6] adhere to the present development. We comment on some of these in the next seven paragraphs.
A strictly linear formal notation is maintained throughout.
In our definitions and axioms we shall be parenthetically complete and use no other notational shortenings, although we shall adopt a more relaxed notation elsewhere, but one in keeping with many conventional constructions. For instance, outside of definitions and axioms we would feel free to write

$$
{ }^{\prime}((x<1 \wedge 1<y) \rightarrow x<y \rightarrow 2 \cdot x<y+1)^{\prime},
$$

instead of the parenthetically complete longer

$$
\begin{aligned}
'(((x<1) \wedge(1<y)) \rightarrow(x<y)) & \wedge(((x<1) \wedge(1<y)) \\
& \rightarrow((2 \cdot x)<(y+1)))),
\end{aligned}
$$

in accordance with the convention that

$$
(p \rightarrow q \rightarrow r)
$$

means

$$
((p \rightarrow q) \wedge(p \rightarrow r))
$$

We have already taken care, and in future definitions we shall continue to take care, to have no form a proper initial segment of another form. Thus in reading formulas from left to right, when we have read a complete formula, we will be sure that we have read far enough and no other reading is possible. With this convention, many punctuation marks and parentheses can be avoided.

We allow formulas in which variables appear neither free nor bound as in

$$
\text { ' }(x=\text { the } x \underline{u} x) \text { ', }
$$

and interpret them by locally (in a subformula) changing bound variables. Thus

$$
'((x=\text { the } x \underline{\mathbf{u}} x) \rightarrow(x=\text { the } t \underline{\mathbf{u}} t)) \text { ' }
$$

is a theorem and in the formula immediately to the right of ' $\rightarrow$ ' we check that ' $x$ ' is free and ' $t$ ' is bound.
The rules of inference are: initiation (accepting as a theorem a definition or an axiom); detachment (modus ponens); free variable substitution (substituting for a free variable in a theorem a formula each of whose variables is free in the theorem); schematic substitution (substituting for a schematic expression in a theorem a formula each of whose variables is free in the theorem or occurs explicitly in the schematic expression); local change of bound variable; and universalization (logical closure).
We mention that in order to perform schematic substitution in a formula we require that all occurrences of schematic expressions initiated by the same schematic constant be identical. The actual mechanics of schematic substitution are thus simple, but certain circumlocutions must be gone through in some instances to attain schematic uniformity preparatory to performing schematic substitution. We shall make each definition involving a schematic expression schematically uniform, and thus immediately amenable to schematic substitution, by introducing a circumlocution if necessary. For instance, see Definition 3.0.8. Operations with these circumlocutions will be illustrated presently after adoption of axioms for equality.
In our term

$$
\text { 'II } x y \underline{u}^{\prime} x y m n '
$$

the variables with double occurrences, namely ' $x$ ', ' $y$ ', are bound and the variables with single occurrences, namely ' $m$ ', ' $n$ ' are free. This term is analogous to the term

$$
{ }^{\prime} \int_{\mathrm{D}(m, n)} \underline{\mathrm{u}}^{\prime} x y d(x, y)^{\prime}
$$

in calculus ( $\mathbf{D}(m, n)$ is the unit disk in $\mathrm{E}_{2}$ centered at $(m, n)$ ). In either one we may substitute ' $s$ ' for ' $y$ ' with impunity to make an inferential step, but it is hazardous to substitute ' $x$ ' for ' $y$ '. One can actually get away with substituting ' $m$ ' for ' $y$ ' in either term but we shall herein avoid this kind of substitution. Also in either term we may safely replace the schematic expression by any formula each of whose free variables is among ' $x$ ', ' $y$ ', or is free in the inferential formula undergoing substitution.

For the moment, of course, we are not concerned with the meanings of our formulas, only that they be capable of conveying meaning. Their meanings will be determined by the axioms presently to be adopted.

We shall indicate with an asterisk after its number each definition which enters either directly or indirectly into any subsequent axiom.

1. Logic.
1.0 Definitions.

$$
\begin{aligned}
& .0^{*}((\mathrm{p} \wedge q) \equiv \sim(p \rightarrow \sim q)) \\
& .1((p \vee q) \equiv \sim(\sim p \wedge \sim q)) \\
& .2^{*}((p \leftrightarrow q) \equiv((p \rightarrow q) \wedge(q \rightarrow p))) \\
& .3^{*}(\vee x \underline{\mathrm{u}} x \equiv \sim \wedge x \sim \underline{u} x)
\end{aligned}
$$

1.1 Axioms of Definition for Logic.
$.0((x \equiv y) \rightarrow(x \rightarrow y))$
. $1((x \equiv y) \rightarrow(y \rightarrow x))$
1.2 Axioms for Logic.
$.0((p \rightarrow q) \rightarrow((q \rightarrow r) \rightarrow(p \rightarrow r)))$
$.1(p \rightarrow(\sim p \rightarrow q))$
. $2((\sim p \rightarrow p) \rightarrow p)$
. 3 ( $\wedge x \underline{\underline{u} x \rightarrow \underline{u} x)}$
. $4(y \rightarrow \wedge x y)$
$.5(\wedge x(\underline{\underline{u}} x \rightarrow \underline{\mathrm{v}} x) \rightarrow(\wedge x \underline{\mathrm{u}} x \rightarrow \wedge x \underline{\mathrm{v}} x))$
With regard to Axioms 1.2.3 and 1.2.5, we may replace ' $\underline{u} x$ ' by any formula whatsoever to obtain a theorem. However, if in Axiom 1.2.4 we were to replace ' $y$ ' by a formula, then we would not be guaranteed that we had got a theorem unless each variable in the ' $y$ '-replacing formula was different from ' $x$ '.
Parts of subsequent derivations resting on elementary logic will often be omitted. The reader is referred to [6, Ch. 1] and to the treatment of [1], whose syntax and perspective readily adapt to the present system, for an adequate logical supplement.

## 2. Equality.

2.0 Definitions.
.0* $((x \neq y) \equiv \sim(x=y))$
. ${ }^{*}(\vee!x \underline{\mathrm{u}} \equiv \equiv \vee \operatorname{y} \wedge x(\underline{\mathrm{u}} x \leftrightarrow(x=y)))$
.2* $(\infty \equiv$ the $x(x \neq x))$
. $3 \quad(\delta$ a $b p \equiv$ the $z((p \wedge(z=a)) \vee(\sim p \wedge(z=b)))$
2.1 Axiom of Definition for Equality.

$$
((x \equiv y) \rightarrow(x=y))
$$

2.2 Axioms for Equality.
. $0(x=x)$
. $1((x=y) \rightarrow(y=x))$
$.2(((x=y) \wedge(y=z)) \rightarrow(x=z))$
. $3((x=y) \rightarrow(\underline{u} x \rightarrow \underline{u} y))$
$.4(\mathrm{~V}!x \underline{\mathrm{u}} x \rightarrow \underline{\mathrm{u}}$ the $x \underline{\underline{u}} x)$
$.5(\sim \mathrm{~V}!x \underline{\mathrm{u}} x \rightarrow($ the $x \underline{\mathrm{u}} x=\infty))$

We observe that
$V!x \underline{u} x$ if and only if there is precisely one $x$ such that $\underline{u} x$, the $x \underline{u} x$ is the unique $x$ such that $\underline{u} x$.

We think of $\infty$ as not a number but as a mathematical object, meaninglessness, a catch-all for meaningless designations, capable of being written about and denoted by a variable or schematic expression. Thus it turns out, not unexpectedly, that

$$
\begin{aligned}
& \text { (the } x(x=0 \wedge x \neq 0)=\infty \wedge \\
& \text { the } x(0<x \wedge x<3)=\infty \wedge \\
& \text { predecessor } 0=\infty \wedge \\
& (x \neq \infty \rightarrow \text { successor } x \neq \infty) \wedge \\
& \text { successor } \infty=\infty)
\end{aligned}
$$

To use descriptive definitions (those whose definiens is initiated by 'the') is a great convenience. But, when used only when meaningful, they are logically dispensible [5, pp. 405-420]. Once descriptive definitions are admitted, the expression 'the $x(x \neq x)$ ' becomes a term. We may use it if we like at no additional cost in formality. We have here chosen to do so and feel that it provides a small increment of freedom. It seems to us, when confronted with the question of deciding what predecessor zero should be, that it is less entangling to have it be a non-number than a number. A little later we shall comment on the extent to which adopting Axiom 2.2.5 and incorporating ' $\infty$ ' into the number theoretic Axioms, as we shall presently do, actually strengthens the system.

We have a kronecker ' $\delta$ ' which assigns the value of $a$ to $\delta a b p$ if $p$ and the value $b$ to $\delta a b p$ if $\sim p$.

Since schematic substitution is crucial in our system, we shall try to give the flavor of it by listing a few elementary theorems on equality.

### 2.3 Theorems.

$$
\begin{aligned}
& .0(x=y \rightarrow(\underline{u} x \leftrightarrow \underline{u} y)) \\
& .1(\underline{u} y \leftrightarrow \vee x(\underline{u} x \wedge x=y))
\end{aligned}
$$

Proof. We use 2.2.0, 2.2.3 and 2.2.1.

$$
\begin{aligned}
(\underline{u} y & \leftrightarrow \underline{u} y \wedge y=y \\
& \leftrightarrow \underline{u} y \wedge \bigvee x(y=x) \\
& \leftrightarrow \vee x(\underline{\mathbf{u}} y \wedge y=x) \\
& \leftrightarrow \bigvee x(\underline{u} x \wedge y=x) \\
& \leftrightarrow \vee x(\underline{u} x \wedge x=y))
\end{aligned}
$$

$$
\begin{aligned}
& .2\left(\underline{\mathrm{u}}^{\prime} y y^{\prime} \leftrightarrow \vee x \vee x^{\prime}\left(\underline{\mathrm{u}}^{\prime} x x^{\prime} \wedge x=y \wedge x^{\prime}=y^{\prime}\right)\right) \\
& .3(x=y \rightarrow(\underline{\mathrm{v}} x \leftrightarrow \underline{\mathrm{~V}}))
\end{aligned}
$$

Proof. We use 2.3.0, 2.3.1, schematic substitution, local change of bound variable, a succession of free-variable substitutions, 2.2.1 and 2.2.2.

$$
\begin{aligned}
& (x=y \rightarrow(\underline{\mathbf{u}} x \leftrightarrow \underline{\mathrm{u}} y \leftrightarrow \vee x(\underline{\mathbf{u}} x \wedge x=y))) \\
& (x=y \rightarrow(\underline{\mathrm{v}} x \leftrightarrow \mathrm{~V} x(\underline{\mathrm{v}} x \wedge x=y))) \\
& (x=y \rightarrow(\mathrm{v} x \leftrightarrow \vee t(\underline{\mathrm{v}} t \wedge t=y)) \\
& (y=x \rightarrow(\underline{\mathrm{v}} y \leftrightarrow \bigvee t(\underline{\mathrm{v}} t \wedge t=x))) \\
& (x=y \rightarrow(\mathrm{v} y \leftrightarrow \vee t(\underline{\mathrm{v}} t \wedge t=x))) \\
& (x=y \rightarrow(\vee t(\stackrel{\mathrm{v}}{ } t \wedge t=x) \leftrightarrow \vee t(\underline{\mathrm{v}} t \wedge t=y))) \\
& (x=y \rightarrow(\underline{\mathrm{v}} x \leftrightarrow \underline{\mathrm{v}} y)) \\
& .4(\underline{\mathrm{v}} y \leftrightarrow \vee x(\underline{\mathrm{v}} x \wedge x=y))
\end{aligned}
$$

Proof. Model a proof after that of 2.3.1 using 2.3.3 instead of 2.2.3.

$$
\begin{aligned}
& .5(\text { the } x(x=a)=a) \\
& .6(\bigvee!x \underline{v} x \rightarrow \underline{\mathrm{v}} \text { the } x \underline{v} x)
\end{aligned}
$$

Proof. We use 2.2.4, local change of bound variable, 2.3.1, schematic substitution and 2.3.4.

$$
\begin{aligned}
& (V!x \underline{u} x \rightarrow \underline{u} \text { the } x \underline{u} x \\
& \rightarrow \underline{\mathbf{u}} \text { the } t \underline{\mathbf{u}} t \\
& \rightarrow \overline{\mathrm{~V}} x(\underline{\mathrm{u}} x \wedge x=\text { the } t \underline{\mathrm{u}} t) \\
& \rightarrow \bigvee x(\underline{\mathrm{u}} x \wedge x=\text { the } x \underline{\mathrm{u}} x)) \\
& (\mathrm{V}!x \underline{\mathrm{v}} x \rightarrow \bigvee x(\underline{\mathrm{v}} x \wedge x=\text { the } x \underline{\mathrm{v}} x) \\
& \rightarrow \vee x(\underline{\mathrm{v}} x \wedge x=\text { the } t \underline{\mathrm{v}} t) \\
& \rightarrow \underline{\mathrm{v}} \text { the } t \underline{\mathrm{v}} t \\
& \rightarrow \underline{\mathrm{v}} \text { the } x \underline{\mathrm{v}} x \text { ) } \\
& .7 \quad((\underline{\mathrm{u}} x \rightarrow \underline{\mathrm{v}} x) \rightarrow \text { the } z \underline{\mathrm{u}} z=\text { the } z \underline{\mathrm{v}} z) \\
& .8 \quad(\underline{\mathrm{u}} y=\text { the } z \vee x(z=\underline{\mathrm{u}} x \wedge x=y)) \\
& \left..9 \quad \underline{\mathrm{u}}^{\prime} y y^{\prime}=\text { the } z \vee x \vee x^{\prime}\left(z=\underline{\mathrm{u}}^{\prime} x x^{\prime} \wedge x=y \wedge x^{\prime}=y^{\prime}\right)\right) \\
& .10(x=y \rightarrow \underline{\mathrm{v}} x=\underline{\mathrm{v}} \boldsymbol{y}) \\
& .11((p \rightarrow \delta a \bar{b} p=a) \wedge(\sim p \rightarrow \delta a b p=b))
\end{aligned}
$$

We note that through 2.3.1 and 2.3.9, Axioms 2.2.3 and 2.2.4 above and 3.1.3 and 3.1.4 below become amenable to schematic substitution. We shall henceforth accept all such consequences of equality and in proofs omit the uniformizing circumlocutions preparatory to substituting schematically and the simplifications after, going straight to the end result of the schematic substitution.

## 3. Number Theory.

3.0 Definitions.

$$
.0^{*}(\operatorname{pesr} n \equiv \operatorname{II} x y x \infty n)
$$

```
.1* \((\operatorname{scsr} n \equiv\) the \(x(\operatorname{pcsr} x=n))\)
. 2 ( \(1 \equiv \operatorname{scsr} 0\) )
. 3 ( \(\mathrm{I} y \underline{\mathrm{u}} y m n \equiv \mathrm{II} x y \underline{u} y m n\) )
\(.4 \quad((a+b) \equiv \mathrm{I} y \operatorname{scsr} y a b)\)
\(.5(\mathrm{\Sigma} x<n \underline{\mathrm{u}} x \equiv \mathrm{II} x y(y+\underline{\mathrm{u}} x) 0 n)\)
\(.6 \quad((a \cdot b) \equiv \Sigma x<a b)\)
\(.7 \quad((a<b) \equiv(((a \neq \infty) \wedge(b \neq \infty)) \wedge \vee c((c \neq 0) \wedge\)
                                    \(((a+c=b))))\)
\(.8 \quad\) least \(x \underline{u} x \equiv\) the \(t(\vee x(\underline{u} x \wedge(x=t)) \wedge \wedge x((x<t) \rightarrow \sim \underline{u} x)))\)
\(.9 \quad(\mathrm{rm} c a \equiv\) least \(r \vee b(c=((b \cdot a)+r)))\)
.10 ( 2 ́scsr 1 )
\(.11((a \leqq b) \equiv((a<b) \vee(a=b)))\)
\(.12(\boldsymbol{\Sigma} x \leqq n \underline{\mathrm{u}} x \equiv \Sigma x<\operatorname{scsr} n \underline{\mathrm{u}} x)\)
.13 (greatest \(x \underline{u} x \equiv\) the \(t(\vee x(\underline{\mathbf{u}} x \wedge(x=t)) \wedge\)
                                    \(\wedge x((x<t) \rightarrow \sim \underline{u} x))\)
\(.14(\Pi x<n \underline{u} x \equiv \operatorname{II} x y(y \cdot \underline{u} x) 1 n)\)
\(.15(\Pi x \leqq n \underline{\underline{u}} x \equiv \Pi x<\operatorname{scsr} n \underline{\underline{u}} x)\)
\(.16(\exp a b \equiv \Pi x<b a)\)
\(.17((a \mid b) \equiv(((a \neq \infty) \wedge(b \neq \infty)) \wedge \vee c((a \cdot c)=b)))\)
\(.18((a \backslash b) \equiv \sim(a \mid b))\)
.19 (prime is \(p \equiv(((p \neq 1) \wedge(p \neq \infty)) \wedge \wedge a((a \mid p) \rightarrow\)
                                    \(((a=1) \wedge(a=p)))))\)
\(.20(\mathrm{P} n \equiv \mathrm{I} y\) least \(t((y<t) \wedge(\) prime is \(t)) 2 n)\)
. 21 ( \(\mathrm{M} a \equiv\) greatest \(t(\exp \mathrm{P} t \mid a))\)
. \(22(\mathrm{~N} a n \equiv\) greatest \(t(\exp \mathrm{P} n t \mid a))\)
.23 ( \(y_{y} \underline{u} y m n \equiv \operatorname{pcsr} \operatorname{pesr} \mathrm{~N}\) II \(x y(y \cdot \exp \mathrm{P} \operatorname{scsr} x \boldsymbol{\delta} \operatorname{scsr} \operatorname{scsr} \underline{u} y\)
    \(1(\underline{u} y \neq \infty)) \exp 2 \delta \operatorname{scsr} \operatorname{scss} m 1(m \neq \infty) n n)\)
```


### 3.1 Axioms for Number Theory.

Axiom 3.1.0 is our axiom of existence. There is a meaningful number.

Although

## 'II $x y \underline{u}^{\prime} x y m$ '

is not a formula in our system and hence does not denote anything among our field of mathematical objects, we, so to speak, think of

## II $x y \underline{u}^{\prime} x y m$

as a function $f$ determined by $m$ and the function expressed by

$$
\underline{u}^{\prime} x y^{\prime}
$$

whose value at $n$ is

$$
\text { II } x y \underline{u}^{\prime} x y m n
$$

at 0 is $m$ and at $\infty$ is $\infty$.
If we are at $n>0$ and have previously defined $f$ at 0 to be $m$ and for each $t$ with $0<t \leqq n$ by means of the expression ' $\underline{u}^{\prime} x y^{\prime}$ (perhaps sometimes even defining it to be $\infty$ ), then we advance one step and define $f$ at $\operatorname{scsr} n$ to be

$$
\underline{\mathrm{u}}^{\prime} n f(n) .
$$

We can schematically diagram our would-be function as follows:

$$
\begin{aligned}
& m=f(0) f(1) \quad y \underline{\mathrm{u}}^{\prime} x y \quad f(n) \quad f(\operatorname{ses} r n)=\underline{u}^{\prime} n f(n) \\
& \begin{array}{llllll}
0 & 1 & \operatorname{scsr} x & n & \operatorname{scsr} n
\end{array}
\end{aligned}
$$

Here we think of $y$ and $\underline{u}^{\prime} x y$ as being respectively equal to $f(x)$ and $f(\operatorname{scsr} x)$. This recursive process using the inductor 'II' is our principle of definition by recursion and is expressed by Axioms 3.1.1, 3.1.2 and 3.1.3.

The inductor ' $I$ ' is weaker than 'II' being incapable of defining $f$ at $\operatorname{scsr} x$ if the definition depends upon the input of information in addition to the value of $f$ at $x$.

If our definition of $f$ at $\operatorname{scsr} x$ is to depend upon, in addition to possibly new inputs of information, the information contained in the finite sequence of all previously defined values of $f$ instead of just the one value of $f$ at $x$ then we can take advantage of Gödel numbers to accumulate this suitably packaged information and accomplish the definition by means of the inductor ' $I$ '. Once we have got sufficiently far under way by means of ' II ', ' $g$ ' is just as effective as 'II' and expresses removal of a built-in redundancy in 'II' seemingly needed to get things started. It seems unlikely that one could succeed by starting with only ' 0 ' and a recursion form with only one bound variable and a one-place schematic expression no matter what axioms phrased in these terms are adopted.

Recursion theorems for 'I' analogous to 3.1.1, .2, . 3 for 'II' are obvious.

Analogues for ' $I$ ' are postponed to 3.25.
Axiom 3.1.4 is ordinary induction.

### 3.2 Theorems.

$$
\begin{aligned}
& .0\left(\wedge x \wedge y\left(x \neq \infty \rightarrow \underline{\mathrm{u}}^{\prime} x y=\underline{\mathrm{v}} x y\right) \rightarrow \text { II } x y \underline{\mathrm{u}}^{\prime} x y m n=\right. \\
& \text { II } x y \underline{v}^{\prime} x y m n \text { ) } \\
& .1(\wedge \underline{y}(\underline{\mathrm{u}} y=\underline{\mathrm{v}} y) \rightarrow \mathrm{I} y \underline{\mathrm{u}} y m n=\mathrm{I} y \underline{\mathrm{v}} \boldsymbol{y} m n) \\
& .2(\wedge \underline{y}(\underline{\mathrm{u}} y=\underline{\mathrm{v}} y) \rightarrow ป y \underline{\mathrm{u}} y m n=g y \underline{\mathrm{v}} y m n)
\end{aligned}
$$

Proof of .0. Clearly by Axioms 3.1.1 and 3.1.2

$$
\left(n=0 \vee n=\infty \rightarrow \text { II } x y \underline{\mathrm{u}}^{\prime} x y m n=\mathrm{II} x y \underline{\mathrm{v}}^{\prime} x y m n\right) .
$$

Suppose

$$
\left(n \neq \infty \wedge \text { II } x y \underline{\mathrm{u}}^{\prime} x y m n=\mathrm{II} x y \underline{\mathrm{v}}^{\prime} x y m n\right)
$$

Then by Axiom 3.1.3

$$
\begin{aligned}
\left(\text { II } x y \underline{\mathrm{u}}^{\prime} x y m \operatorname{sesr} n\right. & =\underline{\mathrm{u}}^{\prime} n \text { II } x y \underline{\mathrm{u}}^{\prime} x y m n \\
& =\underline{\mathrm{v}}^{\prime} n \text { II } x y \underline{\mathrm{v}}^{\prime} x y m n \\
& \left.=\overline{\mathrm{I}} x y \underline{\mathrm{v}}^{\prime} x y m \operatorname{sesr} n\right) .
\end{aligned}
$$

So by Axiom 3.1.4, we are done.

### 3.3 Theorems.

$$
\begin{aligned}
& .0(0 \neq \infty) \\
& .1(\operatorname{pcsr} 0=\infty) \\
& .2(\operatorname{pcsr} \infty=\infty) \\
& .3(\operatorname{scsr} \infty=\infty)
\end{aligned}
$$

Proofs. For .0 we use equality and the following consequence of Axioms 3.10, .1, .2.

$$
\text { Vm(II } \left.x y \underline{u}^{\prime} x y m 0=m \neq \infty=\text { II } x y \underline{u}^{\prime} x y m \infty\right)
$$

By Axioms 3.1.1, 2 we get immediately 11 and .2. As

$$
(\vee!x(\operatorname{pcsr} x=\infty) \vee \sim \bigvee!x(\operatorname{pcsr} x=\infty))
$$

.3 follows from .2 since, by Axioms 2.2.4, .5, in either event

$$
(\operatorname{scsr} \infty=\text { the } x(\operatorname{pcsr} x=\infty)=\infty)
$$

3.4 Theorem. $(b \neq 0 \leftrightarrow \vee a(b=\operatorname{scsr} a))$

Proof of ' $\rightarrow$ '. The conclusion follows from 3.3.0 and the following consequence of Axiom 3.1.4

$$
(b \neq \infty \rightarrow(b \neq 0 \rightarrow \vee a(b=\operatorname{scsr} a)))
$$

Proof of ' $\leftarrow$ '. Suppose contrary to the conclusion that

$$
\vee a(0=\operatorname{scsr} a)
$$

Then by 3.3.1, 3.3.0, Axioms 2.2.5, . 4 and 3.3 .3 we get, contrary to 3.3.0,

$$
\begin{aligned}
\vee a(0=\operatorname{scsr} a & =\text { the } x(\operatorname{pcsr} x=a) \wedge \infty \\
& =\operatorname{pcsr} 0=a \wedge 0=\operatorname{scsr} \infty=\infty)
\end{aligned}
$$

3.5 Theorem. (pesr scsr $a=a$ )

Proof. We use Axiom 3.1.3.

$$
\begin{gathered}
(a=\infty \rightarrow a=\operatorname{pcsr} \infty=\text { pcsr scsr } \infty=\text { pcsr scsr } a) \\
(a \neq \infty \rightarrow \operatorname{pcsr} \operatorname{scsr} a=\text { II } x y x \infty \operatorname{scsr} a=a)
\end{gathered}
$$

3.6 Theorem. ( $\operatorname{scsr} a=\infty \rightarrow a=\infty$ )

Proof. (scsr $a=\infty \rightarrow \infty=$ pesr $\infty=$ pcsr scsr $a=a$ )
3.7 Theorem. ( $\operatorname{pcsr} a=\infty \rightarrow a=0 \vee a=\infty$ ).

Proof. We use the $\rightarrow$ ' part of 3.4.

$$
\begin{gathered}
(\operatorname{pcsr} a=\infty \wedge a \neq 0 \wedge a \neq \infty \rightarrow \\
\vee c(\infty \neq c=\operatorname{pcsr} \operatorname{scsr} c=\operatorname{pcsr} a=\infty)
\end{gathered}
$$

3.8 Theorem. $(a \neq 0 \rightarrow \operatorname{scsr} \operatorname{pcsr} a=a)$

Proof. V $c(a=\operatorname{sesr} c=\operatorname{sesr}$ pesr scsr $c=\operatorname{scsr} \operatorname{pesr} a)$
3.9 Theorems.

$$
\begin{aligned}
& .0(a+0=a) \\
& .1(a+\infty=\infty) \\
& .2(0+a=a) \\
& .3(\infty+a=\infty) \\
& .4(a+1=\operatorname{scsr} a) \\
& .5((a+b)+1=a+(b+1))
\end{aligned}
$$

3.10 Theorems.

$$
\begin{aligned}
& .0(0 \cdot a=0) \\
& .1(\infty \cdot a=\infty) \\
& .2(a \neq \infty \rightarrow a \cdot 0=0) \\
& .3(a \neq 0 \rightarrow a \cdot \infty=\infty) \\
& .4(1 \cdot a=a) \\
& .5(a \cdot 1=a) \\
& .6(a+1) \cdot b=(a \cdot b)+b)
\end{aligned}
$$

The proofs of $3.9 .2, .3$ and $3.10 .2, .3, .5$ are by induction on $a$. The others are immediate from definitions and recursion axioms. We give three proofs.

Proof of 3.9.2. By 3.9.0 we have

$$
(0+0)=0 .
$$

Now suppose

$$
(a \neq \infty \wedge 0+a=a) .
$$

Then by Axiom 3.1.3

$$
\begin{aligned}
(0+\operatorname{scsr} a & =\mathrm{I} y \operatorname{scsr} y 0 \operatorname{scsr} a \\
& =\operatorname{scsr} \mathrm{I} y \operatorname{scsr} y 0 a \\
& =\operatorname{sesr}(0+a) \\
& =\operatorname{ses} a) .
\end{aligned}
$$

By induction and 3.9.1 we arrive at the desired result.
Proof of 3.9.4. Since the result is immediate from 3.3.3 and 3.9.3 if ( $a=\infty$ ), suppose otherwise.

$$
\begin{aligned}
(a+1 & =\mathrm{I} y \operatorname{scsr} y a \mathrm{l} \\
& =\mathrm{I} y \operatorname{scsr} y a \operatorname{scsr} 0 \\
& =\operatorname{scsr} \mathrm{I} y \operatorname{scsr} y a 0 \\
& =\operatorname{scs} a)
\end{aligned}
$$

Proof of 3.10.6. If $(a=\infty)$, then by 3.9 .3 and 3.10.1 the statement is true. Suppose ( $a \neq \infty$ ).

$$
\begin{aligned}
((a+1) \cdot b & =\Sigma x<(a+1) b \\
& =\Sigma x<\operatorname{scsr} a b \\
& =\operatorname{II} x y(y+b) 0 \operatorname{scsr} a \\
& =\operatorname{II} x y(y+b) 0 a+b \\
& =\Sigma x<a b+b \\
& =(a \cdot b)+b)
\end{aligned}
$$

Let us digress for the moment to consider two alternate number systems together with a somewhat curtailed version of our present system based on the definitions we have used so far, except for 3.0.23 in 3.2.2, namely, $3.0 .0-3.0 .6$, and on the next three definitions, 3.0.7, 3.0.8 and 3.0.9.

The first alternate system uses the same formal-inferential, logical and equality-theoretic foundation as our present system but adopts as orienting number-theoretic forms

$$
{ }^{\prime} 0 \text { ', 'pcsr } x \text { ', '(x+y), '(x-y)'; }
$$

adopts as number-theoretic definitions $3.0 .1, .2, .7, .8, .9$, the formula obtained from the expression

$$
\begin{aligned}
{ }^{\prime}\left(\mathrm{II} x y \underline{\mathrm{u}}^{\prime} x y m n \equiv\right. & \text { the } z \vee d \vee c(0<d \wedge d \neq \infty \wedge 0<c \wedge c \neq \infty \\
& \wedge \delta \operatorname{scsr} m 0(m \neq \infty)=\operatorname{rm} c(1+d) \wedge z=\delta \\
& \operatorname{pcsr} \operatorname{rm} c(1+((1+n) \cdot d)) \infty) n \neq \infty) \wedge \wedge \\
& x\left(x<n \rightarrow \delta \operatorname{scsr} \underline{\mathrm{u}}^{\prime} x \operatorname{pcsr} \operatorname{rm} c(1+((1+x) \cdot d))\right. \\
& 0 \quad\left(\underline{\mathrm{u}}^{\prime} x \operatorname{pcsr} \operatorname{rm} c(1+((1+x) \cdot d)) \neq \infty\right) \\
& =\operatorname{rm} c(1+((1+x)) \cdot d)))))^{\prime}
\end{aligned}
$$

by appropriately inserting parentheses and establishing schematic uniformity, 3.0.3 and 3.0.5; and finally adopts as number-theoretic axioms 3.3-3.10 and 3.1.4. As indicated in [5, pp. 238-241; 3, Ch. 1, Sec. 7] one can eventually prove (using the Chinese Remainder Theorem) entirely within this first alternate system that 'II $x y \underline{u}$ ' $x y m n$; possesses the properties listed in 3.1.1, .2, .3. Whence it is easy to derive by induction as first alternate theorems the formulas obtained from $3.0 .0, .4, .6$ by replacing ' $\equiv$ ' by ' $=$ '. It now follows that the normal theorems devoid of ' $\equiv$ ' in the curtailed system and in the first alternate system are exactly the same. Thus, simply axiomatized, recursive ' + ' and ' . ' are enough to establish general recursion.

The second alternate system (arithmetic) uses the same formalinferential and logical foundation as our present system but adopts as an orienting equality-theoretic form ' $(x=y)$ '; equality-theoretic axioms 2.2.0, .1, .2, .3; orienting number-theoretic forms

$$
\text { '0, '1', '(x+y)', '(x } y \text { )'; }
$$

and number-theoretic axioms $3.9 .0, .5,3.10 .4, .6$,

$$
\begin{gathered}
\cdot(((x+1)=(y+1)) \rightarrow(x=y))^{\prime}, \sim((x+1)=0)^{\prime}, \\
\cdot((\underline{\mathbf{u}} 0 \wedge \wedge x(\underline{u} x \rightarrow \underline{u}(x+1))) \rightarrow \wedge x \underline{\mathrm{u}} x)^{\prime} .
\end{gathered}
$$

Clearly each formula in arithmetic is a formula in the present system. Furthermore, it is not hard to see that each statement which is a theorem in arithmetic transforms, when all quantifications are restricted to (non- $\infty$ ) numbers, into a theorem in the present system. Concerning the question raised earlier as to the extent to which incorporating ' $\infty$ ' into our system as we have done strengthens it, we
can make this more precise by asking whether a statement of arithmetic which transforms, upon restricting quantifications to numbers, into a theorem of our present system is also a theorem of arithmetic. This seems indeed to be the case. The referee has indicated to the author that the usual model of arithmetic within finite set theory may be extended to a model of $\infty$-extended arithmetic (a modification of the first alternate system adopting ' 1 ' and ' $\infty$ ' as orienting forms instead of 'pcsr $x$ ' and abandoning descriptive definitions) by associating with ' $\infty$ ' a specific effective finite set (say $\{\{\varnothing\}\}$ ) which is not a finite ordinal, and hence to a model within arithmetic, in such a way that it follows that each arithmetical statement whose quantificationrestricted transform is provable in the present system is provable arithmetically. Thus the incorporation of ' $\infty$ ' strengthens the system only peripherally in the sense that any additional theorems relate to $\infty$. In other words the present system is a conservative extension of arithmetic.

Continuing now with a development of our present system, we shall pass over the derivation of further elementary results, referring the reader to [4], and call attention here to only two of these, the wellordering
3.11 Theorems.

$$
.0(x \neq \infty \wedge \underline{u} x \rightarrow \text { least } t \underline{u} t \neq \infty)
$$

$$
.1(x \neq \infty \wedge \underline{u} x \wedge \vee y \wedge t(y<t \rightarrow \sim \underline{u} t) \rightarrow \text { greatest } t \underline{u} t \neq \infty)
$$

Useful recursive properties of ' $\leqq$ ', ' $\Sigma$ ' and ' $\Pi$ ', easily proved by induction, are
3.12 Theorems.

$$
\begin{aligned}
& .0\left(a \leqq b \wedge \wedge x\left(a \leqq x \rightarrow \underline{\mathrm{u}}^{\prime} x c=c\right) \rightarrow\right. \\
& \left.\quad\left(\mathrm{II} x y \underline{\mathrm{u}}^{\prime} x y m a=c \rightarrow \text { II } x y \underline{\mathrm{u}}^{\prime} x y m b=c\right)\right) \\
& .1(\mathrm{\Sigma} i<(a+b) \underline{\mathrm{u}} i=\mathrm{\Sigma} i<a \operatorname{u} i+\Sigma i<b \underline{\mathrm{u}}(a+i)) \\
& .2(b \neq \infty \rightarrow \Pi i<(a+b) \underline{\mathrm{u}} i=\Pi i<a \underline{\mathrm{u}} i . \Pi i<b \underline{\mathrm{u}}(a+i))
\end{aligned}
$$

The early development of the usual laws of exponents is similar to that for addition and multiplication given in 3.9 and 3.10 . We shall skip this, mentioning only the exponential properties of $\infty$.

### 3.13 Theorems.

$$
\begin{aligned}
& .0(\exp a \infty=\infty) \\
& .1(\exp \infty 0=1) \\
& .2(a \neq 0 \rightarrow \exp \infty a=\infty)
\end{aligned}
$$

Induction on $a$ is used to prove .2.
Although the infinitude of primes can be stated by saying that for each number there is a next greater prime and easily proved after Euclid, we are able with ' $P$ ' to say a trifle more, namely, that ' $P$ ' con-
secutively enumerates infinitely many and all primes. We formally state this, omitting the easy proof based upon the infinitude of primes. We additionally give a useful immediate corollary based on the elementary fact that each number greater than 1 has a greatest prime divisor.

### 3.14 Theorems.

$$
\begin{aligned}
& .0 \quad(n \neq \infty \rightarrow \text { prime is } \mathrm{P} n \wedge n<\mathrm{P} n<\mathrm{P} \operatorname{scs} n= \\
& \text { least } t(\mathrm{P} n<t \wedge \text { prime is } t)) \\
& .1(\text { prime is } q \rightarrow \mathrm{~V}!n(\mathrm{P} n=q)) \\
& .2(1<a \rightarrow \mathrm{M} a \neq \infty \wedge \mathrm{PM} a \mid a \wedge \wedge j(\mathrm{M} a<j \rightarrow \mathrm{P} j \nmid a))
\end{aligned}
$$

The three following lemmas are based on the elementary fact that a prime dividing the product of two numbers divides one of them and on the elementary cancellation law of mulitplication and are fairly easy to prove by induction on $n$.

### 3.15 Theorems.

$$
\begin{aligned}
& .0(0<k \wedge \text { prime is } p \wedge \text { prime is } q \rightarrow \\
& (\exp p k \mid \exp q n \rightarrow p=q \wedge k \leqq n)) \\
& \text {.l }(n \neq \infty \wedge \wedge i \wedge j(i \leqq \operatorname{scsr} n \wedge j \leqq \operatorname{scsr} n \wedge i \neq j \rightarrow \text { prime } \\
& \text { is } \quad \underline{\mathbf{u}} i \wedge \underline{\mathrm{u}} i \neq \underline{\mathrm{u}} j \wedge 0<\underline{\mathrm{v}} i) \rightarrow \wedge j \wedge r(j \leqq n \wedge \underline{\mathrm{v}} j<r \rightarrow \\
& \exp \underline{\underline{u}} \boldsymbol{v} \boldsymbol{j} \mid \Pi i \leqq n \exp \underline{\mathrm{u}} i \underline{\mathrm{v}} \boldsymbol{i} \wedge \exp \underline{\underline{u}} \boldsymbol{j} r r \nmid \Pi i \leqq n \exp \underline{\underline{u}} i \underline{\mathrm{v}} i) \\
& \exp \underline{\mathrm{u}} \operatorname{scsr} n \underline{\mathrm{v}} \operatorname{scsr} n \nmid \Pi i \leqq n \exp \underline{\mathrm{u}} i \underline{\mathrm{v}} i) \\
& .2 \text { (prime is } p \wedge \exp p n|a \wedge c| a \wedge p \bar{X} c \rightarrow(c \cdot \exp p n) \mid a)
\end{aligned}
$$

Ordered retrieval of information stored in the Gödel number of a finite sequence of numbers and in the Gödel number of a finite sequence of numbers and $\infty$ 's is given by the next three theorems. With regard to the third, one might say that each $\underline{v} i$ which is not $\infty$ is stored at the $i$-th numbered address in the Gödel number packaged as $\operatorname{scsr} \operatorname{scsr} \underline{v} i$ and each $\underline{v} i$ which is $\infty$ is stored at the $i$-th numbered address in the Gödel number packaged as 1. The stored information is retrieved by means of ' pcsr ' and ' N ' and the end is signaled by ' M '.
3.16 Theorems

$$
\begin{aligned}
& .0(j \leqq n \neq \infty \wedge \wedge i(i \leqq n \rightarrow \underline{\mathrm{u}} i \neq \infty) \rightarrow \\
& \mathrm{N} \Pi i \leqq \exp \mathrm{P} i \underline{\mathrm{u}} i j=\underline{\mathrm{u}} j) \\
& .1(n \neq \infty \wedge \wedge i(i \leqq n \rightarrow \underline{\mathrm{u}} i \neq \infty) \wedge \underline{\mathrm{u}} n \neq 0 \rightarrow \\
& \mathrm{M} \Pi i \leqq n \exp \mathrm{P} i \underline{u} i=n) \\
& \text {. } 2(j \leqq n \neq \infty \rightarrow \\
& \text { pesr pcsr } \mathrm{N} \Pi i \leqq n \exp \mathrm{P} i \delta \operatorname{scsr} \operatorname{scsr} \underline{\underline{u}} i(\underline{\mathbf{u}} i \neq \infty) j=\underline{\mathrm{u}} j \\
& \wedge \mathrm{M} \Pi i \leqq n \exp \mathrm{P} i \delta \operatorname{scsr} \operatorname{sesr} \underline{\underline{u}} i(\underline{\underline{u}} i \neq \infty)=n)
\end{aligned}
$$

The proofs are immediate from 3.15.1 and 3.14.

The utility, if not necessity, of Gödel number representation of finite sequences is demonstrated by the proof of the
3.17 Theorem. (Pigeon Hole Principle).

$$
\begin{aligned}
(h<k \wedge \wedge i(i \leqq k \rightarrow \underline{\mathrm{u}} i \leqq h) \rightarrow \vee i \vee j(i \leqq k & \wedge j \leqq k \wedge \\
& \wedge i \neq j \wedge \underline{\mathbf{u}} i=\underline{\mathbf{u}} j))
\end{aligned}
$$

Proof. Suppose contrarily that

$$
(\mathrm{h}<k \wedge \wedge i(i \leqq k \rightarrow \underline{\mathrm{u}} i \leqq h) \wedge \wedge i \wedge j(i \leqq k \wedge j \leqq k \wedge
$$

Let

$$
\begin{aligned}
& (\mathrm{a}=\Pi i \leqq k \exp \mathrm{P} i \operatorname{scss} \underline{\mathrm{u}} i \wedge \\
& n=\operatorname{least} t \bigvee b \bigvee s(M b=t \wedge s<t \wedge \wedge i(i \leqq t \rightarrow \operatorname{pcsrN} b i \leqq s) \wedge \\
& \wedge i \wedge j(i \leqq t \wedge j \leqq t \wedge i \neq j \rightarrow \operatorname{pcss} \mathrm{~N} b i \neq \operatorname{pcsr} \mathrm{N} b j))) .
\end{aligned}
$$

By 3.16.0, 1

$$
(\mathrm{M} a=k \wedge h<k \wedge \wedge i(i \leqq k \rightarrow \operatorname{pcsr} \mathrm{~N} a i=\underline{\mathrm{u}} i \leqq h) \wedge
$$

$\wedge i \wedge j(i \leqq k \wedge j \leqq k \wedge i \neq j \rightarrow \operatorname{pcsr} \mathrm{~N} a i=\underline{\mathrm{u}} i \neq \underline{\mathrm{u}} j=\operatorname{pcss} \mathrm{N} a j))$, so

$$
(n \neq \infty \wedge n \neq 0)
$$

Let $b$ and $s$ be such that

$$
\begin{gathered}
(\mathrm{M} b=n \wedge s<n \wedge \wedge i(i \leqq n \rightarrow \operatorname{pcsr} \mathrm{~N} b i \leqq s) \wedge \\
\wedge i \wedge j(i \leqq n \wedge j \leqq n \wedge i \neq j \rightarrow \operatorname{pcsr} \mathrm{~N} b i \neq \operatorname{pcsr} \mathrm{N} b j)) .
\end{gathered}
$$

Clearly, since ( $1 \leqq n$ ),

$$
(s=0 \rightarrow \operatorname{pcsr} \mathrm{~N} b 0=0=\operatorname{pcsr} \mathrm{N} b 1 \neq \operatorname{pcsr} \mathbf{N} b 0) .
$$

So

$$
(s \neq 0)
$$

Now let

$$
\begin{gathered}
\left(\wedge i\left(\underline{v}^{\prime \prime} b s i=\delta \operatorname{pcsr} \mathrm{N} b i \operatorname{pcsr} \mathrm{~N} b n(p c r s N b i \neq s)\right) \wedge\right. \\
\left.\underline{\mathrm{v}}^{\prime} b s=\Pi i \leqq \operatorname{pcsr} n \exp \mathrm{P} i \operatorname{scsr} \underline{\mathrm{v}}^{\prime \prime} b s i\right)
\end{gathered}
$$

and check, contrary to the minimal nature of $n$, that

$$
\begin{aligned}
\left(\mathrm{Mv}^{\prime} b s\right. & =\operatorname{pcsr} n \wedge \operatorname{pcsr} s<\operatorname{pcsr} n \wedge \\
\wedge i(i & \leqq \operatorname{pcsr} n \rightarrow \operatorname{pcsr} \mathrm{~N} \mathrm{v}^{\prime} b s i=\underline{\mathrm{v}} \\
& =\delta \operatorname{pcsr} \mathrm{N} b i \operatorname{pcsr} \mathrm{~N} b n(\operatorname{pcsr} \mathrm{~N} b i \neq s) \\
& \leqq \operatorname{pcss} s) \wedge
\end{aligned}
$$

$\wedge i \wedge j(i \leqq \operatorname{pcsr} n \wedge j \leqq \operatorname{pcsr} n \wedge i \neq j \rightarrow$ $\operatorname{pcsr} \mathrm{N} \underline{\mathrm{v}}^{\prime} b s i=\underline{\mathrm{v}}^{\prime \prime} b s i=\delta \operatorname{pcsr} \mathrm{N} b i \operatorname{pcsr} \mathrm{~N} b n(\operatorname{pcsr} \mathrm{~N} b i \neq s)$ $\neq \delta \operatorname{pscr} \mathrm{N} b j \operatorname{pesr} \mathrm{~N} b n(\operatorname{pcsr} \mathrm{~N} b j \neq s)$

$$
\left.\left.=\underline{\mathrm{v}}^{\prime \prime} b s j=\operatorname{pcsr} \mathrm{N} \underline{\mathrm{v}}^{\prime} b s j\right)\right) .
$$

We next state and prove in some detail the
3.18 Theorem. (Unique Prime Power Factorization). $(a \neq 0 \wedge a \neq 1 \wedge a \neq \infty \rightarrow$
.0 (Existence) $\quad a=\Pi i \leqq \mathrm{M} a \exp \mathrm{P} i \mathrm{~N} a i \wedge$
.1 (Uniqueness) $(a=\Pi i \leqq \mathrm{M} a \exp \mathrm{P} i \underline{\mathrm{u}} i \rightarrow$

$$
\wedge i(i \leqq \mathrm{M} a \rightarrow \underline{\mathrm{u}} i=\mathrm{N} a i \overline{)}))
$$

Proof of .0. Let

$$
\begin{aligned}
(q & =\text { least } t(t \mid a \wedge t \neq 1) \wedge \\
d & =\text { the } t(\mathrm{P} t=q) \wedge \\
k & =\operatorname{greatest} t(\Pi i \leqq t \exp \mathrm{P} i \mathrm{~N} a i \mid a \wedge \mathrm{~N} a t \neq 0))
\end{aligned}
$$

Check that
(prime is $q \wedge q \mid a \wedge \mathrm{P} d=q \wedge \wedge t(t<d \rightarrow \mathrm{P} t \nmid a \rightarrow \mathrm{~N} a t=0)$ )
and hence by way of 3.12.0 and 3.12.2 that

$$
(\Pi i \leqq d \exp \mathrm{P} i \mathrm{~N} a i=\exp \mathrm{P} d \mathrm{~N} a d \mid a \wedge \mathrm{~N} a d \neq 0 \wedge \mathrm{~N} a a=0 \wedge
$$

$$
\begin{equation*}
k \neq \infty \wedge \Pi i \leqq k \exp \mathrm{P} i \mathrm{~N} a i \mid a \wedge \mathrm{~N} a k \neq 0 \wedge \tag{0}
\end{equation*}
$$

$$
\begin{equation*}
\wedge j(k<j \rightarrow(\Pi i \leqq j \exp \mathrm{P} i \mathrm{~N} a i \mid a \rightarrow \mathrm{~N} a j=0))) \tag{1}
\end{equation*}
$$

If

$$
(\Pi i \leqq k \exp \mathrm{P} i \mathrm{~N} a i \neq a),
$$

then there is $b$ such that

$$
\begin{equation*}
(\Pi i \leqq k \exp \mathrm{P} i \mathrm{~N} a i \cdot b=a \wedge b \neq 1) \tag{2}
\end{equation*}
$$

Let

$$
(\underline{\mathrm{v}} b=\text { least } t(t \mid b \wedge t \neq 1) \wedge \underline{\mathrm{w}} b=\text { the } t(\mathrm{P} t=\underline{\mathrm{v}} b))
$$

Then

$$
\begin{align*}
(\text { prime is } \underline{\mathrm{v}} b \wedge \underline{\mathrm{v}} b \mid b \wedge \mathrm{P} \underline{\mathrm{w}} b=\underline{\mathrm{v}} b \wedge \mathrm{~N} a \underline{\mathrm{w}} b \neq 0 \wedge \\
\wedge t(t<\underline{\mathrm{w}} b \rightarrow \mathrm{P}+/ b)) . \tag{3}
\end{align*}
$$

Check from 3.15.1, (3) and (2) that

$$
\begin{aligned}
(\underline{\mathrm{w}} b \leqq k \rightarrow & (\exp \mathrm{P} \underline{\mathrm{w}} b \mathrm{~N} a \underline{\mathrm{w}} b)|\Pi i \leqq k \exp \mathrm{P} i \mathrm{~N} a i \wedge \mathrm{P} \underline{\mathrm{w}} b| b \wedge \\
& \Pi i \leqq k \exp \mathrm{P} i \mathrm{~N} a i \cdot b=a \\
& \rightarrow(\exp \mathrm{P} \underline{\mathrm{w}} b \mathrm{~N} a \underline{\mathrm{w}} b \cdot \mathrm{P} \underline{\mathrm{w}} b) \mid a \\
& \rightarrow \exp \mathrm{P} \underline{\mathrm{w}} b(\mathrm{~N} a \underline{\mathrm{w}} b+1) \mid a \\
\rightarrow & \mathrm{~N} a \underline{\mathrm{w}} b+1<\mathrm{N} a \underline{\mathrm{w}} b) .
\end{aligned}
$$

Thus

$$
(k<\underline{\mathrm{w}} b) .
$$

Since by (0), 3.15.1 and (3)
$(\Pi i \leqq k \exp \mathrm{P} i \mathrm{~N} a i \mid a \wedge \mathrm{P} \underline{\mathrm{w}} b \nmid \Pi i \leqq k \exp \mathrm{P} i \mathrm{~N} a i \wedge$ $\exp \mathrm{P} \underline{\mathrm{w}} b \mathrm{~N} a \underline{\mathrm{w}} b \bar{\chi} \Pi i \leqq k \exp \mathrm{P} i \mathrm{~N} a i \wedge \mathrm{P} \underline{\mathrm{w}} b \mid a)$,
we infer from 3.15.2, (3) and 3.15.5 that

$$
\begin{aligned}
((\Pi i \leqq k \exp \mathrm{P} i \mathrm{~N} a i \cdot \mathrm{P} \underline{\mathrm{w}} b) \mid a \wedge \wedge t(k<t<\underline{\mathrm{w}} b \rightarrow \\
\mathrm{P} t \nmid a \rightarrow \mathrm{~N} a t=0 \rightarrow \exp \mathrm{P} t \mathrm{~N} a t=1))
\end{aligned}
$$

and hence by 3.12.0, 3.12.2, the definition of $\mathrm{N} a \underline{\mathrm{w}} b$ and again 3.15.2 that

$$
(\Pi i \leqq \underline{\mathrm{w}} b \exp \mathrm{P} i \mathrm{~N} a i=(\Pi i \leqq k \exp \mathrm{P} i \mathrm{~N} a i
$$

We are led by way of (1) and (3) to the contradiction

$$
(\mathrm{N} a \underline{\mathrm{w}} b=0 \wedge \mathrm{~N} a \underline{\mathrm{w}} b \neq 0) .
$$

So

$$
(\Pi i \leqq k \exp \mathrm{P} i \mathrm{~N} a i=a)
$$

Finally, by ( 0 ) and 3.16.1, we conclude that ( $k=\mathrm{M} a$ ).
Proof of . 1 Check by way of 3.12.2, 3.13.0 and 3.10.0-. 3 that

$$
\wedge i(i \leqq \mathrm{M} a \rightarrow \underline{\mathrm{u}} i \neq \infty)
$$

and then use 3.16.0.

To state general commutativity for addition is easy.
3.19 Theorem. $\quad(\wedge x(x \leqq n \rightarrow \bigvee!y(y \leqq n \wedge \underline{v} y=x)) \rightarrow$

$$
\Sigma x \leqq n \underline{u} x=\Sigma x \leqq n \underline{\mathbf{u}} \underline{v} x
$$

To state general associativity for addition is somewhat harder. It can be done using the inductors ' $I$ ' and 'II' and Gödel numbers of finite sequences of numbers which determine the binary tree structures of acceptable distributions of parentheses and Gödel numbers of finite sequences of summands. As somewhat of a-tour de force we give a formal version of general associativity for addition.
3.20 Definitions.
$.0(\mathrm{~K} a n \equiv$ $\mathrm{I} y \Pi j<\mathrm{M} y$ $\exp \mathrm{P} j \boldsymbol{\delta} \mathrm{~N} y j$ $\delta \operatorname{pcsr} \mathrm{N} y j \mathrm{~N} y \operatorname{scsr} j(j=$ least $t(\mathrm{~N} y t=\mathrm{N} y \operatorname{scsr} t))$ $(j<$ least $t(\mathrm{~N} y t=\mathrm{N} y \operatorname{scsr} t)) a n)$
. 1 (S $i \leqq n a \underline{\mathbf{u}} i \equiv$ N II $x y \Pi j<\mathrm{M} y$ $\exp \mathrm{P} j \boldsymbol{\delta} \mathrm{~N} y j$
$\boldsymbol{\delta}(\mathrm{N} y j+\mathrm{N} y \operatorname{scsr} j) \mathrm{N} y \operatorname{scsr} j$
$(j=$ least $t(\mathrm{~N}$ K axt $=\mathrm{N} \mathrm{K} a x \operatorname{scsr} t)$
$(j<$ least $t(\mathrm{~N}$ K $a x t=\mathrm{N} \mathrm{K} a x \operatorname{scsr} t))$
$\Pi i \leqq n \exp \mathrm{P} i \underline{\mathrm{u}} i n 0)$
3.21 Theorem. (K $a \mathrm{M} a=1 \rightarrow \Sigma i \leqq \mathrm{M} a \underline{\mathrm{u}} i=\mathrm{S} i \leqq \mathrm{M} a \operatorname{a} \underline{\mathrm{u}} i$ ).

The proofs of 3.19 and 3.21 are perhaps best handled simultaneously by induction on $n$ with $\mathrm{M} a=n$.

For example one can check that if

$$
a=2^{2} \cdot 3^{3} \cdot 5^{5} \cdot 7^{5} \cdot 11^{4} \cdot 13^{1}
$$

then

$$
\begin{aligned}
& (\mathrm{M} a=5 \wedge \mathrm{~K} a \mathrm{M} a=1 \wedge \mathrm{~S} i \leqq \mathrm{M} a \operatorname{a} \underline{\mathrm{u}} i \\
& \quad=((\underline{\mathrm{u}} 0+(\underline{\mathrm{u}} 1+((\underline{\mathrm{u}} 2+\underline{\mathrm{u}} 3)+\underline{\mathrm{u}} 4)))+\underline{\mathrm{u}} 5))
\end{aligned}
$$

The mechanism for reiterating an infinite sequence is built into the system. Thus the $m$-th order iterate of the sequence expressed by 'uy' evaluated at $n$ could be defined by
(Reit $y \underline{u} y m n \equiv \mathrm{I} y \underline{u} y n m$ ).
Arbitrary rereiteration, though more difficult, can be done by representing a sufficiently large initial segment of an infinite sequence by
the Gödel number of this segment.
3.22 Definitions.
. 0 (reit" $a n k \equiv \Pi i \leqq k \exp \mathrm{P} i$
$\delta \operatorname{scsr} \mathrm{I} y \operatorname{pcsr} \mathrm{~N} a$ y $n i 0(\mathrm{I} y \operatorname{pcsr} \mathrm{~N} a y n i \neq \infty))$
. 1 (rereit" $x \underline{\operatorname{u}} x k a j \equiv$ II $x y$ reit" $y \underline{u} x k a j$ )
.2 (rereit' $x \underline{\underline{u}} \boldsymbol{k} \underline{\mathrm{v}} \boldsymbol{x} j \equiv \operatorname{rereit}{ }^{\prime \prime} x \underline{\mathrm{u}} x k \Pi x \leqq k \exp \mathrm{P} x \boldsymbol{\delta} \operatorname{scs} \underline{\mathrm{v}} \boldsymbol{x} 0$
$(\underline{v} x \neq \infty) j)$
. 3 (Rereit $x \underline{\mathrm{u}} \mathrm{v}_{\mathrm{v}} x j m \equiv \mathrm{pcsr} \mathrm{N}$ rereit' $x \underline{\mathrm{u}} x$ least $t$

3.23 Theorem. $\quad(j \neq \infty \wedge m \neq \infty \wedge \wedge x(\underline{\mathrm{u}} x \neq \infty \wedge \underline{\mathrm{v}} x \neq \infty) \rightarrow$

Rereit $x \underline{\underline{u}} x \underline{v} x 0 m=\underline{v} m \wedge$
Rereit $x \underline{\mathbf{u}} \boldsymbol{x} \underline{x} \boldsymbol{\operatorname { s c s s }} \boldsymbol{j} m=\mathrm{I} y$ Rereit $x \underline{\mathbf{u}} x \underline{\mathbf{v}} \boldsymbol{x} j \underline{\mathrm{u}} j m \neq \infty)$
The proof is by induction on $j$.
For example one can check that if

$$
(m \neq \infty \wedge n \neq \infty \wedge \underline{u} x=\delta n \delta 01(x=1)(x=0) \wedge \underline{v} x=\operatorname{ses} x)
$$

so that
$(m \neq \infty \wedge \underline{\mathbf{u}} 0=n \neq \infty \wedge \underline{\mathbf{u}} 1=0 \wedge \underline{\mathbf{u}} 2=1 \wedge \underline{\mathrm{u}} 3=1 \wedge \underline{\mathrm{v}} x=\operatorname{scs} x)$, then
(Rereit $x \underline{\mathrm{u}} \boldsymbol{x} \underline{\mathrm{v}} \boldsymbol{x} 0 m=\operatorname{scs} \mathrm{m} \wedge$
Rereit $x \underline{\mathrm{u}} \mathrm{v} \underline{\mathrm{v}} \mathrm{l} \boldsymbol{l}=n=n+m \wedge$
Rereit $x \underline{u} x \underline{v} x 2 m=n \cdot m \wedge$
Rereit $x \underline{\mathbf{u}} x \underline{\mathrm{v}} 3 m=\exp n m$ )
and

$$
\left(\begin{array}{ll} 
& \binom{n}{n} \\
\bullet &
\end{array}\right)
$$

Rereit $x \underline{u} x \underline{x} x 4 m=n$
( $m$ occurrences of ' $n$ ' understood).
In 3.25 below are stated the recursion properties for ' $g$ ' corresponding to 3.1.1-. 3 for 'II'. In preparation we give
3.24 Theorems. $(0<m \wedge n \neq \infty \wedge \wedge y(1<y \rightarrow 0 \underline{v} y) \rightarrow$
.0 II $x y(y \cdot \exp \mathrm{P} \operatorname{scsr} x \mathrm{v} y) \exp 2 m n=$
$\Pi i \leqq n \exp \mathrm{P} i \mathrm{~N}$ II $x y(y \cdot \exp \mathrm{P} \operatorname{scsr} x \underline{v} y) \exp 2 m i i=$ $\Pi i \leqq n \exp \mathrm{P} i \mathrm{~N} \Pi x y(y \cdot \exp \mathrm{P} \operatorname{scs} x \underline{v} y) \exp 2 m n i \wedge$

$$
\begin{align*}
& \text {.1 N II } x y(y \cdot \exp \mathrm{P} \operatorname{scsr} x \mathbf{v} y) \exp 2 \mathrm{M} \operatorname{scs} n \operatorname{scsr} n= \\
& \underline{\mathrm{v}} \mathrm{II} x y(y \cdot \exp \mathrm{P} \operatorname{scsr} x \underline{v} y) \exp 2 m n \wedge \\
& \text {. } 2 \text { II } x y(y \cdot \exp \mathrm{P} \operatorname{scsr} x \underline{y} y) \exp 2 m n= \\
& \Pi i \leqq n \exp \mathrm{P} i \delta \underline{\mathrm{v}} \mathrm{II} x y(y \cdot \exp \mathrm{P} \operatorname{scsr} x \underline{y} y) \exp 2 m \mathrm{pcsr} i m \\
& .3 \wedge i(i \leqq n \rightarrow \mathrm{P} i \mid \mathrm{II} x y(y \cdot \exp \mathrm{P} \operatorname{scs} x \underline{\mathrm{v}} y) \exp 2 m n))
\end{align*}
$$

The proofs of .0 and .1 are done simultaneously by induction on $n$ using 3.16.0. From these .2 immediately follows. Then .3 follows from .2 by induction on $n$.
3.25 Theorems. (Recursion for ' $g$ ').

$$
.0(\rho y \underline{u} y m 0=m)
$$

$.1(g$ y $\underline{u} y m=\infty)$ . $2(n \neq \infty \rightarrow$
$0 y \underline{u} y m \operatorname{scsr} n$
$=\underline{\mathbf{u}} \mathrm{II} x y(y \cdot \exp \mathrm{P} \operatorname{scs} \boldsymbol{x} \boldsymbol{\delta} \operatorname{scsr} \operatorname{scsr} \underline{\mathbf{u}} y(\underline{u} y \neq \infty)) \exp 2 \boldsymbol{\delta}$ $\operatorname{scsr} \operatorname{scsr} m 1(m \neq \infty) n$
$=\underline{\mathrm{u}} \Pi i \leqq n \exp \mathrm{P} i \mathrm{~N} I \mathrm{II} x(y \cdot \exp \mathrm{P} \operatorname{scs} x$
$\delta \operatorname{scsr} \operatorname{scrs} \underline{u} y 1(\underline{u} y \neq \infty)) \exp 2 \delta \operatorname{scsr} \operatorname{scsr} m 1(m \neq \infty) i i$
$=\underline{\mathrm{u}} \Pi i \leqq n \exp \mathrm{P} i \delta \mathrm{scsr} \operatorname{scsr} \eta y \underline{\mathrm{u}} y m i \mathbf{l}(y \underline{\mathrm{u}} y m i \neq \infty))$ The proofs of .0 and .1 are trivial and .2 follows from 3.24 and 3.16.0.

We are ready to show the redundance in 'II' previously alluded to, that is, that recursive definition with the inductor 'II' can be effected with the inductor ' $g$ '. In an earlier manner of speaking, the number of items, counting multiplicities, stored in $z$, the Gödel number of the finite sequence of previously defined values, is $\mathbf{M} z$, the address of the previously stored item is $\mathrm{M} z$ and the latest stored item is pesr pesr $\mathrm{N} z \mathrm{M} z$ packaged in $z$ as $\mathrm{N} z \mathrm{M} z$.
3.26 Theorem. (II $x y \underline{\mathbf{u}^{\prime}} x y m n=g z \underline{\mathbf{u}}^{\prime} \mathrm{M} z \operatorname{pesr} \operatorname{pesr} \mathbf{N} z \mathrm{M} z m n$ )

The proof is by induction on $n$ aided by 3.16.2 and 3.25.
Finally we give an example of a sequence defined recursively using the inductor ' $g$ '. It is rendered informally as


Formally this becomes

### 3.27 Definition.

```
(A \(n \equiv \mathrm{Zz} \boldsymbol{\delta} \boldsymbol{\delta}\)
\(\Sigma i<\mathrm{M} z \delta 10((\) prime is \(i \wedge\) prime is \((i+2)) \vee\)
    (prime is pesr pscr \(i \wedge\) prime is \(i\) ))
    least \(t\) (prime is \(t \wedge\)
\(((\operatorname{PM} \boldsymbol{z} \cdot \Sigma i<\mathrm{M} \boldsymbol{z} \boldsymbol{\delta} \operatorname{pcsr} \operatorname{pcsr} \mathrm{N} z i 0\) prime is pesr pcsr \(\mathrm{N} z i)<t))\)
prime is \((\mathrm{M} z+2)\)
\(\infty\) prime is \(\mathrm{M} z 2 n\) )
```

Since we insist that A $n$ be undefined (that is, $\infty$ ) for $n$ a positive nonprime, and since the statement that there are infinitely many prime pairs implies that A $n$ takes on all numbered values, it could confuse the record if we were to use a number instead of $\infty$ to indicate the undefined state. As things stand, if A $n$ is a number we are convinced that $n$ is 0 or is prime.

By taking enough pains one could, using the inductor ' $I$ ', constructively enumerate, after a fashion, the finite sequences of numbers as well as count the permutations and combinations of any collection of $n$ numbers taken $r$ at a time. Similarly, one could enumerate and total the partitions of a number. To achieve these ends one would represent finite sequences of numbers by Gödel numbers as we have done and represent finite sequences of finite sequences by Gödel numbers of finite sequences of Gödel numbers of finite sequences. And so on. We shall stop here, feeling that our development has been carried far enough to provide a basis for a fair appraisal of this approach to number theory.

Remark. The author wishes to express his appreciation for several suggestions of the referee which have been incorporated herein.
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