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ABSTRACT. By using the theory of resolvent families,
fixed point theorems and measures of noncompactness, we
prove the existence of mild solutions on a compact interval
for a semilinear Volterra equation with state-dependent
delay. An example is given.

1. Introduction. State-dependent delay equations arise in many
applications but fall outside the scope of the rapidly maturing theory of
fixed delay equations, and give rise to challenging problems in both the
mathematical analysis of the equations and the numerical computation
and analysis of solutions. See [1, 4, 10, 13, 17, 23, 26, 31, 32]
and references therein. Although progress has been made in recent
years on some model state-dependent problems, in particular monotone
problems with positive or negative feedback, the behavior of more
general and realistic systems remains poorly understood.

On the other hand, the theory of abstract Volterra equations has
undergone rapid development. To a large extent, this is due to the ap-
plications of this theory to problems in mathematical physics, such as
viscoelasticity, heat conduction in materials with memory and electro-
dynamics with memory [28]. Many interesting phenomena not found
with differential equations but observed in specific examples of Volterra
type stimulated research and improved our understanding and knowl-

2010 AMS Mathematics subject classification. Primary 26A33, 34A08, 34K37,
45G05, 45J05.

Keywords and phrases. Volterra Equations, resolvent family, mild solution, fixed
point, state-dependent delay, measure of noncompactness, Banach spaces.

The first author was partially supported by Proyecto Anillo ACT1112, PIA-
CONICYT (Chile) and Ministerio de Educacién CEI Iberus (Spain).

Received by the editors on October 7, 2014, and in revised form on December 22,
2014.

DOI:10.1216/JIE-2015-27-2-219 Copyright ©2015 Rocky Mountain Mathematics Consortium

219



220 LIZAMA AND VELASCO

edge. This process is still going on, in particular concerning nonlinear
problems.

Of concern in this paper is the study of the following class of abstract
Volterra equations with state-dependent delay,

t
(1) y(®) - [ alt = )Ay(s)ds = [t vpe)s 1€ T = (0.8

0
where a € L. _(R}), A: D(A) C E — E is a closed linear operator

loc
defined on a Banach space (E,|-|), f : J xB — E and p : J X
B — (—o00,b] are suitable functions defined on a phase space B, and
y(0) = y(t + 0) represents the history of the state from 6 € (—o0, 0]
up to the present time ¢t > 0 for any continuous function y defined on

(—OO, b]7 being yt() €B.

Abstract evolution equations with state-dependent delay have been
studied only recently [7, 8, 11, 14, 20, 19, 25]. For example,
Benchohra, Litimein and N’Guérékata [8] established the existence
of solutions for a class of fractional integro-differential inclusions with
state-dependent delay in Banach spaces. Herndndez [18] studied the
existence of mild solutions of an initial-value problem for a second-order
semilinear functional differential equation with state-dependent delay
in a Banach space X. In [18], the equation is governed by a linear
operator that generates a strongly continuous cosine family in X. Li
and Li [24] obtained the existence of a periodic solution of an abstract
partial functional differential equation which attracts all the solutions
exponentially under some assumptions.

Recently, using the technique of measures of noncompactness, Ben-
chohra, Litimein, Trujillo and Velasco [9] studied the existence and
uniqueness of solutions on a compact interval for (1.1) in the case
a(t) = % for 1 < a < 2. In that paper, the operator A is assumed
to be the generator of certain solution operator, defined in [5], and
closely related to the fractional character of the equation. Notably, the
same problem was also studied by Agarwal, De Andrade and Siracusa
[2]. However, they assumed that A is a sectorial operator defined on a
Banach space.

Since abstract one-term fractional differential equations can be mod-
eled as abstract integral equations with the particular kernel a(t) =
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1

ga(t) = %,a > 0 [28], it is natural to ask if the results of [9]
remain true when such a kernel is replaced by a more general one.

In this paper, we give an affirmative answer to this question, widely
extending the results in [9] from the fractional case to the integral one.
The main novelty of this work, compared with [9], is the flexibility of
the hypothesis that we assume on the family of operators that admits
the linearized part of (1.1), which is defined by means of the operator
A and the kernel a(t). For instance, the operator A can be either the
generator of a Cp-semigroup and the kernel a(t) completely positive, or
A can be the generator of a bounded analytic semigroup and the kernel
a(t) completely monotonic.

Using the technique of measures of noncompactness, a fixed point
theorem of Ménch [27] and the representation of the solution for the
linearization of (1.1) by means of an operator-theoretical approach due
to Priiss [28], we give first results on existence of mild solutions of
(1.1) on a compact interval, under some additional assumptions on the
involved data (Theorem 3.3). We finish this paper with an illustrative
example.

2. Preliminaries. Let E be a complex Banach space. We denote
by B(FE) the Banach space of bounded linear operators from E into F.
The set of all continuous functions y : J — E is denoted by C(J, E).
This is a Banach space with the sup-norm ||y||o = sup{|y(¢)|: t € J}.
We denote by L!(J, E) the Banach space of all measurable functions

y: J — E with the norm ||y||;: = fob ly(t)]| dt.

We also denote by (B, || - ||g) the complete seminormed linear space
of functions y : (—o0, 0] — E, satisfying the following axiom (see [16],
[22]):

(%) If y : (—o0,b) = E,b > 0, is continuous on J and yo € B, then
for every t € J:
(i) y¢ € B and y; is a B—valued continuous function on J;
(ii) There exists a positive constant H such that |y(t)] <
Hllylls:
(iii) There exist two functions K, M : Ry — Ry, K continuous
and M locally bounded, such that:

[yells < K(t)sup{ |y(s)]: 0 <'s <t} + M(t)yolls-
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We will denote K, = sup{K(t): ¢t € J} and M, = sup {M(¢) :
te J}.

Definition 2.1 ([28]). Let a € L{ (R;) be Laplace transformable,
that is, @(A) = [;° e *a(t) dt exists and is absolutely convergent for
Re(A) > w. A closed and linear operator A with domain D(A) defined
on a Banach space E is called the generator of a resolvent family if
there exists w > 0 and a strongly continuous function S : Ry — B(E)

such that

% € p(A) forall Re(N\) > w

)

and

1 1 -t o0
— A—A) ac:/ e MS(xdt, Rel>w, z€E.
0 (509 , ¢ o0

In this case, {S(t)}:>0 is called the resolvent family generated by A.

Remark 2.2. In [28], necessary and sufficient conditions are developed
for the existence and regularity of {S(¢)};>0 as well as for its integra-
bility (in several different senses) on the positive half-line. By means
of the variation of parameters formulas, the resolvent is then used as
an instrument for determining the solutions of the linearized version
of (1.1). The role of the resolvent becomes clear here when a(t) = 1
or a(t) = t and S(t) is, respectively, the semigroup or cosine family
formally generated by A. By means of the subordination principle, we
have the following criteria: Let A be the generator of a Cy-semigroup
and suppose that the kernel a( ) is completely positive, i.e., the solu-
tion of the scalar equation s(t) — p fo s(t—s)a(s)ds=11is p0s1t1ve and
nonincreasing for each p > 0 Then A is the generator of a resolvent
family [28, Theorem 4.2]. An analogous result holds in case A is the
generator of a cosine family [28, Theorem 4.3]. Other interesting cri-
teria is the following: Let A be the generator of a bounded analytic
semigroup, and suppose that the kernel a € C(0,00) N L'(0,1) is com-
pletely monotonic, i.e., can be represented as Laplace transform of a
positive measure. Then A is the generator of an (analytic) resolvent
family [28, Corollary 2.4].

Definition 2.3 ([6]). Let E be a Banach space and Qg the family
of bounded subsets of F. The Kuratowski measure of noncompactness
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is the map a : Qp — [0,00) defined by «(B) = inf{e > 0 : B C
U, B; and diam (B;) < €}.

Proposition 2.4 ([6]). The Kuratowski measure of noncompactness
satisfies the following properties.

(a) a(B) =0« B is compact (B relatively compact).
) a(B) = a(B).

) AC B= a(A) <a(B).

) a(A+B)<a(d)+a (B)

) a(cB) = \c|oz(B), c€

) (B).

Theorem 2.5 ([3, 27]). Let D be a bounded, closed and convex subset
of a Banach space such that 0 € D, and let N be a continuous mapping
of D into itself. If (V =convN(V) or V. =N(V)UO0 = a(V) =0) for
every subset V of D, then N has a fized point.

Lemma 2.6 ([15]). If H C C(J,E) is a bounded and equicontinuous
set and H(s) ={z(s):x € H}, s € J, then

(i) a(H(b)) = SUPp<t<p a(H(t)).
oz(fgx(s)ds cx e H) < fga(H(s))ds forteJ.

Theorem 2.7 ([30]). Let B satisfy the axziom (x). Let H C C(J, E).
Then a({y, : y € H}) < K(t)a(H) if H bounded, and also a({y, : § €
HY}) < K(t) supg<s<; «(H(s)) if H is equicontinuous.

3. Main result. The following definition is motivated by the rep-
resentation of the solution of (1.1) in the linear case.

Definition 3.1. A function y : (—oo,b] — E is called a mild solution
of (1.1)(1.2) if yo = ¢, Yp(s,y.) € B for every s € J and

(3.1) y(t) = S(t)e(0) +/0 S(t —5) f(5Yp(s,y.)) ds, foreachte J

Set R(p~) = {p(s,9) : (s,¢0) € Jx B, p(s,$) < 0}. Let us consider a
continuous function p : J x B — (—o00, b] and the following hypothesis:
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(Hy) The function t — ¢, is continuous from R(p~) into B, and there
exists a continuous and bounded function L? : R(p~) — (0, c0)
such that

I¢ells < LO@)|6lls  for every t € R(p™).

We will need the following lemma.

Lemma 3.2 ([21]). Suppose (Hy), and let y : (—oo,b] — E be such
that yo = ¢ and LY = sup L?(t). Then
teER(p™)
lyslls < (My + L?)||¢|ls + Ky sup {[y(6)]; 6 € [0, max{0, s}]},
SER(p U

Our main result in this paper reads as follows.

Theorem 3.3. Let us suppose (Hy) and the following hypotheses:

(H1) The operator A is the generator of a resolvent family {S(t)}+>o.

(H2) The function f : J x B — E is Carathéodory, that is, f(t,-) :
B — E is continuous and f(-,y) : J — E is measurable for
each t € J and y € B, respectively.

(H3) There exist functions p € L*(J;Ry), p(0) =0, and ¢ : Ry —
(0,00) continuous nondecreasing satisfying

| £t w)] < p(t) Y(||ullg) for a.e. t € J and each u € B.

(H4) For eacht € J and bounded B C B, a(f(t,B)) < p(t)a(B).
(H5) There exists 7 > 0 such that M||¢||s + My ((My + L?)| 6|5 +

b
Kyr) fo p(s)ds < r, where M := SUD;e 7.2 [0,0] 1S

Then the problem (1.1)—(1.2) has at least one solution on (—oo, b|.

Proof. Let Y :={u € C(J,E) : u(0) = ¢(0) = 0} be endowed with
the uniform convergence topology. The goal is to apply Theorem 2.5
to the operator N : Y — Y defined by

N(y)(t) = S(t) 6(0) + / St —5) [(5:Tpe)) ds, L€,
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where 7§ : (—o0,b] — FE verifies §, = ¢ and § = y on J. Let
B, ={y €Y : ||yl < r} be a closed, bounded and convex subset
of Y, with r defined in (H5). Then we have:

Step 1. N is continuous on B,. Let y™ be a sequence such that y» — y
in Y. Then:

IN(y™) () = N(y) ()]

‘/St—s (9" p(s5m.) = F(8:Up(s,3,))] ds
SM/O |f(5,yTp(s7W5))7f(5,?p(s@5))‘d5

that tends to 0 as n — 400 by (H2) and then, by the Lebesgue
dominated convergence theorem, N is continuous.

Step 2. N maps B, into itself. To prove this step, we consider
hypothesis (Hy) and Lemma 3.2. Thus, for y € By, [|[J,u 5,8 <

(My, + L?)| 6|5 + Kpr and, by (H3) and (H5), we have, for each t € J,

|N@wnsnmw5+MjWﬂamm@»w

<A”MB+M/) ¥ (e ls) ds
< M|lls + M v (M + L6l + Kir)
b
ds <.
X/Op(s)s_r

Step 3. N(B,) is bounded and equicontinuous.
By Step 2, N(B,) C B, is bounded.

To prove the equicontinuity of N(B,), let y € B, and 71,72 € J,
79 > 71. Then, by (H3), Lemma 3.2 and (H1),

IN(y)(72) = N(y) ()]
<15(r2) = S(n)lll¢lls

+A|ﬂw—@—ﬂﬁ—MU@%@wN®
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+/ 1S(r — 8)F(5,Tpio3.)) ds

T1

<[S(m2) = S(n)lllolls
+ 4 (My + L?)|6||5 + Kor)

X /0 |S(12 — s) — S(11 — s)|p(s) ds
+ My (My + L) ||| 5 + Kor)

T2
x/ p(s)ds —— 0.
T1

To—7T1—0

Step 4. (V) =0 for each V € B, such that V C conv(N (V) U {0}).
Since V' € B, is bounded and equicontinuous, v : t — «(V(¢)) is
continuous on J. Then, by Proposition 2.4, for each t € J we have:
v(t) < a(N(V)(t) U{0}) < a(N(V)(1))
< a(5(t)6(0))

t
+a(AS@—$ﬂ&%@%Q@>

where a(S(t)¢(0)) = 0. Hence, by Lemma 2.6, (H4) and Theorem 2.7,
we obtain

) < M/ yp(s’ys :geV)ds

gM/p@mwprwmw

0<7<s

_M/ s)ds,

which implies that v(t) = 0 by Gronwall’s lemma, and then V(t)
is relatively compact in E by Proposition 2.4. Now V is relatively
compact in B, by the Ascoli-Arzela theorem, and then «(V) = 0.
Therefore, Theorem 2.5 establishes that N has a fixed point y € B,
which is solution to the problem (1.1)—(1.2). O

Remark 3.4. If we use Darbo’s fixed point theorem instead of The-
orem 2.5 and we consider the Kuratowski measure of noncompactness
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ac defined on the family of bounded subsets of the space C(J, E) by

ac(H) =supe " Wa(H(1)),
teJ

where

Then (H4) could be replaced by
(H4)* There exists a nonnegative function [ € L*(J,R") such that

a(f(t,B)) < l(t)a(B), teJ.

Taking into account Remark 2.2, the following corollaries are imme-
diate. Note that they give simpler hypothesis, based only on the data
of the equation.

Corollary 3.5. Let us suppose (Hg) and that (H2)—(Hb5) are satisfied.
Assume:

(H1)* A is the generator of a Cy-semigroup and the kernel a(t) is
completely positive, or

(H1)** A is the generator of a bounded analytic semigroup and the
kernel a € C(0,00) N LY(0,1) is completely monotonic.

Then the problem (1.1)—(1.2) has at least one solution on (—oo,b].

4. An example. In this section, we give a simple example to
illustrate the feasibility of the assumptions made. For o € C(R, [0, 00)),

o0 tp_l
alt) :/0 ) %

and
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we consider the following Volterra equation with state-dependent delay

u(t.€) = [ alt — ) Leu(s,€) ds

- ‘lu(t—o(u(t,0)).€)|
(4.1) = 3le tren) (It uli—o(u(t,0),0)])’ [0,0], £ € [0, 7],
u(t,0) =u(t,m) =0, t¢e€]l0,b],

u(0,§) = UO(avg)a RS (—O0,0], 5 € [Ov’lﬂ'

We take

o E=L%*[0,7],R).
e B: =8B, ={¢ € C((—00,0,R) : ehrfl e"?$() exists} with

19118, = SUPgpe(—oo.0] e"?|y(0)|, v > 0. Note that B satisfies the
axioms (x) (see [22] for details).

e A=L;:DA)={uecE: v e€Eul0)=ur)=0}CE—-E
that is densely defined in F and is sectorial. By [28, Example
2.3] the operator A is a generator of a solution operator on E,
and hence (H1) is verified.

Set y(t)(§) = u(t,§), t € [0,0], £ € [0,7], ¢(0)(§) := uo(0,€), t € [0,0],
0 <0, p(t,¢) =t —oc(¢(0,0)) and
Ft0)(E) = ot 00) € [0,00), € € 0,71,

et +et)(1+¢(0,8))’
Is not difficult to see that the function f satisfies (H2)-(H5) (with

¥ =1and p(t) = 3’(52%?;)) Let ¢ € B, be such that (Hg) holds, and
let t — ¢ be continuous on R(p~). Then, by Theorem 3.3, there exists
at least one mild solution of (4.1).

Remark 4.1. Completely positive kernels have been introduced in
the paper of Clement and Nohel [12]. This class of kernels is very
natural for Volterra equations with the A generator of a Cy-semigroup.
We recall from [29, page 326] that completely positive kernels are
characterized by the property that the functions

—a'())

1
SN = gy 9= o5

Na(\)

are completely monotonic on (0,00) (the hat indicates Laplace trans-
form). Using this characterization, we easily check that the kernel
a(t) = gao(t) is completely positive for 0 < o < 1. Hence, the re-
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sults of the above example remain true for a(t) = ) in this case,
complementing the results of [9].
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