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#### Abstract

The existence-uniqueness of the solution and its behaviour for one-dimensional integral equations of the first kind with logarithmic kernels are investigated. The analysis is based on the transfinite diameter or logarithmic capacity and spaces deriving from Fourier series. The uniqueness results apply to any closed bounded subset of the plane. The other results apply to open arcs, polygons and other regions with piecewise-smooth boundaries.


0. Introduction. In this paper, the integral equation of the first kind,

$$
\begin{equation*}
-\int_{\Gamma} \log |x-y| g(y) d y=f(x), \quad x \in \Gamma \tag{1}
\end{equation*}
$$

will be investigated, where $d y$ denotes the arc-length element at $y \in \Gamma$. $\Gamma$ is a curve in the plane, smooth or piecewise smooth, open or closed, such as an interval, circle or polygon [5]. Some discussion will also be given for the more general case, appearing in [24], [2], [38],

$$
\begin{equation*}
-\int_{\Gamma}[\log |x-y|+F(x, y)] g(y) d y=f(x), \quad x \in \Gamma \tag{*}
\end{equation*}
$$

where $F(x, y)$ is a function of $x, y \in \Gamma$ which is smoother than $\log |x-y|$. We will give existence-uniqueness theorems for the solutions and show their smoothness and singular character.
The integral equation of the first kind in the form (1) follows from the representation of a harmonic function by single-layer potentials, or by the direct boundary integral equation method (BIEM) for plane Dirichlet boundary value problems, both of great importance in engineering $[29,4, \mathbf{1 8}, \mathbf{5}, \mathbf{6}, \mathbf{7}]$. The classical boundary integral equations usually appeared in the form of second kind integral equations [34, 29], because of the simplicity of Fredholm theory. But in the last decade engineers and mathematicians have noticed that boundary integral equations of
the first kind with logarithmically singular kernels allow simple numerical solutions of practical problems. By now much attention has been paid to their numerical analysis.

On the theoretical side, this kind of equation cannot fit within the framework of the classical Fredholm theory and is in some ways more difficult than the traditional integral equation of the second kind [3]. The reason is that the logarithmic operator has a smoothing effect and typically maps a function space to a smaller space. As a result, an analysis of equation (1) in a single function space will usually result in solutions failing to exist for some function $f(x)$, and hence instability.

Another integral equation

$$
\begin{equation*}
-\int_{\Gamma} \log |x-y| g(y) d y+\omega=f(x), \quad x \in \Gamma, \quad \int_{\Gamma} g(y) d y=0 \tag{2}
\end{equation*}
$$

has a close relation to (1) $[\mathbf{4 1}]$. This equation has been used frequently in single-layer potential theory $[\mathbf{2 4}, \mathbf{2 6}, \mathbf{2}]$. When $\Gamma$ is a smooth boundary of a bounded simply connected domain $\Omega$ both (1) and (2) have been included in the abstract theoretical framework of pseudodifferential operators $[39,44,45]$. This has turned out to be a useful tool for deriving error estimates for the Galerkin and collocation methods for boundary integral equations $[\mathbf{2 5}, \mathbf{2 7}, 44,45,46,28,2$, 38]. When $\Gamma$ is a polygonal boundary, the pseudo-differential operator theory is not directly applicable. The integral operator no longer has a convolutional principal part and the solution of the integral equation in general has singularities at the corners $[\mathbf{3 0}, \mathbf{2 0}, \mathbf{2 9}, \mathbf{1 2}, \mathbf{2 1}, 41,47]$ even if the right hand side of the equation is smooth. For this case, Mellin transforms have been used $[\mathbf{1 0}, \mathbf{1 1}, \mathbf{1 2}, \mathbf{1 3}, \mathbf{1 4}, \mathbf{1 5}]$ to analyse the boundary integral equation and have yielded error estimates for the Galerkin and collocation methods. In either case, a central idea of these works is the proof of strong ellipticity of the integral operator. One technique used in that proof is the trace theorem. This technique appeared first in the work of Hsiao and Wendland [25], where the existence and uniqueness of solutions for (1) and (2) were proved under the condition of a smooth boundary and with the problem scaled so that diameter $(\Omega)<1$. Also, later in the works of Costabel and Stephan $[12,15,16]$, the existence and uniqueness of (1) were proved for a polygonal or Lipschitz boundary. Another technique is Fourier analysis, which has been used to prove the existence and uniqueness of solutions
for (2) with $\Gamma$ a smooth boundary $[\mathbf{2 7}, \mathbf{9}, \mathbf{3 3}]$. The existence and uniqueness of solutions for (1) and (2) have also been analysed without showing the strong ellipticity by Verchota [43] and McLean [33] in whose work $\Gamma$ is a closed Lipschitz contour. For the case of a $\Gamma$ with less restriction (e.g., $\Gamma$ an open arc), the energy integral method has been used to generate error estimates for the Galerkin method $[41,47]$.

Whereas the trace theorem is restricted to cases in which $\Gamma$ is the boundary of a bounded simply connected domain, Fourier analysis may be available for both open arcs and closed contours. This is the path we follow in this paper. We shall assume $\Gamma$ to be a simple curve (open or closed) except in the general discussion in $\S 1$.

The behaviour of the solution of (1) depends on whether $\Gamma$ is closed or open. Loosely speaking, when $\Gamma$ is smooth and closed, the smoother $f(x)$ is, the smoother the solution $g(x)$ is. If $\Gamma$ is open, then usually $g(x)$ is singular at the two end points of $\Gamma$, no matter how smooth $f(x)$ is. Hence the structure of the solution on the different contours, closed or open, is quite different. For this reason we shall analyse the cases of closed and open contours separately, writing the contour as $\Gamma_{c}$ in the closed case, and $\Gamma_{o}$ in the open.

In the case of the open (smooth) contour, we shall introduce a simple cosine change of variable (see $\S 4$ ), which renders the analysis similar to that for the closed contour and makes the singularities at the ends explicit. This novel approach to the open arc is one of this paper's main contributions.

To enhance understanding, we adopt a somewhat expository style. Thus in much of this paper we consider in parallel both closed curves, for which many of the results are known, and open arcs, for which the results are new.

In $\S 1$ we collect some useful results from classical potential theory and prove a uniqueness theorem which plays a key role in the analysis. In $\S 2$ and 3 we develop Fourier series representations of two special integral operators with logarithmic kernels. One is appropriate to smooth closed curves, the other (after a change of variable) to open arcs. The setting for the first is a standard Sobolev space $H^{t}$, for the second a slightly modified space $H_{e}^{t}$.

The main results are presented in $\S 4$ and 5 . In $\S 4$ a theoretical analysis is given for both closed and open contours $\Gamma$ and existence
and uniqueness theorems are proved. In $\S 5$ existence and uniqueness are analysed for the case of a polygonal contour $\Gamma$ by means of a perturbation argument applied to the results for smooth closed curves.

1. Results from potential theory. In this section the results apply to a very general class of contour $\Gamma$. Assume only that $\Gamma$ is a closed, bounded set in $\mathbf{R}^{2}$. Correspondingly, the language is that of measures and charges on $\Gamma$. However, if $\Gamma$ is suitably regular a correspondence with equation (1) may be obtained by replacing $d \mu$ or $d \sigma$ below by $g(y) d y$.

The methods used are those of classical potential theory, rather than those of partial differential equations. As in [41] , an essential concept is that of the "transfinite diameter", or the equivalent concept of the "logarithmic capacity" $C_{\Gamma}$, as discussed by Hille [23].
The most important result of this section is Theorem 1.3 which establishes that the solution of (1) is unique, even if the equation is interpreted in the most general measure-theoretic sense. The only restrictions are that $C_{\Gamma} \stackrel{1}{\tau} 1$ (or, in the language of $[29]$, that the contour is not a $\Gamma$-contour) and that the solution has "finite energy".

Let $\Gamma$ be a bounded closed subset of the plane and let $M(\Gamma)$ denote the set of normalized measures $\mu$, i.e., $\mu$ is a measure such that $\mu(\Gamma)=1$ and $0 \leq \mu(S) \leq 1$ for $S \subset \Gamma$.

For $\mu \in M(\Gamma)$, the "energy integral" $I(\mu)$ is defined by

$$
\begin{equation*}
I(\mu)=\int_{\Gamma} \int_{\Gamma} \log |x-y|^{-1} d \mu(x) d \mu(y) \tag{3}
\end{equation*}
$$

The energy integral always exists, but may have the value $+\infty$.
We now define $V_{\Gamma}$ (the "Robin constant" of the set $\Gamma$ ) by

$$
\begin{equation*}
V_{\Gamma}=\inf _{\mu \in M(\Gamma)} I(\mu) \tag{4}
\end{equation*}
$$

which satisfies $V_{\Gamma}>-\infty$ (see $[\mathbf{2 3}]$ ). The logarithmic capacity $C_{\Gamma}$ is then defined by

$$
C_{\Gamma}=e^{-V_{\Gamma}}
$$

(The transfinite diameter of $\Gamma$ is defined differently, see [23], but Hille shows that the two concepts are equivalent. We shall use the phrase "transfinite diameter".)

Some useful properties of the transfinite diameter are:

1. $C_{\Gamma} \leq d_{\Gamma}$, where $d_{\Gamma}$ is the Euclidean diameter of $\Gamma$.
2. If $\Gamma=\alpha \Gamma_{1}$, then $C_{\Gamma}=\alpha C_{\Gamma_{1}}$.
3. If $\Gamma$ is the "outer boundary" $[\mathbf{2 3}]$ of a closed bounded set $E$, then $C_{\Gamma}=C_{E}$.
4. If $E_{1} \subset E_{2}$, then $C_{E_{1}} \leq C_{E_{2}}$.
5. The transfinite diameter of an interval of length $a$ is $(1 / 4) a$.
6. The transfinite diameter of a circle of radius $a$ is $a$.

The following result (see $[\mathbf{2 3}, \mathbf{3 1}]$ ) often allows subsets of "capacity zero" to be ignored in an integration.

Lemma 1.1. Let $\Gamma$, a closed bounded set with $C_{\Gamma}>0$, have a subset $S \subset \Gamma$ such that $C_{S}=0$. If $\mu \in M(\Gamma)$ and $I(\mu)<\infty$, then $\mu(S)=0$.

Here $C_{S}=0$ indicates, as in [31], that for any compact set $E \subset$ $S, C_{E}=0$.
Another important result proved by Hille follows.

Lemma 1.2. If $C_{\Gamma}>0$, then there exists a unique measure $\mu_{e} \in M(\Gamma)$ that achieves the infimum in (4).

The significance of the "equilibrium distribution" $\mu_{e}$, which satisfies $V_{\Gamma}=I\left(\mu_{e}\right)$, will be apparent from the next result. Define

$$
\begin{equation*}
U(x, \mu)=\int_{\Gamma} \log |x-y|^{-1} d \mu(y), \quad x \in \mathbf{R}^{2}, \tag{5}
\end{equation*}
$$

the "potential" at $x$ arising from the measure $\mu$ on $\Gamma$. It is known that $U(x, \mu)$ is a harmonic function for $x$ in the complement of $\operatorname{supp}(\mu)$ (excluding the point at infinity). The following result [31] concerns the potential arising from the equilibrium distribution $\mu_{e}$.

LEMMA 1.3. Let $\Gamma$ be a closed bounded set of positive transfinite diameter $C_{\Gamma}$. Then $U\left(x, \mu_{e}\right) \leq V_{\Gamma}$ in the whole plane, and for $x \in \Gamma$ we have $U\left(x, \mu_{e}\right)=V_{\Gamma}$ except possibly in a subset of capacity zero.

Thus the equilibrium distribution gives rise (except possibly on a subset of capacity zero) to a constant potential on $\Gamma$.

The definitions of the energy integral (3) and the potential (5) may be extended from measures to signed "charges" (i.e., completely additive set functions). Every charge $\sigma$ can be written (see $[\mathbf{1 7}]$ ) as $\sigma=\sigma_{+}-\sigma_{-}$, where $\sigma_{ \pm}$are measures. Let $\mathcal{S}(\Gamma)$ be the set of charges $\sigma$ for which $I(|\sigma|)<\infty$, where $|\sigma|=\sigma_{+}+\sigma_{-}$. (Thus $\mathcal{S}(\Gamma)$ is the set of charges with "finite energy".) Then $I(\sigma)$ and $U(x, \sigma)$, obtained from (3) and (5) by replacing $\mu$ by $\sigma$, are well defined for $\sigma \in \mathcal{S}(\Gamma)$.

Lemma 1.1 extends in an obvious way to charges.

LEmMA 1.4. Let $\Gamma$, a closed bounded set with $C_{\Gamma}>0$, have a subset $S$ such that $C_{S}=0$. If $\sigma \in \mathcal{S}(\Gamma)$, then $|\sigma|(S)=0$.

Charges $\sigma$ with finite energy and with the property that the total charge $\sigma(\Gamma)$ is zero lead to particularly simple results. For the following important result, see $[\mathbf{1 7}]$.

LEmmA 1.5. Let $\sigma \in \mathcal{S}(\Gamma)$ be such that $\sigma(\Gamma)=0$. Then $I(\sigma) \geq 0$, with equality if and only if $\sigma=0$.

From this result follows, as in [41], the known positive-definite property of the bilinear form $I(\sigma)$, provided $C_{\Gamma}<1$.

THEOREM 1.1. (positive definiteness). Let $\Gamma$ be a closed bounded set, with transfinite diameter satisfying $0<C_{\Gamma}<1$. Assume $\sigma \in \mathcal{S}(\Gamma)$. Then $I(\sigma) \geq 0$, with equality if and only if $\sigma=0$.

REMARK. The condition $C_{\Gamma}<1$ is necessary, since if $C_{\Gamma} \geq 1$ the result in the theorem is contradicted by $I\left(\mu_{e}\right)=V_{\Gamma} \leq 0$.

Proof. For $\sigma \in \mathcal{S}(\Gamma)$ we may write $\sigma=\sigma(\Gamma) \mu_{e}+\sigma_{0}$, from which it follows that $\sigma_{0}(\Gamma)=0$. A simple argument shows that $\sigma_{0} \in \mathcal{S}(\Gamma)$.

Then we have, from the definitions of $I(\sigma)$ and $\mu_{e}$,

$$
I(\sigma)=\sigma(\Gamma)^{2} V_{\Gamma}+2 \sigma(\Gamma) \int_{\Gamma} \int_{\Gamma} \log |x-y|^{-1} d \mu_{e}(x) d \sigma_{0}(y)+I\left(\sigma_{0}\right)
$$

The second term vanishes, since

$$
\begin{aligned}
\int_{\Gamma} \int_{\Gamma} \log |x-y|^{-1} d \mu_{e}(x) d \sigma_{0}(y) & =\int_{\Gamma} U\left(y, \mu_{e}\right) d \sigma_{0}(y) \\
& =V_{\Gamma} \sigma_{0}(\Gamma)=0,
\end{aligned}
$$

where in the second last step we have used Lemma 1.3 and Lemma 1.4.
Thus

$$
I(\sigma)=\sigma(\Gamma)^{2} V_{\Gamma}+I\left(\sigma_{0}\right)
$$

and since $V_{\Gamma}>0$ the result now follows from Lemma 1.5.

We have already noted that the equilibrium distribution $\mu_{e}$ gives rise to a constant potential (except possibly on a subset of capacity zero) on $\Gamma$. The next result establishes a converse: the only charges with finite energy that can yield a constant potential on $\Gamma$ are the constant multiples of $\mu_{e}$.

THEOREM 1.2. Let $\Gamma$ be a closed bounded set, and assume that $\sigma \in \mathcal{S}(\Gamma)$ is such that

$$
U(x, \sigma)=c=\text { constant }, \quad \text { for } x \in \Gamma
$$

except on a set of capacity zero. Then $c=\sigma(\Gamma) V_{\Gamma}$, and $\sigma=\sigma(\Gamma) \mu_{e}$.

Proof. As in the preceding theorem, write $\sigma=\sigma(\Gamma) \mu_{e}+\sigma_{0}$, so that $\sigma_{0}(\Gamma)=0$ and $\sigma_{0} \in \mathcal{S}(\Gamma)$. Then for $x \in \Gamma$ we have

$$
U\left(x, \sigma_{0}\right)=U(x, \sigma)-\sigma(\Gamma) U\left(x, \mu_{e}\right)=c-\sigma(\Gamma) V_{\Gamma}
$$

except on a set of capacity zero. Since the right-hand side is a constant, it follows that

$$
I\left(\sigma_{0}\right)=\int_{\Gamma} U\left(x, \sigma_{0}\right) d \sigma_{0}(x)=\left(c-\sigma(\Gamma) V_{\Gamma}\right) \sigma_{0}(\Gamma)=0
$$

Lemma 1.5 now yields $\sigma_{0}=0$ and the result follows.

As a corollary to this result, we now obtain the theorem foreshadowed above, which effectively establishes the uniqueness of the solution of (1).

THEOREM 1.3. (uniqueness). Let $\Gamma$ be a closed bounded set for which the transfinite diameter satisfies $C_{\Gamma} \frac{1}{\tau} 1$. Assume also that $\sigma \in \mathcal{S}(\Gamma)$ is such that

$$
U(x, \sigma)=0, \quad \text { for } x \in \Gamma
$$

except on a set of capacity zero. Then $\sigma=0$.

Proof. Setting $c=0$ in the preceding result, we obtain $\sigma=\sigma(\Gamma) \mu_{e}$ and $\sigma(\Gamma) V_{\Gamma}=0$. Since $V_{\Gamma} \frac{1}{\tau} 0$, it follows that $\sigma(\Gamma)=0$, and hence $\sigma=0$.

REMARK 1. The condition $C_{\Gamma} \frac{1}{\tau} 1$ in the theorem is necessary, since if $C_{\Gamma}=1$ the non-zero charge $\mu_{e}$ yields the zero potential except on a set of capacity zero.

REMARK 2. An alternative approach to a uniqueness proof is indicated in [41]. Use Theorem 1.1 to establish uniqueness for the case $C_{\Gamma}<1$ and then use scaling arguments to establish the result for arbitrary $C_{\Gamma} \neq 1$. The present approach is more direct.

REMARK 3. The uniqueness result of $[\mathbf{1 9}]$ requires $\Gamma$ to be a rectifiable and simple closed Jordan curve. Theorem 1.3, however, extends the result to any closed bounded set, including open arcs, boundaries of multiply connected regions and curves which intersect themselves (i.e., have multiple points).

REMARK 4. If $\Gamma$ is a piecewise smooth contour with a finite length, and if for $g \in L_{p}(\Gamma)$ with $p>1$ we let

$$
\sigma(x)=\int_{x_{0}}^{x} g(\tau) d \tau
$$

where $\int_{x_{0}}^{x}$ denotes an integration along $\Gamma$ from $x_{0}$ to $x$, so that $d \sigma(x)=g(x) d x$, then we automatically have $\sigma \in \mathcal{S}(\Gamma)$. Thus we obtain,

Corollary 1.1. Let $\Gamma$ be a piecewise smooth contour with a finite length and transfinite diameter $C_{\Gamma} \frac{1}{\tau} 1$. Assume that $g \in L_{p}(\Gamma)$ with $p>1$ is such that

$$
\int_{\Gamma} \log |x-y|^{-1} g(y) d y=0, \quad \text { for } \quad x \in \Gamma
$$

Then $g=0$.
2. Sobolev spaces $\mathbf{H}^{\mathbf{t}}$ and $\mathbf{H}_{\mathrm{e}}^{\mathbf{t}}$. The subsequent analysis is performed in Sobolev spaces $H^{t}$ and $H_{e}^{t}$ defined by Fourier series. Our concern in this section is to introduce these Sobolev spaces and establish some useful properties. The Sobolev spaces in the first subsection are the standard ones used for a circular contour. In the second subsection we introduce closely related spaces which will prove useful for a new analysis of open arcs.
2.1. The periodic case. We consider the space of $r$-times continuously differentiable periodic functions on $\mathbf{R}$,

$$
C^{r}(2 \pi)=\left\{f \in C^{r}(\mathbf{R}): f(x+2 \pi)=f(x), \quad x \in \mathbf{R}\right\}, \quad r=0,1, \ldots,
$$

with $C^{\infty}(2 \pi)=\cap_{r} C^{r}(2 \pi)$.
For each $v \in C^{\infty}(2 \pi)$, its Fourier expansion has the form

$$
v(s)=\frac{1}{\sqrt{2 \pi}} \sum_{-\infty}^{\infty} \hat{v}(m) \exp (i m s)
$$

with

$$
\hat{v}(m)=\frac{1}{\sqrt{2 \pi}} \int_{-\pi}^{\pi} v(s) \exp (-i m s) d s, \quad m=0, \pm 1, \pm 2, \ldots
$$

We define a norm $\left|\left.\right|_{t}\right.$ on $C^{\infty}(2 \pi)$ for each real number $t \in \mathbf{R}$ by

$$
\begin{equation*}
|v|_{t}^{2}=\sum_{m \frac{1}{\tau} 0}|m|^{2 t}|\hat{v}(m)|^{2}+|\hat{v}(0)|^{2} \tag{6}
\end{equation*}
$$

Now the Sobolev space $H^{t}(2 \pi)$ is defined to be the completion of $C^{\infty}(2 \pi)$ with respect to the norm $\left|\left.\right|_{t}\right.$. Some useful standard properties are collected in the following theorems and propositions.

## Theorem 2.1.

(i) $H^{t}$ is a Hilbert space with inner product

$$
(u, v)_{t}=\sum_{m \neq 0}|m|^{2 t} \hat{u}(m) \overline{\hat{v}(m)}+\hat{u}(0) \overline{\hat{v}(0)}
$$

(ii) If $s<t$, then $H^{s} \supset H^{t}$ and the inclusion is a compact map;
(iii) The dual of $H^{t+\alpha}$, with respect to the inner product $(,)_{t}$, is $H^{t-\alpha}$, i.e., the functional $u \rightarrow(u, v)_{t}$ is bounded on $H^{t+\alpha}$ if and only if $v \in H^{t-\alpha}$, and

$$
|v|_{t-\alpha}=\sup \left\{(u, v)_{t} /|u|_{t+\alpha}: u \in H^{t+\alpha}\right\}
$$

(iv) Interpolation inequality: if $t=(1-\theta) t_{1}+\theta t_{2}, 0 \leq \theta \leq 1$, then

$$
|u|_{t} \leq|u|_{t_{1}}^{1-\theta}|u|_{t_{2}}^{\theta} .
$$

These results can be found in $[\mathbf{3 2}, \mathbf{9}, \mathbf{2}]$. Obviously $H^{0}(2 \pi)=L_{2}(2 \pi)$ and $(u, v)_{0}=\int_{-\pi}^{\pi} u(t) \overline{v(t)} d t$. More generally, for $r$ a positive integer $H^{r}$ is equivalent to a Sobolev space $W^{r, 2}$ defined, as in [1], as the space of functions whose generalized derivatives of orders $0,1, \ldots, r$ belong to $L_{2}$.

Proposition 2.1. When $r$ is a positive integer, $H^{r}(2 \pi)$ is equivalent to $W^{r, 2}(2 \pi)=\left\{u \in W^{r, 2}(-\pi, \pi): D^{l} u(-\pi)=D^{l} u(\pi)\right.$, for $l=$ $0, \ldots, r-1\}$.

The proof can be found, for example, in [33].
Now let " $->$ " designate the imbedding map [1]. Then the following imbedding theorems hold:

Proposition 2.2. For $t>\frac{1}{2}, H^{t}(2 \pi)->C^{0}(2 \pi)$. Thus any $u \in H^{t}(2 \pi)$ with $t>\frac{1}{2}$ is a continuous $2 \pi$-periodic function. Moreover the imbedding is a compact map.

This result follows, for example, from [33] and (ii) in Theorem 2.1.

Proposition 2.3. (Hardy and Littlewood theorem)
(i) $H^{1 / 2-1 / p}(2 \pi)->L_{p}(2 \pi)$, for $2 \leq p<+\infty$;
(ii) $L_{p}(2 \pi)->H^{1 / 2-1 / p}(2 \pi)$, for $1<p \leq 2$;
and the converses of (i) and (ii) are not true $[48,22]$.
2.2. The periodic and even case. In particular, we consider the even periodic function spaces,

$$
C_{e}^{r}(2 \pi)=\left\{f \in C^{r}(2 \pi): f(x)=f(-x), x \in \mathbf{R}\right\}, \quad r=0,1, \ldots,
$$

with $C_{e}^{\infty}(2 \pi)=\cap_{r} C_{e}^{r}(2 \pi)$, which are subspaces of the corresponding spaces in the preceding subsection.
For each $v \in C_{e}^{\infty}(2 \pi)$, its Fourier expansion becomes

$$
v(s)=\sqrt{2 / \pi}\left(\sum_{1}^{\infty} \hat{v}(m) \cos m s+\frac{1}{2} \hat{v}(0)\right)
$$

where $\hat{v}(m)=\sqrt{2 / \pi} \int_{0}^{\pi} v(\sigma) \cos m \sigma d \sigma, m=0,1, \ldots$.
For simplicity we adopt the same norm symbol $\left|\left.\right|_{t}\right.$ as before for our new norm

$$
\begin{equation*}
|v|_{t}^{2}=2 \sum_{m=1}^{\infty} m^{2 t}|\hat{v}(m)|^{2}+|\hat{v}(0)|^{2} \tag{7}
\end{equation*}
$$

Actually, for $v \in C_{e}^{\infty}(2 \pi)$ the norms defined by (7) and (6) are equal.
The Sobolev space $H_{e}^{t}(2 \pi)$ is defined to be the completion of $C_{e}^{\infty}(2 \pi)$ with respect to norm $\left|\left.\right|_{t}\right.$. Similarly to $H^{t}(2 \pi), H_{e}^{t}(2 \pi)$ has all of the properties in Theorem 2.1 if the inner product is defined in the obvious way, and satisfies

Proposition 2.1*. When $r$ is a positive integer, $H_{e}^{r}(2 \pi)$ is equivalent to $W_{e}^{r, 2}(2 \pi)=\left\{u \in W^{r, 2}(2 \pi): u(x)=u(-x)\right.$, for $\left.x \in \mathbf{R}\right\}$.

Proposition 2.2*. For $t>\frac{1}{2}, H_{e}^{t}(2 \pi)->C_{e}^{0}(2 \pi)$, and the imbedding is a compact map.

In fact $H_{e}^{t}(2 \pi)$ is a closed subspace of $H^{t}(2 \pi)$ which consists of even functions. Therefore the results above follow in a straightforward way from Propositions 2.1 and 2.2.
3. Isometry operators from $\mathbf{H}^{\mathbf{t}}$ to $\mathbf{H}^{\mathbf{t}+\mathbf{1}}, \mathbf{H}_{\mathbf{e}}^{\mathbf{t}}$ to $H_{e}^{t+1}$. Here we study particular integral operators with logarithmic kernels and show that they are isometries from $H^{t}$ to $H^{t+1}$ or from $H_{e}^{t}$ to $H_{e}^{t+1}$. The first case is to some extent known, but the closely related second case seems to be new. It will lead, in the next section, to a novel treatment of open arcs.
3.1 The periodic case. Since to any $v \in H^{0}(2 \pi)$ we have (for example, see [9])

$$
-\frac{1}{\pi} \int_{-\pi}^{\pi} \log \left|2 \sin \frac{s-\sigma}{2}\right| v(\sigma) d \sigma=\frac{1}{\sqrt{2 \pi}} \sum_{|m|>0} \frac{\hat{v}(m)}{|m|} \exp (i m s)
$$

it follows that

$$
\begin{align*}
& -\frac{1}{\pi} \int_{-\pi}^{\pi} \log \left|2 e^{-\frac{1}{2}} \sin \frac{s-\sigma}{2}\right| v(\sigma) d \sigma \\
& \quad=\frac{1}{\sqrt{2 \pi}}\left(\sum_{|m|>0} \frac{\hat{v}(m)}{|m|} \exp (i m s)+\hat{v}(0)\right) . \tag{8}
\end{align*}
$$

We let $\Lambda(s-\sigma)=-\frac{1}{\pi} \log \left|2 e^{-\frac{1}{2}} \sin \frac{s-\sigma}{2}\right|$, and $A v(s)=(v(.), \Lambda(s-.))_{0}$. Then (8) shows that

$$
\begin{equation*}
A v(s)=\frac{1}{\sqrt{2 \pi}}\left(\sum_{|m|>0} \frac{\hat{v}(m)}{|m|} \exp (i m s)+\hat{v}(0)\right) \tag{9}
\end{equation*}
$$

Thus by a simple calculation, we find for $v \in H^{0}$ that $A v \in H^{1}$, $|A v|_{1}=|v|_{0}$ and $(A v, u)_{0}=(v, u)_{-1 / 2}$. Use (9) to extend the domain of definition of $A$ to $H^{t}$, where $t$ is real number. Then we find

$$
\begin{gathered}
|A v|_{t+1}=|v|_{t} \\
(A v, u)_{0}=(v, u)_{-1 / 2}, \quad \text { if } u \in H^{-t-1}, v \in H^{t}
\end{gathered}
$$

At the same time,

$$
A^{-1} v=\frac{1}{\sqrt{2 \pi}}\left(\sum_{|m|>0}|m| \hat{v}(m) \exp (i m s)+\hat{v}(0)\right), \quad v \in H^{t+1}
$$

Therefore the operator $A$ is an isometry operator from $H^{t}$ to $H^{t+1}$ for any real number $t$.
Now consider $A^{-1}: H^{t+1} \rightarrow H^{t}$. When $t \geq 0$, we find by a simple calculation

$$
A^{-1} v=-D^{2} A v+J v=-D A D v+J v, \quad v \in H^{t+1}
$$

where $J v=(1 / \sqrt{2 \pi}) \hat{v}(0)$ and $D v(s)=v^{\prime}(s)$. Let $H=D A$. Then

$$
\begin{equation*}
A^{-1}=-D H+J=-H D+J \tag{10}
\end{equation*}
$$

and $H$ is the well-known Hilbert singular integral operator $[\mathbf{3 4}, \mathbf{3 6}$, 40],

$$
H v(s)=-\frac{1}{2 \pi} p \cdot v \cdot \int_{-\pi}^{\pi} \cot \frac{s-\sigma}{2} v(\sigma) d \sigma
$$

with the property $H^{2}=-I+J$ and $|H|_{0}=\|H\|_{L_{2}(2 \pi)}=1$.
3.2 The periodic and even case. In parallel we consider the case of $H_{e}^{t}$. To any $v \in H_{e}^{0}(2 \pi)$, we find, for example from [37], that

$$
-\frac{1}{\pi} \int_{0}^{\pi} \log |\cos s-\cos \sigma| v(\sigma) d \sigma=\sqrt{\frac{2}{\pi}}\left(\sum_{1}^{\infty} \frac{\hat{v}(m)}{m} \cos m s+\frac{\log 2}{2} \hat{v}(0)\right)
$$

Thus

$$
\begin{align*}
& -\frac{1}{\pi} \int_{0}^{\pi} \log \left(2 e^{-1}|\cos s-\cos \sigma|\right) v(\sigma) d \sigma  \tag{11}\\
& =\sqrt{\frac{2}{\pi}}\left(\sum_{m=1}^{\infty} \frac{\hat{v}(m)}{m} \cos m s+\frac{1}{2} \hat{v}(0)\right)
\end{align*}
$$

Let $\Lambda_{e}(s, \sigma)=-\frac{1}{\pi} \log \left(2 e^{-1}|\cos s-\cos \sigma|\right), A_{e} v(s)=\int_{0}^{\pi} \Lambda_{e}(s, \sigma) v(\sigma) d \sigma$. Then (11) shows that

$$
A_{e} v=\sqrt{\frac{2}{\pi}}\left(\sum_{m=1}^{\infty} \frac{\hat{v}(m)}{m} \cos m s+\frac{1}{2} \hat{v}(0)\right)
$$

Similarly to $A, A_{e}$ is an isometry operator from $H_{e}^{t}$ to $H_{e}^{t+1}$ for any real number $t$, and

$$
\begin{gathered}
\left|A_{e} v\right|_{t+1}=|v|_{t} \\
\left(A_{e} v, u\right)_{0}=(v, u)_{-1 / 2}, \quad \text { if } u \in H_{e}^{-t-1}, v \in H_{e}^{t}
\end{gathered}
$$

A useful and easily verified fact is that

$$
A v=A_{e} v, \quad v \in H_{e}^{0}(2 \pi)
$$

4. Theoretical analysis for smooth $\Gamma$ (closed or open). Now consider the theoretical analysis of equation (1), and set up the existence-uniqueness theorems of the solutions for a smooth closed contour $\Gamma_{c}$ and smooth open contour $\Gamma_{o}$. The result on the closed contour case is known, but the same simple approach will lead to a natural treatment for the open contour case.
4.1. The closed contour case. Let $\Gamma_{c}$ be a closed and smooth simple curve. Thus there exists a smooth function $v: \mathbf{R} / 2 \pi \mathbf{Z} \rightarrow \Gamma_{c} \subset \mathbf{R}^{2}$, with $\left|v^{\prime}(s)\right| \geq \rho>0$. In this way, we obtain a transformed form of equation (1) on $[-\pi, \pi]$,

$$
\begin{gathered}
-\frac{1}{\pi} \int_{-\pi}^{\pi} \log |v(s)-v(\sigma)|\left|v^{\prime}(\sigma)\right| g(v(\sigma)) d \sigma=\frac{1}{\pi} f(v(s)), \\
s \in[-\pi, \pi]
\end{gathered}
$$

Let $w(s)=\left|v^{\prime}(s)\right| g(v(s))$ and $\bar{f}(s)=\frac{1}{\pi} f(v(s))$. Then $w(s)$ and $\bar{f}(s)$ are $2 \pi$-periodic functions and

$$
\begin{equation*}
-\frac{1}{\pi} \int_{-\pi}^{\pi} \log |v(s)-v(\sigma)| w(\sigma) d \sigma=\bar{f}(s), \quad s \in[-\pi, \pi] . \tag{*}
\end{equation*}
$$

In this equation the kernel function is $k(s, \sigma)=-(1 / \pi) \log |v(s)-v(\sigma)|$. Let

$$
K w(s)=(w(.), k(s, .))_{0}=\int_{-\pi}^{\pi} k(s, \sigma) w(\sigma) d \sigma
$$

Then this equation can be written in the form of an operator equation,

$$
\begin{equation*}
K w=\bar{f} \tag{13}
\end{equation*}
$$

Making use of the isometry operator in $\S 3$, we have

$$
A w+(K-A) w=\bar{f}
$$

or

$$
\begin{equation*}
A w+B w=\bar{f} \tag{*}
\end{equation*}
$$

where

$$
\begin{gathered}
B w(s)=(w(.), b(s, .))_{0} \\
b(s, \sigma)= \begin{cases}-\frac{1}{\pi} \log \left\lvert\, e^{\frac{1}{2}\left(\left.\frac{v(s)-v(\sigma)}{2 \sin \frac{s-\sigma}{2}} \right\rvert\,,\right.}\right. & s-\sigma \in 2 \pi \mathbf{Z} \\
-\frac{1}{\pi} \log \left|e^{\frac{1}{2}} v^{\prime}(s)\right|, & s-\sigma \in 2 \pi \mathbf{Z} .\end{cases}
\end{gathered}
$$

The function $b(s, \sigma)$ is better behaved than $k(s, \sigma)$. This can be given as a proposition.

Proposition 4.1. $b(s, \sigma)$ is a smooth function of $(s, \sigma)$ on $\mathbf{R}^{2}$ and is $2 \pi$-periodic with respect to each variable.

Since the kernel function $b(s, \sigma)$ is smooth and $2 \pi$-periodic, then for any $w \in H^{t}$, with $t \in \mathbf{R}, B w(s)$ exists and has derivatives of all orders. By a simple argument,

$$
D^{r} B w(s)=\left(w(.), \frac{\partial^{r}}{\partial s^{r}} b(s, .)\right)_{0}, \quad r=0,1,2, \ldots
$$

Hence $B: H^{t} \rightarrow H^{t+r}$ is bounded for any $t \in \mathbf{R}, r \in \mathbf{Z}^{+}$, so that $B: H^{t} \rightarrow H^{t+1}$ is compact. Thus we have:

Proposition 4.2. $B: H^{t} \rightarrow H^{t+r}$ is bounded for any $t \in \mathbf{R}, r \in \mathbf{Z}^{+}$, and $B: H^{t} \rightarrow H^{t+1}$ is compact for any $t \in \mathbf{R}$.

Let $M=A^{-1} B$. Then $M$ is a compact operator on $H^{t}$, and

$$
\begin{equation*}
K=A+B=A(I+M) \tag{14}
\end{equation*}
$$

THEOREM 4.1. If $\Gamma_{c}$ is smooth and simple with $C_{\Gamma_{c}} \frac{1}{\tau}$ 1, then $K: H^{t} \rightarrow H^{t+1}$ is $1-1$ and onto for any $t \in \mathbf{R}$.

Proof. Suppose $w \in H^{t}$ is such that $K w=0$. Then from (14) we have $(I+M) w=0$ and $w=-M w$. According to Proposition 4.2, $w=-M w=-A^{-1} B w$ is a $C^{\infty}(2 \pi)$ function, so that $K w(s) \equiv 0$. In the light of the relation between (1) and (13), we now have

$$
-\frac{1}{\pi} \int_{\Gamma_{c}} \log |x-y| w\left(v^{-1}(y)\right)\left|\left(v^{-1}\right)^{\prime}(y)\right| d y=0, \quad x \in \Gamma_{c}
$$

where $\left(v^{-1}\right)^{\prime}$ denotes the tangential derivative of $v^{-1}$. Since $w(s)$ is smooth, $g(x)=w\left(v^{-1}(x)\right)\left|\left(v^{-1}\right)^{\prime}(x)\right| \in L_{2}\left(\Gamma_{c}\right)$. By use of Corollary 1.1 we have $g=0$ in $L_{2}\left(\Gamma_{c}\right)$, so that $w(s) \equiv 0$. This means that $K: H^{t} \rightarrow H^{t+1}$, is $1-1$ for $t \in \mathbf{R}$.

It follows that the operator $I+M: H^{t} \rightarrow H^{t}$ is 1-1 and according to the standard Fredholm theory is onto. This implies that $K: H^{t} \rightarrow$ $H^{t+1}$ is onto. Since $K$ is both 1-1 and onto, the proof is now complete.
4.2. The open contour case. Now we discuss equation (1) for the case of an open and smooth simple curve $\Gamma_{o}$. In this case we adopt a different parametric representation of the curve.

Let $v(s)$ be a smooth parametrization of the form, $v:[-1,1] \rightarrow \Gamma_{o} \subset$ $\mathbf{R}^{2}$, with $\left|v^{\prime}(s)\right| \geq \rho>0$. Then define $a:[0, \pi] \rightarrow \Gamma_{o}$ by $a(t)=v(\cos t)$, so that $\Gamma_{o}$ is now considered to be parametrized by $t=\cos ^{-1} s$. In this way, we have a transformed form of equation (1) on $[0, \pi]$,

$$
\begin{aligned}
& -\frac{1}{\pi} \int_{0}^{\pi} \log |a(t)-a(\tau)|\left|v^{\prime}(\cos \tau)\right| \sin \tau g(a(\tau) d \tau \\
& =\frac{1}{\pi} f(a(t)), \quad t \in[0, \pi]
\end{aligned}
$$

Let $w(t)=\left|v^{\prime}(\cos t)\right||\sin t| g(a(t)), \bar{f}(t)=\frac{1}{\pi} f(a(t))$. Then $w(t)$ and $\bar{f}(t)$ are even $2 \pi$-periodic functions on $\mathbf{R}$. The integral equation, which we now write as

$$
\begin{equation*}
-\frac{1}{\pi} \int_{0}^{\pi} \log |a(t)-a(\tau)| w(\tau) d \tau=\bar{f}(t), \quad t \in[-\pi, \pi] \tag{*}
\end{equation*}
$$

can be thought of as mapping one even $2 \pi$-periodic function into another. In this equation the kernel function is $k_{e}(t, \tau)=-(1 / \pi) \log \mid a(t)-$ $a(\tau) \mid$. Letting

$$
K_{e} w(t)=\int_{0}^{\pi} k_{e}(t, \tau) w(\tau) d \tau, \quad t \in[-\pi, \pi]
$$

it then can be written as an operator equation

$$
\begin{equation*}
K_{e} w=\bar{f} \tag{16}
\end{equation*}
$$

Making use of the isometry operator in $\S 3$, we have

$$
A_{e} w+\left(K_{e}-A_{e}\right) w=\bar{f}
$$

or

$$
\begin{equation*}
A_{e} w+B_{e} w=\bar{f} \tag{*}
\end{equation*}
$$

where $B_{e} w(t)=\int_{0}^{\pi} b_{e}(t, \tau) w(\tau) d \tau$ and

$$
b_{e}(t, \tau)= \begin{cases}-\frac{1}{\pi} \log \left|\frac{e}{2} \frac{a(t)-a(\tau)}{\cos t-\cos \tau}\right|, & t-\tau \text { and } t+\tau \in 2 \pi \mathbf{Z} \\ -\frac{1}{\pi} \log \left|\frac{e}{2} v^{\prime}(\cos t)\right|, & t-\tau \text { or } t+\tau \in 2 \pi \mathbf{Z}\end{cases}
$$

The function $b_{e}(t, \tau)$ is better behaved than $k_{e}(t, \tau)$.

Proposition 4.3. $b_{e}(t, \tau)$ is a smooth function of $(t, \tau)$ on $\mathbf{R}^{2}$ and is $2 \pi$-periodic and even with respect to each variable.

Similar to the discussion for $\Gamma_{c}$, we can easily find that:

Proposition 4.4. $B_{e}: H_{e}^{t} \rightarrow H_{e}^{t+r}$ is bounded for any $t \in \mathbf{R}, r \in$ $\mathbf{Z}^{+}$and $B_{e}: H_{e}^{t} \rightarrow H_{e}^{t+1}$ is compact for any $t \in \mathbf{R}$.

Now let $M_{e}=\left(A_{e}\right)^{-1} B_{e}$. Then $M_{e}$ is a compact operator on $H_{e}^{t}$ and

$$
\begin{equation*}
K_{e}=A_{e}\left(I+M_{e}\right) \tag{17}
\end{equation*}
$$

THEOREM 4.2. If $\Gamma_{o}$ is smooth and simple with $C_{\Gamma_{o}} \stackrel{\perp}{\tau} 1$, then $K_{e}: H_{e}^{t} \rightarrow H_{e}^{t+1}$ is 1-1 and onto for any $t \in \mathbf{R}$.

Proof. Suppose $w \in H_{e}^{t}$ such that $K_{e} w=0$. Then from (17) $\left(I+M_{e}\right) w=0$, so that $w=-M_{e} w$. According to Proposition 4.2, $w=-M_{e} w$ is a $C_{e}^{\infty}(2 \pi)$ function, so $K_{e} w(s) \equiv 0$. In the light of the relation between (1) and (16), we have

$$
-\frac{1}{\pi} \int_{\Gamma_{o}} \log |x-y| w\left(a^{-1}(y)\right) \frac{\left|\left(v^{-1}\right)^{\prime}(y)\right|}{\sin \left(a^{-1}(y)\right)} d y=0, \quad x \in \Gamma_{o}
$$

By a simple calculation

$$
\frac{1}{\sin \left(a^{-1}(x)\right)}=\frac{1}{\sqrt{1-\left(v^{-1}(x)\right)^{2}}}
$$

which is an integrable function on $\Gamma_{o}$, having the singularity $\left|x-x_{i}\right|^{-1 / 2}$ at the end points $x_{i}(i=1,2)$ of $\Gamma_{o}$, where $x_{1}=a(0), x_{2}=a(\pi)$. Since $w(s)$ is smooth, we have

$$
g(x)=\frac{w\left(a^{-1}(x)\right)\left|\left(v^{-1}\right)^{\prime}(x)\right|}{\sin \left(a^{-1}(x)\right)} \in L_{p}\left(\Gamma_{o}\right), \quad \text { with } 1<p<2 .
$$

By use of Corollary 1.1 we find that $g=0$ in $L_{p}\left(\Gamma_{o}\right)$, from which follows $w(s) \equiv 0$. This means that $K_{e}: H_{e}^{t} \rightarrow H_{e}^{t+1}$ is 1-1. Similarly to the proof of Theorem 4.1, we have that $K_{e}: H_{e}^{t} \rightarrow H_{e}^{t+1}$ is onto as well. As a result $K_{e}$ is 1-1 and onto.
4.3 Discussion. As a byproduct of the analysis above, the different character of the solution of (1) on closed and open contours can now be understood. For a smooth closed contour $\Gamma_{c}$, when $f(x)$ is $r+1$ times differentiable ( $r$ an integer) along the boundary $\Gamma_{c}$, the solution $g(x)=\left|\left(v^{-1}\right)^{\prime}(x)\right| w\left(v^{-1}(x)\right)$ will be $r$ times differentiable; with $f(x)$ smooth, the solution $g(x)$ will be smooth. But for a smooth open contour $\Gamma_{o}$, when $f(x)$ is smooth along $\Gamma_{o}$ we have

$$
g(x)=\frac{w\left(a^{-1}(x)\right)\left|\left(v^{-1}\right)^{\prime}(x)\right|}{\sqrt{1-\left(v^{-1}(x)\right)^{2}}}
$$

in which (since $w(t)$ is a smooth even function) the factor $w\left(a^{-1}(x)\right)$ is well behaved. Thus $g$ possesses the singular factor $\left(1-\left(v^{-1}(x)\right)^{2}\right)^{-1 / 2}$, unless $w\left(a^{-1}(x)\right)$ vanishes at the appropriate end point of $\Gamma_{o}$.

Examples:
(i) $\Gamma_{c}$ a circle of radius $a, a \frac{1}{T} 1$ : the solution of $-\int_{\Gamma_{c}} \log |x-y|$ $\cdot g(y) d y=1$ is the constant function

$$
g(x)=-(a \log a 2 \pi)^{-1}
$$

(ii) $\Gamma_{o}$ an interval $[-a, a], a \underset{\tau}{\frac{1}{\tau}}$ 2: the solution of $-\int_{-a}^{a} \log |x-y|$ $g(y) d y=1$ is the singular function

$$
g(x)=-\frac{1}{\pi \log (a / 2)} \frac{1}{\sqrt{a^{2}-x^{2}}}
$$

4.4. Extension to the equation $\left(1^{*}\right)$. To some extent, the analysis of equation (1) can be extended to equation $\left(1^{*}\right)$. We assume that $F(x, y)$ is smooth along $\Gamma \times \Gamma$. By appropriate changes of variables, we obtain the transformed forms of equation $\left(1^{*}\right)$ corresponding to (13) and (16) respectively:

$$
\begin{align*}
&(K+F) w=\bar{f},  \tag{18}\\
& \text { for } \Gamma_{c} ;  \tag{19}\\
&\left(K_{e}+F_{e}\right) w=\bar{f}, \text { for } \Gamma_{o}
\end{align*}
$$

where

$$
\begin{aligned}
& F w(s)=-\frac{1}{\pi} \int_{-\pi}^{\pi} F(v(s), v(\sigma)) w(\sigma) d \sigma, \quad s \in[-\pi, \pi] \\
& F_{e} w(t)=-\frac{1}{\pi} \int_{0}^{\pi} F(a(t), a(\tau)) w(\tau) d \tau, \quad t \in[-\pi, \pi]
\end{aligned}
$$

Obviously $F: H^{t} \rightarrow H^{t+1}$ and $F_{e}: H_{e}^{t} \rightarrow H_{e}^{t+1}$ are compact for any $t \in \mathbf{R}$. Let $\bar{M}=A^{-1}(B+F), \bar{M}_{e}=A_{e}^{-1}\left(B_{e}+F_{e}\right)$, then $\bar{M}: H^{t} \rightarrow H^{t}, \bar{M}_{e}: H_{e}^{t} \rightarrow H_{e}^{t}$ are compact, and (18) and (19) are equivalent to $\left(18^{*}\right)$ and $\left(19^{*}\right)$ respectively,

$$
\begin{align*}
(I+\bar{M}) w & =A^{-1} \bar{f}  \tag{*}\\
\left(I+\bar{M}_{e}\right) w & =A_{e}^{-1} \bar{f} \tag{*}
\end{align*}
$$

which are second kind Fredholm equations. Let $N^{t}(Q)$ and $N_{e}^{t}(Q)$ denote the null space of operator $Q$ on $H^{t}$ and $H_{e}^{t}$ respectively, and $N^{\infty}(Q)=\cap_{t} N^{t}(Q), N_{e}^{\infty}(Q)=\cap_{t} N_{e}^{t}(Q)$. Then according to the standard Fredholm theory, we obtain

THEOREM 4.3. Suppose that a smooth simple $\Gamma$ is parametrized as a smooth function $v(s)$ as before, with $\left|v^{\prime}(s)\right| \geq \rho>0$. If $F(x, y)$ is smooth along $\Gamma \times \Gamma$, then
(i) For any $t \in \mathbf{R}, N^{t}(K+F)=N^{\infty}(K+F)$, and $\operatorname{dim} N^{\infty}(K+$ $F)<+\infty$. Moreover $K+F: \quad H^{t} \rightarrow H^{t+1}$ is 1-1 and onto iff $\operatorname{dim} N^{\infty}(K+F)=0$.
(ii) For any $t \in \mathbf{R}, N_{e}^{t}\left(K_{e}+F_{e}\right)=N_{e}^{\infty}\left(K_{e}+F_{e}\right)$ and $\operatorname{dim} N_{e}^{\infty}\left(K_{e}+\right.$ $\left.F_{e}\right)<+\infty$. Moreover $K_{e}+F_{e}: H_{e}^{t} \rightarrow H_{e}^{t+1}$ is 1-1 and onto iff $\operatorname{dim} N_{e}^{\infty}\left(K_{e}+F_{e}\right)=0$.

With less restriction on $\Gamma$, we have the following weaker results, which will be discussed in the last section.

## Theorem 4.4.

(i) For $\Gamma_{c}$, suppose that $v^{\prime}(s)$ is continuous with $\left|v^{\prime}(s)\right| \geq \rho>0$ and $\frac{\partial}{\partial s} F(v(s), v(\sigma))$ is continuous on $[-\pi, \pi] \times[-\pi, \pi]$. Then $\operatorname{dim} N^{0}(K+$ $F)<+\infty$. Moreover $K+F: H^{0} \rightarrow H^{1}$ is 1-1 and onto iff $\operatorname{dim} N^{0}(K+F)=0 ;$
(ii) For $\Gamma_{o}$, suppose that $a^{\prime}(t)$ is continuous with $\left|a^{\prime}(t)\right| \geq \rho|\sin t|, \rho>$ 0 and $\frac{\partial}{\partial t} F(a(t), a(\tau))$ continuous on $[-\pi, \pi] \times[0, \pi]$. Then $\operatorname{dim} N_{e}^{0}\left(K_{e}+\right.$ $\left.F_{e}\right)<+\infty$. Moreover $K_{e}+F_{e}: H_{e}^{0} \rightarrow H_{e}^{1}$ is 1-1 and onto iff $\operatorname{dim} N_{e}^{0}\left(K_{e}+F_{e}\right)=0$.
5. Analysis for polygonal $\Gamma_{c}$. When $\Gamma_{c}$ is a polygon, the discussion of equation (1) is complicated by the fact that the solution of equation (1) in general has singularities at the corners $[\mathbf{3 0}, \mathbf{2 0}, \mathbf{2 9}$, $12,21,41,47]$. As in $\S 4.1$, we parametrize the curve by a function $v: \mathbf{R} / 2 \pi \mathbf{Z} \rightarrow \Gamma_{c}$, but now $v$ is only piecewise smooth and satisfies $\left|v^{\prime}(s)\right| \geq \rho>0$ only away from the corners. Thus the integral equation is again $\left(12^{*}\right)$ or (13), but because of the lack of smoothness of the kernel we must now restrict the operator $K$ in (13) to the space $H^{0}$,
rather than to the more general space $H^{t}$. We can no longer expect to decompose the operator $K: H^{0} \rightarrow H^{1}$ into a sum of an isometry operator and a compact operator as in $\left(13^{*}\right)$. Thus some new techniques have to be introduced.

As we know from $\left(13^{*}\right), K=A+B$. (Note that $B w(s)$ is well defined even if $s$ is a corner point of the polygon.) Now we are concerned with $D B$, which we will show in the next theorem can be written as

$$
\begin{equation*}
D B=R+E \tag{20}
\end{equation*}
$$

where $E$ is a compact operator on $H^{0}$ and $R$ is a bounded operator, with $|R|_{0}=\|R\|_{L_{2}}<1$. By noting that $A^{-1}=-H D+J$ (see $\S 3$ ), we have

$$
\begin{aligned}
K & =A\left(I+A^{-1} B\right)=A(I-H D B+J B) \\
& =A(I-H R-H E+J B)
\end{aligned}
$$

Let $\bar{E}=-H E+J B$. Then $\bar{E}$ is compact on $H^{0}$ and $|H R|_{0}=$ $\|H R\|_{L_{2}} \leq\|H\|_{L_{2}}\|R\|_{L_{2}}=\|R\|_{L_{2}}<1$, so that the operator $I-$ $H R+\bar{E}$ is a Fredholm operator of index 0 on $H^{0}$. Now suppose that $C_{\Gamma_{c}} \neq 1$. From Corollary 1.1 we see that $K: H^{0} \rightarrow H^{1}$ is 1-1. It follows that $I-H R+\bar{E}: H^{0} \rightarrow H^{0}$ is 1-1. So from the Fredholm theorem it is onto as well. Thus $K: H^{0} \rightarrow H^{1}$ is 1-1 and onto.

In the following we will lay stress on the decomposition (20) of $D B$. A similar approach has been adopted for the second kind of boundary integral equations in [8].
It is convenient to further specialize the function $v(s)$ by taking the parameter proportional to the arc length; that is $\left|v^{\prime}(s)\right|=d\left(\Gamma_{c}\right) / 2 \pi$, where $d\left(\Gamma_{c}\right)$ is the length of $\Gamma_{c}$. Suppose $v(s)=(x(s), y(s))$ and that the corner points are at $v_{1}=v\left(s_{1}\right), \ldots, v_{m}=v\left(s_{m}\right)$, with $-\pi=s_{0}<s_{1}<\ldots<s_{m}<s_{m+1}=\pi, v_{0}=v\left(s_{0}\right)=v_{m+1}=v\left(s_{m+1}\right)$. The arc-length function $v(s)=(x(s), y(s))$ then can be described as:

$$
v(s)=v_{i}+\frac{s-s_{i}}{s_{i+1}-s_{i}}\left(v_{i+1}-v_{i}\right), \quad \text { for } s_{i} \leq s \leq s_{i+1}, i=0, \ldots, m
$$

At each $v_{i}$ the number $\chi_{i} \in(-1,1)$ is defined by requiring $\left(1-\chi_{i}\right) \pi$ to be the interior angle $v_{i-1} \hat{v}_{i} v_{i+1}$ for $i=1, \ldots, m$. For the sake of convenience, we let

$$
b=(1 / 2) \min \left\{\left|s_{i}-s_{i-1}\right| ; \quad i=1, \ldots, m+1\right\}
$$

$$
s_{i, \pm 1 / 2}=s_{i} \pm b, \quad i=1, \ldots, m
$$

Now for $s \frac{1}{T} s_{i}, i=1, \ldots, m$,

$$
\begin{aligned}
D B w(s)= & -\frac{1}{\pi} \int_{-\pi}^{\pi} \frac{\partial}{\partial s} \log \left|e^{\frac{1}{2}} \frac{v(s)-v(\sigma)}{2 \sin \frac{s-\sigma}{2}}\right| w(\sigma) d \sigma \\
= & -\frac{1}{\pi} \int_{-\pi}^{\pi} h(s, \sigma) w(\sigma) d \sigma \\
= & -\frac{1}{\pi} \int_{s_{1,-1 / 2}}^{s_{m, 1 / 2}} h(s, \sigma) w(\sigma) d \sigma \\
& -\frac{1}{\pi}\left(\int_{s_{m, 1 / 2}}^{\pi}+\int_{-\pi}^{s_{1,-1 / 2}}\right) h(s, \sigma) w(\sigma) d \sigma
\end{aligned}
$$

where

$$
h(s, \sigma)=\frac{x^{\prime}(s)(x(s)-x(\sigma))+y^{\prime}(s)(y(s)-y(\sigma))}{(x(s)-x(\sigma))^{2}+(y(s)-y(\sigma))^{2}}-\frac{1}{2} \cot \frac{s-\sigma}{2} .
$$

Since $v(s)$ is $2 \pi$-periodic and smooth except at the corner points, a simple computation shows that the last two integrals above determine a compact operator on $H^{0}$. The first integral can be written as

$$
\begin{aligned}
&-\frac{1}{\pi} \int_{s_{1,-1 / 2}}^{s_{m, 1 / 2}}\left(\frac{x^{\prime}(s)(x(s)-x(\sigma))+y^{\prime}(s)(y(s)-y(\sigma))}{(x(s)-x(\sigma))^{2}+(y(s)-y(\sigma))^{2}}-\frac{1}{s-\sigma}\right) w(\sigma) d \sigma \\
&-\frac{1}{\pi} \int_{s_{1,-1 / 2}}^{s_{m, 1 / 2}}\left(\frac{1}{s-\sigma}-\frac{1}{2} \cot \frac{s-\sigma}{2}\right) w(\sigma) d \sigma
\end{aligned}
$$

or

$$
\int_{s_{1,-1 / 2}}^{s_{m, 1 / 2}} G(s, \sigma) w(\sigma) d \sigma+\int_{s_{1,-1 / 2}}^{s_{m, 1 / 2}} r(s-\sigma) w(\sigma) d \sigma
$$

where $r(s-\sigma)=-\frac{1}{\pi}\left(\frac{1}{s-\sigma}-\frac{1}{2} \cot \frac{s-\sigma}{2}\right)$ is a smooth function of $(s, \sigma) \in$ $[-\pi, \pi] \times\left[s_{1,-1 / 2}, s_{m, 1 / 2}\right]$, which makes the last integral above determine a compact operator. The first integral we write as

$$
\begin{aligned}
\int_{s_{1,-1 / 2}}^{s_{m, 1 / 2}} G(s, \sigma) w(\sigma) d \sigma= & \sum_{i=1}^{m} \int_{s_{i,-1 / 2}}^{s_{i, 1 / 2}} G(s, \sigma) w(\sigma) d \sigma \\
& +\sum_{i=1}^{m-1} \int_{s_{i, 1 / 2}}^{s_{i+1,-1 / 2}} G(s, \sigma) w(\sigma) d \sigma
\end{aligned}
$$

The second sum above determines a compact operator on $H^{0}$. Moreover, $G(s, \sigma)$ is a smooth function of $(s, \sigma) \in\left([-\pi, \pi] \backslash\left[s_{i}, s_{i, 1 / 2}\right]\right) \times$ $\left[s_{i,-1 / 2}, s_{i}\right]$ and $\left([-\pi, \pi] \backslash\left[s_{i,-1 / 2}, s_{i}\right]\right) \times\left[s_{i}, s_{i, 1 / 2}\right], i=1, \ldots, m$. Thus the first sum above as an operator on $H^{0}$ can be written as

$$
R+(\text { compact part })
$$

where

$$
R w(s)= \begin{cases}\int_{s_{i}}^{s_{i, 1 / 2}} G(s, \sigma) w(\sigma) d \sigma, & s \in\left[s_{i,-1 / 2}, s_{i}\right), i=1, \ldots, m \\ \int_{s_{i,-1 / 2}}^{s_{i}} G(s, \sigma) w(\sigma) d \sigma, & s \in\left(s_{i}, s_{i, 1 / 2}\right], i=1, \ldots, m \\ 0, & \text { otherwise }\end{cases}
$$

And for $(s, \sigma) \in\left(\left(s_{i}, s_{i, 1 / 2}\right] \times\left[s_{i,-1 / 2}, s_{i}\right]\right) \cup\left(\left[s_{i,-1 / 2}, s_{i}\right) \times\left[s_{i}, s_{i+1 / 2}\right]\right)$, by simple calculation, we have

$$
\begin{aligned}
G(s, \sigma) & =\frac{1-\cos \chi_{i} \pi}{\pi} \\
& \cdot \frac{\left(\sigma-s_{i}\right)\left(\sigma-s_{i}+s-s_{i}\right)}{(s-\sigma)\left[\left(s-s_{i}\right)^{2}+\left(\sigma-s_{i}\right)^{2}-2\left(s-s_{i}\right)\left(\sigma-s_{i}\right) \cos \chi_{i} \pi\right]}
\end{aligned}
$$

Summing up all the discussions above, we find that

$$
D B=R+E
$$

where $E$ is a compact operator on $H^{0}$.
For the analysis of the operator $R$ we need a lemma.

Lemma 5.1. For any real number $\chi \in(-1,1)$, if

$$
r_{\chi}(s, \sigma)=\frac{1-\cos \chi \pi}{\pi} \frac{\sigma(\sigma-s)}{(\sigma+s)\left(s^{2}+\sigma^{2}+2 s \sigma \cos \chi \pi\right)}
$$

the integral operator defined by

$$
R_{\chi} w(s)=\int_{0}^{1} r_{\chi}(s, \sigma) w(\sigma) d \sigma, \quad 0<s \leq 1
$$

is a bounded operator on $L_{2}[0,1]$, with $\left\|R_{\chi}\right\|_{L_{2}[0,1]} \leq 1-\cos \frac{\chi \pi}{2}<1$.

In order to prove this result we introduce the Mellin transform as follows,

$$
\begin{equation*}
\hat{w}(\lambda)=\int_{0}^{\infty} \sigma^{i \lambda-1} w(\sigma) d \sigma \tag{21}
\end{equation*}
$$

and describe some of its properties.

Proposition 5.1 (Parseval relation). For $w(\sigma) \in L_{2}(0, \infty)$,

$$
\begin{equation*}
\int_{-\infty}^{\infty}|\hat{w}(\lambda-i / 2)|^{2} d \lambda=2 \pi \int_{0}^{\infty}|w(\sigma)|^{2} d \sigma \tag{22}
\end{equation*}
$$

In fact with a change of variable $\sigma=e^{-t}$ in (21), we have

$$
\hat{w}(\lambda-i / 2)=\int_{-\infty}^{\infty} e^{-i \lambda t} e^{-t / 2} w\left(e^{-t}\right) d t
$$

which is the Fourier transform of the function $e^{-t / 2} w\left(e^{-t}\right)$. Thus, from the Parseval relation for Fourier transform, follows

$$
\int_{-\infty}^{\infty}|\hat{w}(\lambda-i / 2)|^{2} d \lambda=2 \pi \int_{-\infty}^{\infty}\left|w\left(e^{-t}\right)\right|^{2} e^{-t} d y=2 \pi \int_{0}^{\infty}|w(\sigma)|^{2} d \sigma
$$

By use of the same change of variables, the Mellin transform of the function

$$
u(s)=\int_{0}^{\infty} k\left(\frac{s}{\sigma}\right) w(\sigma) \frac{d \sigma}{\sigma}
$$

at the point $\lambda-i / 2$ is

$$
\hat{u}(\lambda-i / 2)=\int_{-\infty}^{\infty} e^{-i \lambda t} \int_{-\infty}^{\infty} e^{-(t-\tau) / 2} k\left(e^{-(t-\tau)}\right) e^{-\tau / 2} w\left(e^{-\tau}\right) d \tau d t
$$

This is the Fourier transform of the convolution of the functions $e^{-t / 2} k\left(e^{-t}\right)$ and $e^{-t / 2} w\left(e^{-t}\right)$. From a corresponding result for Fourier transform equals (see, for example, $[\mathbf{3 5}]$ )

$$
\int_{-\infty}^{\infty} e^{-i \lambda t} e^{-t / 2} k\left(e^{-t}\right) d t \int_{-\infty}^{\infty} e^{-i \lambda t} e^{-t / 2} w\left(e^{-t}\right) d t=\hat{k}(\lambda-i / 2) \hat{w}(\lambda-i / 2),
$$

under the condition $e^{-t / 2} k\left(e^{-t}\right) \in L_{1}(\mathbf{R})$ and $e^{-t / 2} w\left(e^{-t}\right) \in L_{2}(\mathbf{R})$. As a result we have

PROPOSITION 5.2 (convolution theorem). For

$$
u(s)=\int_{0}^{\infty} k\left(\frac{s}{\sigma}\right) w(\sigma) \frac{d \sigma}{\sigma}
$$

if $w(\sigma) \in L_{2}(0, \infty)$ and $\sigma^{-1 / 2} k(\sigma) \in L_{1}(0, \infty)$, then

$$
\begin{equation*}
\hat{u}(\lambda-i / 2)=\hat{k}(\lambda-i / 2) \hat{w}(\lambda-i / 2) \tag{23}
\end{equation*}
$$

in $L_{2}(\mathbf{R})$. (See also $\left.[\mathbf{4 2}, \mathbf{1 3}]\right)$.

Proof of Lemma 5.1: Let $u(s)=R_{\chi} w(s)$. Then $u(s)=R_{\chi} w_{0}(s)$, where

$$
w_{0}(s)= \begin{cases}w(s), & s \in[0,1] \\ 0, & s \in(1, \infty)\end{cases}
$$

And

$$
\begin{aligned}
R_{\chi} w_{0}(s) & =\int_{0}^{\infty} \frac{1-\cos \chi \pi}{\pi} \frac{\left(1-\frac{s}{\sigma}\right) w_{0}(\sigma)}{\left(1+\frac{s}{\sigma}\right)\left(1+2 \frac{s}{\sigma} \cos \chi \pi+\left(\frac{s}{\sigma}\right)^{2}\right)} \frac{d \sigma}{\sigma} \\
& =\int_{0}^{\infty} k_{\chi}\left(\frac{s}{\sigma}\right) w_{0}(\sigma) \frac{d \sigma}{\sigma}
\end{aligned}
$$

where

$$
k_{\chi}(\tau)=\frac{1-\cos \chi \pi}{\pi} \frac{1-\tau}{(1+\tau)\left(1+2 \tau \cos \chi \pi+\tau^{2}\right)}
$$

Now, by use of (22) and (23),

$$
\begin{aligned}
\int_{0}^{1}|u(\sigma)|^{2} d \sigma & \leq \int_{0}^{\infty}|u(\sigma)|^{2} d \sigma=(2 \pi)^{-1} \int_{-\infty}^{\infty}|\hat{u}(\lambda-i / 2)|^{2} d \lambda \\
& =(2 \pi)^{-1} \int_{-\infty}^{\infty}\left|\hat{k}_{\chi}(\lambda-i / 2)\right|^{2}\left|\hat{w}_{0}(\lambda-i / 2)\right|^{2} d \lambda \\
& \leq \sup _{\lambda \in \mathbf{R}}\left|\hat{k}_{\chi}(\lambda-i / 2)\right|^{2}(2 \pi)^{-1} \int_{-\infty}^{\infty}\left|\hat{w}_{0}(\lambda-i / 2)\right|^{2} d \lambda \\
& =\sup _{\lambda \in \mathbf{R}}\left|\hat{k}_{\chi}(\lambda-i / 2)\right|^{2} \int_{0}^{\infty}\left|w_{0}(\sigma)\right|^{2} d \sigma \\
& =\sup _{\lambda \in \mathbf{R}}\left|\hat{k}_{\chi}(\lambda-i / 2)\right|^{2} \int_{0}^{1}|w(\sigma)|^{2} d \sigma
\end{aligned}
$$

where

$$
\hat{k}_{\chi}(\lambda-i / 2)=\frac{1-\cos (1 / 2-i \lambda) \chi \pi}{\cosh \lambda \pi}
$$

Thus the lemma follows because

$$
\begin{aligned}
\sup _{\lambda \in \mathbf{R}}\left|\hat{k}_{\chi}(\lambda-i / 2)\right| & =\sup _{\lambda \in \mathbf{R}}\left|\frac{\cosh \lambda \chi \pi-\cos \chi \pi / 2}{\cosh \lambda \pi}\right| \\
& =1-\cos \chi \pi / 2, \quad \text { for } \chi \in(-1,1) .
\end{aligned}
$$

THEOREM 5.1 For a polygonal $\Gamma_{c}$, write $K=A+B$ as in $\left(13^{*}\right)$. Then $D B=R+E$, where $E$ is compact on $H^{0}$ and

$$
\|R\|_{L_{2}(2 \pi)} \leq \max _{1 \leq i \leq m}\left(1-\cos \chi_{i} \pi / 2\right)<1
$$

## Proof:

$$
\begin{aligned}
\|R w\|_{L_{2}(2 \pi)}^{2} & =\|R w\|_{L_{2}[-\pi, \pi]}^{2} \\
& =\sum_{i=1}^{m}\left(\|R w\|_{L_{2}\left[s_{i,-1 / 2}, s_{i}\right]}^{2}+\|R w\|_{L_{2}\left[s_{i}, s_{i, 1 / 2}\right]}^{2}\right)
\end{aligned}
$$

Now

$$
\begin{aligned}
& \|R w\|_{L_{2}\left[s_{i,-1 / 2} \cdot s_{i}\right]}^{2} \\
& =\int_{s_{i, 1 / 2}}^{s_{i}}\left(\int_{s_{i}}^{s_{i, 1 / 2}} \frac{1-\cos \chi_{i} \pi}{\pi}\right. \\
& \left.\cdot \frac{\left(\sigma-s_{i}\right)\left(\sigma-s_{i}+s-s_{i}\right) w(\sigma) d \sigma}{(s-\sigma)\left[\left(s-s_{i}\right)^{2}+\left(\sigma-s_{i}\right)^{2}-2\left(s-s_{i}\right)\left(\sigma-s_{i}\right) \cos \chi_{i} \pi\right]}\right)^{2} d s \\
& =\int_{0}^{b}\left(\int_{0}^{b} \frac{1-\cos \chi_{i} \pi}{\pi} \frac{\sigma(\sigma-s) w\left(\sigma+s_{i}\right) d \sigma}{(s+\sigma)\left(s^{2}+\sigma^{2}+2 s \sigma \cos \chi_{i} \pi\right)}\right)^{2} d s \\
& =b \int_{0}^{1}\left(\int_{0}^{1} \frac{1-\cos \chi_{i} \pi}{\pi} \frac{\sigma(\sigma-s) w\left(b \sigma+s_{i}\right) d \sigma}{(s+\sigma)\left(s^{2}+\sigma^{2}+2 s \sigma \cos \chi_{i} \pi\right)}\right)^{2} d s
\end{aligned}
$$

By using Lemma 5.1, we obtain

$$
\begin{aligned}
\|R w\|_{L_{2}\left[s_{i,-1 / 2}, s_{i}\right]}^{2} & \leq\left\|R_{\chi_{i}}\right\|_{L_{2}[0,1]}^{2} b \int_{0}^{1} w^{2}\left(b \sigma+s_{i}\right) d \sigma \\
& =\left\|R_{\chi_{i}}\right\|_{L_{2}[0,1]}^{2} \int_{s_{i}}^{s_{i, 1 / 2}} w^{2}(\sigma) d \sigma .
\end{aligned}
$$

Similarly, we have

$$
\|R w\|_{L_{2}\left[s_{i}, s_{i, 1 / 2}\right]}^{2} \leq\left\|R_{\chi_{i}}\right\|_{L_{2}[0,1]}^{2} \int_{s_{i,-1 / 2}}^{s_{i}} w^{2}(\sigma) d \sigma
$$

## Therefore

$$
\begin{aligned}
\|R w\|_{L_{2}[-\pi, \pi]}^{2} \leq & \left(\max _{1 \leq i \leq m}\left\|R_{\chi_{i}}\right\|_{L_{2}[0,1]}\right)^{2} \\
& \sum_{i=1}^{m}\left(\int_{s_{i,-1 / 2}}^{s_{i}} w^{2}(\sigma) d \sigma+\int_{s_{i}}^{s_{i, 1 / 2}} w^{2}(\sigma) d \sigma\right) \\
\leq & \left(\max _{1 \leq i \leq m}\left\|R_{\chi_{i}}\right\|_{L_{2}[0,1]}\right)^{2}\|w\|_{L_{2}[-\pi, \pi]}^{2}
\end{aligned}
$$

Thus

$$
\|R\|_{L_{2}(2 \pi)} \leq \max _{1 \leq i \leq m}\left\|R_{\chi_{i}}\right\|_{L_{2}[0,1]} \leq \max _{1 \leq i \leq m}\left(1-\cos \chi_{i} \pi / 2\right)<1
$$

As a result of the discussion in the beginning of this section, we obtain

THEOREM 5.2. For a polygonal $\Gamma_{c}$, if $C_{\Gamma_{c}} \frac{1}{\tau} 1$, then $K: H^{0} \rightarrow H^{1}$ is 1-1 and onto.

REMARK. The above proof of this theorem is simpler than that of [12]. The analysis enables us to view the integral equation of the first kind (13),

$$
K w=\bar{f}
$$

as a Fredholm equation of the second kind

$$
(I-H R+\bar{E}) w=f^{*}
$$

where $f^{*}=A^{-1} \bar{f}, \bar{E}$ is compact and $H R$ is bounded on $H^{0}$ with $|H R|_{0}<1$. This will lead to a numerical analysis of the Fredholm equation of the second kind when numerical methods for the integral equation of the first kind (1) are considered.

From the discussion of the decomposition of $D B$, we can find that if $v^{\prime}(s)$ is continuous, the kernel function of $D B$ will be continuous on $[-\pi, \pi] \times[-\pi, \pi]$, so that $D B$ is compact on $H^{0}$. In this way, the following is obtained.

THEOREM 5.3. If $v^{\prime}(s)$ is continuous and $C_{\Gamma_{c}} \frac{1}{T} 1$, then $K: H^{0} \rightarrow$ $H^{1}$ is 1-1 and onto.

The result can be extended to the equation (1*). By adopting $A^{-1}=-H D+J$ in equation $\left(18^{*}\right)$ the operator $D F$ then is compact on $H^{0}$ once $v^{\prime}(s)$ is continuous and $\frac{\partial}{\partial s^{\prime}} F(v(s), v(\sigma))$ is continuous on $[-\pi, \pi] \times[-\pi, \pi]$. Thus the result i) in Theorem 4.4 holds. Since for $\omega \in H_{e}^{0} \quad A \omega=A_{e} \omega$, so that $A_{e}^{-1}=A^{-1}=-H D+J$, a similar discussion will show that the result ii) in Theorem 4.4 holds. The details are omitted here.
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