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Hyperbolic operators with symplectic
multiple characteristics

By

Tatsuo NISHITANI

1 . Introduction

Let U be an open set in R d with coordinates x'—(x„ • ••, xd ). Denote by T*U
the contangent bundle on U and by (x', --(x„ • , xd , e,, • • • , Cd) standard coordi-
nates in T* U .  Let I be an open interval containing the origin and set Q =Ix U.
We denote by (x, e)—(x0 , ,  e0 , 0  standard coordinates in T * 2  and

D .=  — 1018x  j = 0, ••-, d, D (Do , D '), D ' = (Di, • • • , Dd) •

Let

(1.1) P(x , D) =  D +  2 A i (x, D') D r
.J=1

be a differential operator in D, of order in with coefficients A i (x, D ') which are clas-
sical pseudodifferential operators of order j  defined near (.5c, e ')= (0 , E I x
(T* U \0 ) . We denote by p (x, e) the principal symbol of P  and we assume that
p(x , •) is hyperbolic with respect to dx, near ( ,  ') that is the zeros Co of p(x , Co , Co ')
are all real near (.5c, '). We shall study the microlocal and local Cauchy problem
for P(x , D) with data on x0 =0.

Denote by the set of real characteristics of order m of P;

(1.2) =  {(x, e)G T*.f2\0; p(x, e) dp(x, e) • • • = p(x , o=o)- .

We assume that

(1.3)

A A A

is a C -  manifold n ear p  = e) ,  0 , e') with the
tangent space TR I at p such that Tr, SD nz fl TR I

where = {x 0 =0}  is a initial surface and T I  i s  the a  orthogonal space of TR I .
Here a is a natural 2 form on T* $2 given in any standard coordinates (x, e) by

d

C de A dx ;  .
=0

Note that if T I  is  a symplectic subspace, that is T I  T I =  {O}, this condition
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is verified obviously. As another example we consider the case T psnnz  is in-
volutive which was treated in  [1 3 ] . Since T ,S  n Top- D T  n T (1.3) is also
verified.

We introduce the localization p,(x , e) of p (x, e) at p ;

(1.4) p,(x , C) = lim  sr"?' p (p +s (x , e ) )  (cf. [3], [4]) .

It is well known that p,(x , e) is a hyperbolic polynomial in T,(T*12) with respect to
H xo , the Hamilton field of x , (see [5], [7]). Then we can define the hyperbolic cone
r ( p p , H x o )  as the component of l i x o in 1X E TAT* S2); /MX)* 0)- and the propaga-
tion cone C (p ,, H x 0 );

C(p,, 11,0 = -(X G T,(T* S2); a (X, Y) 0  for a n y  Y E T (p ,, H x o )}  .

Note that (1.3) implies

(1.5) C(p,, H x 0 ) n T , I  =  {0}

(but the converse is not true in  general). Let M  be defined by f o(x, =fk
(x , C)=0 for instance, where dfi (p )  are linearly independent, then p (x , e )  can be
written as

p(x , OE) cc,(x, e) F(x, e r

near p  with F—(A, •• • , f ) .  T h i s  gives that cim P(P) (X1,  •••, X .)=0 if some X;  be-
longs to Tp 1 .  Hence p,(X )=d m  p(p) (X, • •• , X) is well defined as a  polynomial in
N 4T *2),— T p (T *S 2)1T ,I. We assume that

(1.6) p,(x , OE) is strictly hyperbolic with respect to j(H x 0 )  in  .1V(T*,.(2),

where j  is a natural projection from Tr, (T*12) onto Arm (T*12)9 (T ,Z  is the linearity
space of p p (x, 0, cf. [3], [4]). When m = 2 and is a  C -  manifold near p  (1.6) is
always verified except for a special case dim N (T* S2)=1 (that is the case of char-
acteristic of constant multiplicity). We note that these conditions are invariant
under a change of homogeneous symplectic coordinates preserving xo =const.

Let P(x, C) be the full ymbol of P;

P(x , e) =p(x , e)d - i (x, 0+ • • • + p i (x, 0 +•••

where p,(x, e) is the homogeneous part of degree i of P (x , e ) .  We assume that

(1 .7 ) pm _xx, e) vanishes of order m — 2j on near p whenever m -2 j> 0  .

Clearly (1.7) is invariant under conjugation by elliptic Fourier integral operators.
When P  is a  differential operator, Theorem 4.1 in [7] asserts that for the Cauchy
problem for P to be Ce° well posed it is necessary that p„,- ;  vanishes of order m —2j
at p .  This necessary condition is independent o f  any geometric character of
and C(p,, H 0 0 ). In this sense the condition (1.7) is the weakest one on lower order
terms to expect the C -  correctness of the Cauchy problem when p(x , e) has a char-
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acteristic of order m.
Under these assumptions we have the microlocal correctness in  C-  of the

Cauchy problem for P;

Theorem 1 . 1 .  Assume that (1.3), (1.6) and (1 .7 ) .  Then there is a parametrix
of P at (0, 5c', i ' )  with finite propagation speed of wave front sets.

We shall give the definition of a parametrix of P  at (0, X", i ')  with finite pro-
pagation speed of wave front sets in Appendix. When m = 2 (1.5) and (1.6) imply
that p (x ,e )  is effectively hyperbolic at p  and hence more general results were ob-
tained (see [6], [8], [10], [11]). We give two simple examples which also motivate
our hypotheses (1.3) and (1.6).

Example 1 . 1 .  Consider the following operator in R 2 with ,o=(0, 0, 0, 1)e
T* R 2\0

P(x, D) = (D 0 —x0 D1) {(pod , a * 0  .

This verifies (1.3) and (1.7) but (1.6). It is clear that the Cauchy problem for this
P is not C-  well posed.

Example 1 .2 .  Let P(x, D) be

(D0 — ax 1 D1) (Do — bxi D1) (Do — c'xi 4 -  aDi a * 0

which is also considered in l e  with p=-(0, 0, 0, 1) where a, b, c are mutually different
real constants. This verifies (1.6) and (1.7) but (1.3). The Cauchy problem for
this P  is not C-  well posed in view of Theorem 4.1 in [7].

Now we study the propagation of wave front sets in a slightly more general set-
tin g . Let P  be a classical pseudodifferential operator of order m in an open set
S2 c R d '  with the real principal symbol p (x, e) E C "(T*12 \0). Let p E T*12\0 be a
characteristic of p  of order r. Denote by the set of real characteristics of order r
of p defined by (1.2) with m = r;

= {(x,e)ET*S2\0; p(x, e) dp(x, e) •• • = p(x , e) .
We assume that there is a conic neighborhood of V of p  such that

(1.8)f l  V  is a  C-  manifold near p .

We introduce the localization pp(x, e) of p (x , e )  at p  by (1.4) with m = r .  As noted
before, p p (x, e) is a well defined polynomial in N (T * 1 2 ) , .  In what follows we re-
gard .1■12 r (T*S2), as a subspace of Tp (T*S2) and denote by [X] E N2 ,(T*12), the residue
classe of X e Tp(T* S2). We suppose that

(1.9)
p p is strictly hyperbolic in N “T*12), with respect to some
[0 ]eN , r (T*12), .
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By r (p p ,[0])OEN z r (T* ..(2), we denote the hyperbolic cone of pp regarded as a polyno-
mial in N 2 r (T * 2 ) ,. Let P(x, C) be the full symbol of P and p i (x, OE) be the homoge-
neous part of degree i of P(x , C ). Now we assume that

(1.10) p_ 1Ç' e) vanishes of order r —2j on Z r n v near p  whenever
r —2 j >  .

As mentioned above we regard n T pI r  as a subspace of Ar/ r (T*S3), and
hence is equal to { [X ]EN 2 ,(T*S1),; XE Tp

6 /,.}.

Theorem 1.2. Suppose (1.8) - (1 .10). Let ço(x,C)be real, homogeneous of degree
0 in OE, Ce° in a conic neighborhood of p such that

ço(p) = 0 , [H (p ) ] e  1'(p p ,[0]) n ( nx r17; Z r n Tp .
L et co be a sufficiently small conic neighborhood of p. Then it follows from

co n {so<o} n WF(u) P  W F(Pu)

that

p  WF(u)

for any distribution uEg'(2).

Note that if Tp r  is  symplectic then nz,. is identified with N 2 r (T*12), and
hence the hypothesis in Theorem 1.2 is reduced to

(1.11) [14(P)]Er (p p , [0 ]) •
Note that the hypothesis in this theorem is equivalent to

(1.12) 14(P)er (p,„ n 77; l r +

Since r(p„, n T"; Z,* ,0  is equivalent to C(pp, O)n TpMr = {0} , then this theorem
gives a rough estimate of wave front sets when

(1.5)' C(p p , T ,,Z r = {0}

and p  satisfies (1.9), (1.10). As noted before when r= 2  (1 .5)' and (1.9) imply
that p (x ,e )  is effectively hyperboic at p  and then Theorem 1.2 holds under (1.11)
(see [10], [12]). If we assume further that codim / 2 - 2 ,  detailed discussions were
given in [1], [2], [9].

We turn to the local Cauchy problem. To simplify notation, we say p (x, OE)E
ZP.g near p if p (x ,e )  is homogeneous of degree p, C -  in a conic neighborhood of p
which is a polynomial in e , such that p (x, OE) vanishes of order q on Z near p .  Then
(1.7) is equivalent to say

(1.7)' p ,,,JE  - I
'
mn e a r  p whenever nz —2j> 0 .

We assume that Ali (x, D ') in (1.1) are classical pseudodifferential operators of order



Hyperbolic operators 409

j  in 2 .  We also assume that p(x, •) is hyperbolic with respect to dx, near k  that is
the zeros eo o f  p (x, C»  C') a re  all real for any (x, x (R d  \ 0) , where i j  is an
open neighborhood of .5e . Let x  TV2\0 be a multiple characteristic of p .  We
denote by m(x) its multiplicity and b y  („) the component of x in the real character-
istic set of order m(x) of p .  We recall our hypotheses (1.3), (1.6) and (1.7) at x;

Zoo is a C -  manifold near x with the tangent space
at x  such that T„SDT:M(„) fl T,,Z(K )

p (x, e) is strictly hyperbolic with respect t o  [Hz o ] in
N2 0 0 (T*2)„

/3 1(x, e )e "(;T- ''" 2 1 near x  whenever m(x)-2j> 0 .

Theorem 1 .3 . L et p(x, •) be hyperbolic with respect to  dx, near Assume
that (1.3),„ (1.6),, and (1.7)„ are verified for every multiple characteristic Ic T,x*I2\0.
Then the Cauchy problem f o r P  is locally  solvable near in  C -  w ith  initial data
on x,=0.

P ro o f  By Proposition A.4, it will suffice to show that P has a parametrix with
finite propagation speed of wave front sets at (0, 0  for any I C' I = 1 .  Fix
with I = 1  arbitrarily and show that P  has such a parametrix at (0, Let
x;  T*S2\0 (j=1, •••, r) be multiple characteristics of p such that their projection
off eo coordinate are (k that is ci  e T ) ,  ' ) ,  where FP are different zeros of

CO3 È- '). Let m(x i )=m ;  then it is clear that

P(x, e ) p(l)(x, e);=,
where p ( i ) (x, e) are homogeneous of degree m i , C -  i n  a  conic neighborhood of
(Sc, which are polynomials in e, and xi  are characteristics of order m ;  of pu ) (x, e).
We note that

p.(x, e) pg )  (x, e) { II  p(k )(x  ;)}  •

It is clear from hypothesis that

(1.13) pa)(x, e)E w i  n ear x;ov)

The zeros C0 of p ( i ) (x, e )  ( f  =1, • • • , r) are different each other when (x, 0  is near
si ')  and then we can write

P(x, D) =  P ( ' ) (x, D)• • • P ( r )  (x, D)d- E  .13(x, D') D r-i

where .13(x, s— near ( , uniformly when Ix, is small and P ( i )  (x, e) has an
asymptotic expansion;

Pu ) (x, e)--p(l)(x, e)+ pV3-i(x, e)+...+Al ) (x, e)+•••

(1 .3 ).

(1.6),,

(1.7)„
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with pV ) (x ,e) which are homogeneous of degree i, C -  in  a  conic neighborhood of
(Z, polynomials in C0 . Com paring the homogeneous part of degree m — i of
the symbols of P(x , D) and P (1) (x, D)•••P (r) (x , D) it follows that

p ( k ) (x, e)} e)+ e) = e) •
k * j

By induction on i, it follows easily that R,, ; (x , e) vanishes of order 171 j —2i on
near x i . S ince p ( k) (x, e) never vanish on Mo o  if k *  j it follows that

(1.14) PL8-i(x, e) nti - 2 ' whenever in ;  —2i> 0 .

From (1.13), (1.14) we can apply Theorem 1.1  with P =P " ) ,  I = I ( ,,) and we
conclude that Pu ) (x, D ) has such a parametrix at (0, 'X', (j=1, • • •, r). On the
other hand, by Corollary A.1, to prove the existence of a parametrix with finite
propagation speed of wave front sets of P at (0, Sc', -é )  it suffices to show that each
Pu ) (x, D) has such a parametrix at (0, Sc', This remark completes the proof.

Proof of Theorem 1.2. Let n V be given by

bi (x ,e) • • • bk ( e ) 0

where b,(x, e) are homogeneous of degree 1 in e and db ,(p) are linearly independent.
Choose ci (x, e)(1_.< 1=2 (d+ 1) — k) with c i (p) = 0 , homogeneous of degree 1 in
C, C -  in a conic neighborhood of p so that .11 (p) form a basis for Tp r . L e t

[1-4(p)] E î'(p,,, [O]) n (T7, r n T I r ) .

Then we can write H ,(p )= a, H b i (p)+ ,8 .11,„(p) with real constants a i , lapJ=1
Set 11,(x, e ) = c  b C)+ c(x,e)+MI(x,eIel') pi2,le  and we may as-
sume that -(q). 01 D {L-5 0 }  near p  taking M  sufficiently la rge . Since [H,p(p)]e
t ( p p ,[0]) it follows that

Pp(14(P))* 0

and this implies that (H,p(p))r M O)* O. F ro m  the definition of localization we have

(1.15) (111,(Pr P) •

Put X0 ,,k (x , e) and note that H,/,(p) and the radial vector field at p  (which is in
T,,Z,.) are linearly independent because a, H b j ( p ) * O . Then we can extend X 0 to a
full homogeneous symplectic coordinates {X, SI such that X  (p )=0 , (p )=e d . We
write (x, 0 instead of (X, S ) then (1.15) implies that H 0 p(p)* 0. Since W o  p(p)=0
for 0  j_< r —1, Malgrange's preparation theorem gives that

p(x , e) (x, {G. + e + • • • --Far(x,e')}

with q(p)* 0 where ai oc, 0  are real, homogeneous of degree j  in e  C-  in a conic
neighborhood of p' —(0, e;), e;=(0, • • • , 0, 1) E R d  an d  a J (P ') -0 , e ' =(e • • • , Cd).
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A pseudodifferential operator analogue of the Malgrange division theorem shows that

P(x , D )  Q(x, D) {14+ A i (x, D') D'+ • • • -  A,.(x, D'))-

modulo a smoothing operator near p where Q is non characteristic at p .  Snice our
result is invariant under multiplication by Q it will suffice to consider

P(x , D) = A1(x, D') D'0-
1 + • • • H- A,.(x, D ') .

Denote by P(x, e) the full symbols of P(x, D);

P(x ,e) = P (x , e)+Pr - i(x, +mx, e)+... .

It follows from the assumption (1.10) that pr _Ax, e) vanishes of order r —2j when-
ever r — 2j> 0 . Since p ,  is strictly hyperbolic with respect to [H, o 1 in N ,,(T *
and clearly

T,{x0=0)- D

we can apply Proposition 6.2 to P(x, D ) (after reducing to a second order system
following §7) to conclude that; if

(1.16) (co' x R)n {x 0 <0} n  WF(u) =  0 , p Et WF(Pu)

then one has pE W T (u) where co' is a  sufficiently small conic neighborhood of
p' —( 0 ,  e ) .  If p(x , 0 =0  then I C 0 ! is bounded by BI (x, - - i ) —  p ' 12I C' I near
p with a positive constant B and hence we can replace co' x R  in (1.16) by a small
conic neighborhood of p in T *a\o . This proves the theorem.

In §§2 and 3 we reduce our study on P  to first order operators using a blow
up like process along T. We shall also estimate the derivatives of symbols of
such reduced first order operators. In §4 we recall some properties of pseudodif-
ferential operators with symbols defined in §3 which are found in [11] with different
notation. In §5, we shall therefore study such first order operators using calculus
in § 4 .  We follow [11] and a basic estimate is proved by energy integral method.
A modified version of such estimate will be applied to study the propagation of
wave front sets of solutions. In §6 we shall extend estimates obtained in §5 to a
product of two first order operators. §7 is devoted to a  reduction of the Cauchy
problem for P to that of a second order system with diagonal princiapl part to
which we can apply our results in § 6 .  We complete the proof of Theorems 1.1
here. In Appendix we shall give the definition and some properties of parametrices
with finite propagation speed of wave front sets which are found in §3 in [14] in a
slightly different formulation.

2 .  Blow up of principal symbol

We can choose a  homogeneous symplectic coordinates (x , 0  at (5c, i )  pre-
serving xo =const., such that p" =(.k ' , ') —(0, e ), —(0, •••, 0, 1) e R d  and
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x x ,  =  von + Ê
2 ) ; (x, v t -=

where iq x , 0  are homogeneous of degree j  in C in a conic neighborhood of
p'=(0, 0, e'i ). S in ce  c  {f0 =0)- in this coordinates, is given by

• =  fe 0 =  0 , b xx, = 0, j  = 1, • • •,

where dbi (p )  are linearly independent. Here we have assumed that the codimen-
sion o f  is k+1.

Lemma 2 .1 .  Suppose (1.3). Then we can choose a homogeneous symplectic
coordinates at (X', è ') so that p"=(0, e;) and

• = -(e 0 = 0, b ; (x, = 0, j  = 1, •••,

where b; (x, e') are homogeneous of degree 1 in e', c— in a conic neighborhood of
p' and

db,(p) d x o +bdxd _i +adxd

db2 ;(P') dx;+a 2 ; dxd, db2 1 + 1 (P ') =  de ; +a 2 ; + , dx d ,  l j q

db2,-Fi+J(P') dxg -Fi +a2q+1+; dbk(p') bk dx q +r+i+ak d-Yd

with r =k —2q —2, q5 d —1 and b=0 if  q=d —1.

Remark 2 .1 .  In the case H 1 (p) (1S j _<k) and a /OC d are linearly dependent we
have bk =0 in this lemma.

For later use, renumbering the coordinates, we may assume that p'=(0, 0, e;)
a n d  is given by

• =  fe 0 =  0 , b; (x, = 0, j  = 1, ••-,

where b,(x, C') are homogeneous of degree 1 in near p' and

db,(p') = dxo +bdxp _i +adx p

db2 ; (p ) =  dx p , ; +a 2 ;  dxp , db2 ;+ 1 (p) = de p + ; +a 2 ; + , dxp  (1_5, j p+q = d)
db; (p') = dx i +a ; d b , . + , ( P ' ) br+i f a+1 dxl, .

Note that bi (x, e') can be written as

(2.1) bi(x, e') = (xo+ bxp- ax p--1-.f1(x% ')) ei(x, e

near p' with df,(P')=0 where f i (x', C'), e i (x, e') are homogeneous of degree 0, 1 in
C' respectively and e1(p')=1.

Put bo (x, =C 0 then we can write p(x , 0  as

(2.2) P (x, e) = bo(x, E (x, b(x,C )n

1.1=m,C00... - 2

where a —(ao , a„ • •• , ak) N* -", b(x, 0 = 0 0 (x, 0, b i (x,e'), • • • , bk (x,e')) and a„(x, C')
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are homogeneous of degree 0 in e'. Choose Vi e  Tp (T*S2)(05 j5k) so that

dbi (p) (1'1 ) =  a i ;

whose residue classes form a  basis to Nm ( T * 2 ) .  With this basis we may assume
that islm (T *2 ),=R k -1-1 , [H x

0 ]=
—
( I  0, •••, 0)ERk +1 . Then p p  i n  N 2 (T*2)„=Rh + 1  is

given by

q (c) = con+ E c—(co, CI, Ck)
10 1= m .ao"' - 2

and hence

p,,(x , e) q(db (x, C)) .

Assumption (1.3) implies that

(2.3)
q(C) is a strictly hyperbolic polynomial in C with respect to

(1, 0, •••, 0)e Rk+ 1
 .

Using this q we can write p(x,e) as

(2.4) p(x, e) = q(b (x, C))+ ci (x, b(x,
!al =,,,,coo m -2

where a„(x, 0 = a ,x x , — a.(p) and hence a(p ')=0 . We make a  blow up like
process to p (x ,e ) along u s i n g  the expression (2.4) and Nuij approximation [15].
Let

4(c; x, C') q  (C)+ E ac,(x, 0
la i = rn ,tto m  -2

4(C, a; x, e ')  = —a2 020 ) [ -n 1 4(c; x,

where [lc] denotes the integer part of k .  Then we can write of course

[n: /2]
(2.5) ; x, if (4 • , ;  x ,  ' )+ a  r  „ , , ; (C; x, C

5=1

where r„,_,; (C; x, 0  are polynomials in  C of degree m —2j with coefficients which
are homogeneous o f degree 0  in  e ' ,  C " in a conic neighborhood of p'. We note
that

4 (e; 0 g(c), (C,(); x, 4(c; x, .
Proposition 2.1. The equation -4(c, ; p')=0  in C 0 has ni real distinct roots for

any (C', 0 * (0 , 0 ) .

Since i j  is homogeneous of degree in, 0 in (C, p), e' respectively, it follows from
Proposition 2.1 and Rouches theorem that there are m  functions 21 (C', a; x, e')E
c m( (R k-f-i\o) . r,v ) such that

(2.6) q(c, x, e fi (co a; x, e'))5=1
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when (C', a)*(0, 0) where W is a  conic neighborhood of p'. H e re  w e  note that
a; x , ') is homogeneous of degree 1, 0 in (C', a), C' respectively and

(2.7)I  ig(C, o; x, e")—I,(C', a; x,OE')1 >-c(IC'1 2H- c2)112

for any (x, C')  W, (C", e  Rk -1- 1\0 5 • .5 with a positive constant c. By (2.5) and
(2.6) we have an expression of p (x , ) ;

[a2]
(2.8) p(x, e) (e0 e"), o ;

 X ,  e'))+ E 0" rm.-21(b( x ,  0; x, e')
=1 =1

with b'(x, e ') =(b,(x, ), • • • , bk(x, C ')).

3 . Estimate of blown up symbol

Let z i (s)e C,;(R) be equal to 1 in  s i  51  vanish in  I si 2  such that 05 x i (s)
5 1 .  We define y i =y,(x, ,u), 77i  =77 ,  i t )  following [11] by

yo, a x o , yi  =,ax i (x,) x ; (1 j  p), y i  =  
p 11

2 x1(tt-112 x i ) xi  ( p + 1 ...< j)
= Co,

 7 i
_ t c 1/2 x 1 c a -y2 e ( p + 1 .

=  A- 1  z1(p- 1 (e,<e'>- 1 —p)) (ei---aip<e'>)+A- 1  aip<e'> (15_ j -5 p)

where 0<p:< 1 and is Kronecker's d e lta . It is easy to check that

(3.1) yi esca, dxg +6- 0 for any j, zo i eS (ge '> , (p+1_ j)

—a i p <e '>  S (A <C '> , d x+ ) j  p )

uniformly when 0 < p  1  w ith  6- ;,, dx" I 2 + 1 C 1 I dx" 1 2 + p- 1 <e'>- 2  I ' I 2 , =

I dx" 1 2 + 12+ 1 1 - V  ,>-2I 1Ç 21 where x" --(x i ,  • • • , x"'-=(xp+i, ••• xa).
Put We = {(x', e'); x;c ,  l e ;  I C' I - 1 —a,p I cl and note that

(3.2) I Am; ' >  I 2,a<OE '>, (1 —C,u)<OE if I .-_(1. +Cit)<C'>

with a positive constant C independent of p .  Then there is a positive constant 6
such that (y', n')E Yrep.. Moreover if 1x 1 1 5,a 1/2 , I e  —6 p l I t  it follows
that

(3 .3 ) (3', 77) (fix°, fix", ,a1"  x" e", e" m i,.(x,

with e"=(el, • • •, ep),e"'=(ep+1, • • • , (1). Let / be an open interval containing 0 and
b(x, ')E  C V  X  We) be homogeneous of degree 1 in OE' such that

(3.4) b(0, ep ) =  0 , Olaf i )b(0,e p ) =  0  j  = 1, p-1 .

For such b(x, e') we define B(x, Ai) by

(3.5) B (x ,  , ,a) pb(y, 77') b(y, un'),

with &j < c .  Remark that B(x, e', ,a) is defined for all (x', e r) R d  x Rd . First we
estimate the derivatives of B . By the Taylor expansion of B at (0, <e) e,,) we can
write



Hyperbolic operators 415

B(y, ,u77') = 10, 3 H i (a! fi !) - 1  3,13( i tn 'r  Mcia0, <OE '>e p )+

+ 2  E  (a! fi!) - ' yP —<e) ep r  
()

(1-6 ) bM (By, °(un' —<e'> ep )+<e  e ) do .
la-1131=2

Here we have used o w  b(0, e ) =0 which follows from Euler's identity and (3.4).
We note that the integral belongs to s(<ey - 1-1, dxg+dp,) by (3.1) and (3 .2). Hence
the second term of the right hand side belongs to S(it2<e'>, dxg+dp.). From (3.4)
the first term of the right-hand side contains no un;  (15  j  p )  and hence belongs to
SCa<e'>, dxg +670 in view of (3.1). These two facts give that

(x, , it) I s C,03 '+P" '0<e )1 -
I for I al 1

I (x, e', it)i s /2 - 1 a 1 - 1 1 3 " / V ) I - 1 6̀1f o r

where fi = 
(

3 0 , /91/,  / 9 / / / )E N d + i ,  a  = ( cet, a u  e  N d .  Let f (x ,  ') G CV  X Wc)  be
homogeneous of degree ni in C'. W e  set

F (x , , p) = pm f ( y ,  a')

Then the same argument as to prove (3.6) shows that

Lemma 3.1. F(x, e', it) = f(0, e) <OE '>"' +P(x,e' , p)

with F(x,e' , A )  soi <OE '>" , d x g + ) .  i f f ;  (0, e p ) =0 for a +  fi  <r then

F (x , , G S(ur<e">'" , dxF4dp,)

uniformly when 0<,u 4 .

Let B,(x, , ,u) be defined by (3.5) with b(x, =b,(x, 0 .  From (2.1) we have

B,(x, , it) = (x0-1-b e 1(x p_,) .f,(y ' , 770) pe,(y, pa')
(3.7)

= (p(x,e-  , p) Ei (x, C', p)
where E,=p<e)+P i , t 1 s(it2<e'>, dxg+ ) in  view of Lemma 3.1 and hence

cp<e '> with a positive constant c. Since fro) (0 , ep) = 0  for I a+ ia I < 2  it fol-
lows from Lemma 3.1 again that

f1(y', 72') E S(It, dXg+dp,)

hence

(3.8) v ( x ,  , it), 99 ((; (x, ,  ,u) e 5 (1 , d4+6,) for I fi = 1 .

We return to estimate the derivatives of B .  Let i(s ) c  C (R ) be equal to
zero in Is I 1 and equal to 1 in  I s I 2. According to the remark preceding to
Remark 4.1, we may consider Bx(u4< e))  instead of B hence we may suppose that

(3.9) , u 4 < e  1

on the support of B .  We use this abbreviation without refering.

(3.6)
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Lemma 3 .2 . Let 1 , 9 " !  s ,  f i " Then
'112-0<e , >i-i&lot e)(113- 1-s>p<e , >aft, , , I-0/2

if  lal _-<1 and if I a I r 2 then

BW c2 +1 °I-2 r<e ,>1 -r<e)-(Ice l-r) /2 0 te ,>(0 /,1 _ ,2 <e  ,>( ip/,

Corollary 3 .1 .  Let I s, I f i " !
 t .  Then

c o  i t i-t12<e )1-1.0<pe ,>08-1-so<e, I-0/2

for any a,

I 4 311 < c .1 3

x<ei>013'"1 - 0/2 f o r I  ai,
I <co<e)-1<e,>--(1.1-20<pe,>013"1-.012<e,>op'"1-0/2

if  la 1 2.

Lemma 3 .3 . For a+  fi 1  we have

I 0  I S c,</1C '
> I / 2 <  > -  leopose,›Ip-1/20,›Ifv,,,12

Let X(C', ; x, e')E C T R k + 1 \0) X W) be homogeneous of degree n, m in (C', cr),
C' respectively where W is a conic neighborhood of (0, et ). T h e  homogeneity shows
that

(3.10) I ap a e,) c, 2 + a2 yn -  rYIV2 I e , I m - la i

Put

a(x, f', ,u) = X(B,(x, f • •, Bk(x, e', ,a), Ote'> 112 ; Y, p?')

m(B') ±  Bi(x, e', /020te'> - 2 +</te'> - 1 1w2

.J=3.

where B i (x,e',12) is given by (3.5) with b =M x , f ')  which was defined after Remark
2.1. Note that when X is homogeneous of degree 1 and 0 in (C', a), e' respectively
then in view of (3.3) and (3.5) we have

(3.11) a (x, e px(bi(mA(x,e)), bk(m,4x, e ote'>112 ; Amx, e'D

when l x; , a 1/2 , I ei<e
Our aim in this section is to prove the following proposition.

Proposition 3.1.

M  (ir) n -  la +01<e '>- , g,-1-ote dxg)

la+#1 1,
c4cM eS(a - - 1 6 +r /1 / 2<a'Ae'>'" in (13').- 1°'+01<e dxg)



Hyperbolic operators 417

if I a+ /91 =2 uniformly when O <aû  where

Ote dx" 1 2 +<V> dx" 12 +<e'> - 1  I de ' 12 •
Remark 3 .1 . Taking into account (3.9) we may suppose that /C1 5<e'>,

'>- 2 s<e and hence we may assume that

dxg-Fd„,sg,,,H-dx,1 .

P ro o f  First we prove this proposition when X is independent of (x, C'). A fter
this we shall reduce the proof of the general case to  th is. Put h —(B,(x, e', A), • • • ,

Bk(x, , p), <,ue y/2) and consider X(h) where X(C', a) satisfies

X(C' , a)1 c1 (I C' I 2+ 0 2)(n- i7)/2

Since ! (<i t e  ,>1/2)(,) _cote ,>1/2<e ,>-1<- l-c lco and we may assume Ote'>1/2<e) - 1

- cu modulo Si7.-  hence Bk .,/ =<,uf '>1/2 verifies (3.6). We start with

(3.12)
ai (a 1))) =_ zc(r, a, ig)fftc,...) -i(B) M'i t)

) • • • BV0 .0

z , n -1 1  B y :)(13) I c< i t e  ) n  i n vo-1 n-1 I B y ti )0 3 ) I

Al- lSince a =a H-ei, f i = - 4  + T1, from Corollary 3.1 B;', )(0) l is estimated by co a "  '+ " '
<e ,>1-1261<e,>-1;ipote ,>-1 A " , e) 1î3 " ' 1 1 2  and hence

it - l a "  '1-73" ' 112 m(B)n - 1 <ge'>"<e'> - Ia l

(3.14)
x '>1131' ' 1/2 .

On the other hand by Lemma 3.2 l h I ' - s 11 I VP I is bounded by

(3.15) cap<e,>-(lal-legil)/2<ge,>(IP1-1P;I:;:<1;,>(113" '1- Ifq' '1)/2

for I Now (3.14) and (3.15) imply that I " I  is estimated by

c'esol l a w 1 / 2  m(B')" - i <pe'>n<C) - '<e'>- - ) 6 1 1 2

x<i iv>ifr ' 1/2<e , ›I'e '112

(3.13) and (3.16) show that

= E + E = Z'+/".,•=1

where Ir I fl —;4 -F i a=a+a, I ai+fli I 1, a=cei -  F 9 =i9 1+ s.
We study the case l l = 1 . Noting that l hi '>1 7 2 (B ')  it follows that

(3.13)

We turn to 1 " .  When l l =1  there is k such that ak .'"ci and hence we may as-
sume that Then as in the preceding argument ji n -1  I B c ci. .1 0  I is estimated
by

C„oi A - la "  ' P I m(B')" - '<,ue '>.<5 , >-1<e ,>- 's» 1 1 2  x

(3.16)
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fx) ; f(i3) S(,tt - i* " ' + P" ' I / 2 m(Bir l' + P l <fie'>n<e'>- 1 ° I , AL - I- 02e  dxg)
i f  lad-191_ 1. In the case I g I = 1  the proof is similar.

Now we shall study the case la-F -14 1= 2 . Let a=cê-l-ii, 19=g4- 1
-4 .  Then

Corollary 3.1 gives that

IBri(P)I Cap A l -  l a + P "  '1 1 2 <e '>1 -1 1 1 <e '>- 1 4 1 1 2<ge '>(P " 112<e '>1 / k i '1"
and hence and I ' I are bounded by

(3.17)
c ,a Ic ‘A -P" '1/2 nonn-2<me ,>n<e ,>_ Ir. I <e ,›- 141/2

X <,Cie , › Ii, " 1/2<e i> I i t "  /0

for m ( B ') ''S C m ( B ') ''.  We estimate Z " .  Let I -g I = 2 .  Then there are j ,k  such
that fli -f igk g  hence we can assume that fl1±/9 2. 7 . Corollary 3.1 shows that

AI B ri i( )  I is estimated by

c a p  /..t2 (t i -Ft2 )/2<e '>2-161 +62 1/2<i t e 'yiPi'l-P'2'I - (S f i-S2 ))/2

x ,>(IPr 1-(t1+12))/2

for i9 / s.1, fi r  ti . Since f lf"-I-f l " 7 -i i "  it follows that I I 2 X  f l  IB (i'dgum
is bounded by

IT3" ' 112
 m (B , )n-2<p e '>n<e ' › -  I cyl-a 2 1/202 e ty iFq,  -pfq,  1- )/2

X<e"> ( IP'1'  / ±132" I '0/2

On the other hand Lemma 3.3 shows that 2 s  i i  B(a 1) I estimated by. 3/  cod 
• s

cap<e'>-(lal - I a ll'21)/2<pe ,>( I P" I
(3.18)

x<e'>(IP" ' + '  'I)/2012

From these estimates it follows that I X" I is bounded by

(3.19) '1/2 munn-20ate ,
>n<Œ

 r›- 1SG' in o t e I>

Let I ix I = 2 .  As in the preceding argument we may suppose that In

view of Corollary 3.1 f i  I B (3 , ) ) I is estimated by

ca p ii<e)-"l±a21-2)/2<ite'>1132'+P2'1/2<e)It3;' '1/2

Since I h I 2 g Cg - 1  in(ff) n - 2 <fie ' >n<e ' >- 2  using (3.18) we can estimate I X" I by

(3.20) c't3/2-1 m(BT- 20,OE ,>"<e ) - 2 < e ) -

Let ja i— jh r i= 1 .  We may assume that a i E f i and /9 1+ // 2 /3- . By Corollary 3.1

we can give an estimate of fl 1B ( ‘̀ ‘) I by
1=1t o t)

2 -  CO"
 ' 112 -  la" ' I/2<e ) 1 - (16 1“ i - 1

)1
2<ite'>(1Pi'+ - 1-#" 0/2

C,43

x<e"> ( IC '+PrI-iii"
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Taking this estimate into account the same argument as above gives an estimate
of I I" I by

(3.21) cQ1m(B')"-2<ite '>"<e'>- '<e'>- ( ''2<ite'>, i''' , 0 <e'>Ii3" '10  .

These estimates prove that

acs, al 413) E  S (IC 1 6 ± P' '  m (B)n -
1" 1<ge'>"<e gp.+<,ue'> dxO

if I a+ ft I =2. N ow  w e shall give a proof for the general case reducing it to that
we have proved. F irst note that

àP8 a(x, e', it) (v , ô , r,( 1 ,  g, g a, a! a7w,a) (1i; Y, An')

X II B(.1 '2 H  Y • 07 (un )
( a l )

1=1 1 1( Pi )  1=1 t=1

where I ri=s, I=t, Iv' =u, Ic +i9 , ig1i, I ail a =ee H-ei fi =,§±:4- . We
note that

(3.22) I <e'> .),;(p)1 5 cp 'Ip<e ,>, p  (u27 ) <  p 2 -

That is <v> y i , it(iin i ) satisfy the smae estimate (3.6). On the other hand it fol-
lows from (3.2) and (3.10) that

a! aYw...) X( B; y, An')I _c87(I-B' 1 2 +Ole ' >)( n - S ) 1 2 </VO' n - U

C181( 113' 1 2 +Ole )) ( n - S ) 1 2 <e' >' n  - g  •
Since Iru 5,C(IB' 1 2 +Ole ' >)- ( U + t ) 1 2  (modulo ,s,.7-) one can estimate
I al, ail a I by

ô, r,, g ) ( 1 1 3 '  12  -k<Ae '>)("- ( s + u + i ) ) / 2 <e
x Ke'> Yi ) 1  1 1  l i t ( I t n k i e l ) l •

1=1
, 

1=1

Since to prove the proposition for X(ii) we have used only the formula (3.21) and
the estimate (3.6) then noting (3.22) the proof can be reduced to the previous case.

4 .  Some properties of pseudodifferential operators

We use notation and calculus in [5] (Chapter 18). W e shall use the following
metrics;

g,(dx', d e  = <ge '>idx' 12.--F<OE '>- 2 <ge '› I 12 ,
g,(dx', d o  = <per>idx" F.--k<e'>idx" 12+<e '>- 1  I de' 12 a t  (x', C').

These metrics are slowly varying and a temperate uniformly when 0<,a- 1. We
denote g (dx' , de ')=g,(dx', de ')—gri (dx' , d e ) .  Remark that g' =g, g i g .  We
say that a positive function in (x, E', e  C- (/ x ./01 x (0, g(m)]) is a weight function
if m(x, e ', it) is a temperate with respect to the metric g uniformly when 0<,a,a(m)
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and satisfies

(4.1) ANKe m (x, /2). C,a- N 2 q ' › N 1 , 0 <it 5_ It(m)

with constants C, Ali  independent of te. We denote by c1C the set of all weight func-
tions. It is clear that if m i e,IC (i= 1, 2) then m i ni, G (./C and if mE,IC so does /ris e
,IC for any real s e R.

We define S(m, G„) with rn E X, Gp.—gp. or gp, the set of all a(x, ,  ,u ) — a(xo , x',
, ,u) G C**(i X It'd x(0, it (a)1) such that

a(x, ,u)eS(m,<,ue'> dxg+

uniformly when 0  < f i  p (a). We also define S,7, -  the set of all a (x , e' , ,u) c C° (I x
R u x  (0 , i t ( )1) such that for any /e N there is k (1) E R with

itku) ci(x, i t )  es(<e'>-
1, g)

uniformly when 0 < , a  * a ) .  Let X (S) E  C - (R ) be X (S) = 0  in I s I 5 1 and equal to
1 in I s I .2.2 and set 3iW, ,a)=x (2- 1  F o r  a(x,e', g)ES(rn, G„) it is obvious
that aiES(m, G„). O n the other hand it is clear that a(1 -2 )E  S i r  in  view of
(4.1) and GA 5 g .  Since the operator with symbol in  Sw. -  is bounded from L2 ( R )
to a Sobolev space of any order on R d

x , (although the operator norm depends pos-
sibly on ,u) and hence is quite harmless in  our argum ents. Then we shall usually
work with S(m, Gp.)1SW. -  instead of S(m, G„). According to this note we shall ofen
identify a G S(m, G„) with

Remark 4 . 1 .  Since we have (2,a<e'> <ge'> - 1 )s 1  o n  th e  su p p o rt o f  2  if
0 so it follows that

S(m, G„)c S (a s m<pe'› - s<e'Y, GM) ,  S (u - s m '>", Gp.)cS(m ‹,ae'> - s, GM) .

Lemma 4 . 1  L et çoi (x,e', p)EC*(1x.R 2 a x(0, P]) (j=1, 2, • ••, k). Assume

I yoZ i ) (x , e ' , it)! 5.. C,a 1 <e'> - i'l for la + f il5 1

with positive constnat C independent of p .  Then

(4.2) i(x■ + 1/2 e s
=1

For a(x, g) E S(m, G„) we denote by a(x, D', ,u) (or Opa) the operator with
symbol a(x, e', g). By a (a (x, D', g)) we denote the  symbol of a(x, D', 12). But
sometimes we do not distinguish the operator and its symbol if there will be no con-
fusion. a (x, D', g)* is the adjoint of a with respect to the scalar product in L2 (R11).
Noting that gpig,,,̀" <ite g d  g p . °- S 1  we set h(GM) =,a, 1 according to Gp,=g„,

Lemma 4 .2 .  L et mi (x, e' , ,a) e „IC and ai (x, e', ,a)cS(m i , GM)  (1=1, 2). Then
ai (x, D', ,u) a2 (x, D', ,u) eS(m, m2 , GM) and
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a (a, a2 ) —  l a 2 7 (cr!) -
1(x , ', /2 )  a 2 (a )  (x , ', it) eS(h(Gp)N, GA ) .

Lemma 4.3. Let rn(x, ', /1)e..IC and a(x, e', ,u)e S(m, Gp). Then a(x, D', it )*

e  S(m, Gp.) and

(a*).- (a 0 -
1 a  (x, ,u) S (h (Gp.)N,

where a denotes the complex conjugate of a.

Lemma 4.4. Let a(x, C p)eS(m, gp) and a(x, C p) cm(x, C p) with positive
constant c  independent o f  ft. T hen there are  b(x, f  A ),  b (x , e ' , S(ar 1 , g)
such that

a(x, D', p) b(x, D', p)-=- b(x,  D ', ,u) a(x, D', 1,
a (x, D', ,u)* b (x, D',b ( x ,  D', ,u) a (x , D', p)* =- 1

modulo S i - .

P ro o f  P u t  bo (x, C ,u) = a(x, p) - 4  G  S(M - 1 , gp) then Op a Op 1.0 - 1 = r
(x, D', ,u)e S(p , g)OES(tc, g ) .  Since

q(x, D', =  E r r(x, D', ,u)i e S(1, g)

we get a(x, D', ,u) b(x, D', 1 with b(x, D', ,u)=b0 (x, D', p)q(x, D', ,u) ES(m - 1 , g).
To prove the existence of h(x, D', it) we note that a(x, D', p)* =a(x, D', ,u)+ T  with
TeS(pm, gp.). Using the first part in Lemma 4.5 below one can write

a(x, D', ,u)* a(x, D', At) (l + r )  w ith  r S(,u, g) .

Denote by 4 e  S(1, g), q E S (m ', g) parametrices of (1+r) and a that we have just
constructed above it follows that b= -4 qeS(m -

i , g) is the desired one.

Lemma 4.5. Assume that ai (x, p )eS (m i , gp) and ai (x, mi(x, ,u)
with positive constants ci  independent of  p (1=1, 2). L et b(x, f  ,u) e  S(m, gp) then
we have

Op b Op a1 {0p c+ r} Op a,, Op b•=- (Op a,)*{Op c+P} Op a,

with a (c)= a (b) a (a,)' e(a 2) - ' and r, PE S(uMmr 1 m i l , g).

Remark 4.2. The same argument shows that

Op b -(Op c± r}  Op a, Op a2 , O p  b Op a, Op a, {Op cd- r} e t c . ,

with possibly different r S (,u  m m r' m , g ). If b(x, ,u)ES(m, g) then we can
write

Op b Op a, c(x, D', it) Op a2 , O p  b  (Op al )* c(x, D' p) Op a ,  etc.,

with possibly difierent c(x, D', ,u)ES(mmr 1 m y ', g).
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Let A(x, e ') =.(,.4112 x, C') and put

gp,(dx' , ') =  <0 2 e '› dx' 12+04112 5 ' >- 1  1 cif ' 12 .
Then it is easy to see that aE S (1, g,,) if and only if r i* a  S(1, ,t4F,,), where A*a
denotes the pull back of a by A (here we have identified a with di).

Lemma 4.6. L et a(x, C ' , ,u) e s(1, gp) and sup1 a(x, e ' , =c, with a constant
c independent of ,u . Then

D', It)u115(cd

where I . 1I is the L2(.IV) norm.

P ro o f  Recall hat A*aE S(1, 1. ) c  s(l , g p ) .  Hence Op A* a is L2 bounded.
Moreover A*aE S(1, pRA) implies that

I A*alft, _(cd-ck ,u) for any kEN .

Then it follows that 11(0p A* a) ull (c+  c  (a) ,u) ju i l which proves the lemma.

Now we observe some special symbols. Let pi  (x, C  , u )E  (I x R2d x (0, A])
(j=1, • • • , k) and assume that

(4.3) PiW x, e it)1 c a p<e f o r  1 a- F 161

150 (.4)(x , ,a--16+PKe 'X 1 ° 1  f o r  la+191

with positive constants cŒp independent of A .  We define m(0) by (4.2).

Lemma 4.7. Assume (4.3). Then

m(ø) M E S(nt (0)1 -1 " -P K e  '> 1, gp.) f o r  1 a d -19 I 1 .

Remark 43. Assume that ço,(x, e ,u)E C °° (/ X ie d  X (0, 4]) (j=1, • • • , k) satisfy

(4.4) I so(A13)(x, ' it-1-FP112<e

„,(. C', "01 Cc o  it - F̀+131<e* ' › -
for
for la -F/3 1 =2

uniformly in it. Then the same argument gives that

m(■O)S ( u - ' 1̀" 112 7 1 1 (0 ) 1 - 1 6 + N e 161, g )  i f a +  f ifi I 51 .

Suppose that çai (x, e  ,a ) c-(1><Ract x (0, AD verify the hypothesis in Lemma
4.7. Let a(x, C', ,u) S(m, gp,) satisfy;

(4.5) aW)e SOnm(o) - 1 '. +PKe '>- !al ,  g o  for all a, fi

(4.6) C - 1 <,a5 '>- 1 /2 5 m (0)5_ C<,ue '>- 1 /2 o n  supp c43 w ith  I  - j9 1

with a positive constant C independent of At. As an example choose z (s) e  C(R)
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such that x(s)=1 for I s 1. Then a(x, , 't) =z  (m(0) <,ue>1/2 ) satisfy the con-
ditions (4.5) and (4.6) since <,tte>1/2 m (0) e  S (m(0) <,ue>11 2 , gp.) and m(0) (ue'> 1 1 2

is bounded on the support of x (k) (m (0) < a /Y 1 2) (k 1).

Lemma 4.8. Assume (4.5) and (4 .6). Let b (x , . it) e S(fit, gp.) then

a(x, D', b ( x ,  D', p)—Op (ab)ES(mfge'>-1otef>1i-d2 n o y ,  g o

for any r GR.

Proof . By (4.5) and (4.6), au')  belongs to S(m<e> - k'i<ite>i ( 6 ) /2 m(0) - 1 6 1 - " ( 6 ) ,
gp) for any real i (a ).  On the other hand b(c ) E S(fi<,ue>161/2, gp.) and hence

de')  b( c ) E SO niii< ey la l< i t e>leg1/ 2 -Fi(co)/2
 m ( 0 ) - I a l  +Oa) g,h), l a1  .

With i (a)= J a  + r this proves the statement.

Lemma 4.9. A ssume that a(x, , A)ES(m, gp), b(x, , ,u) S(nl, gp.) satisfy
(4.5) and (4.6) with m(0), m(T) respectively. Then

[a, b]es(mih<e l >- 1 <lief >1 ± ( r÷ s)/2 M  (0 ) r m (T ) 5 A i)

for any real r, s E R  where [a, b] is the commutator of a and b.

5 . Energy estimate for first order operators

Energy estimate for the first order operator

L(x, D, A) = D 0 —iO —a(x, D', g ), 0  »1

will be proved by energy integral method, where a(x, , i t )  is real and satisfies

aW(x, e', ,u)E +13" '112 m(B11 - 1 6 +N,ae> <e'>- 1-1, g)
1)(5. 

4 (x ,  e  ,  G SUI -
1 6 + P"  ' 1 /2 MOT -

16+131 0.te> <e> -
1 1, g)

when I a+ i9 j S 1  and I a+13 I = 2  respectively where B f (x, , ,a ) and m(B') are de-
fined in section 3. Note that B 12) <'te'>- 1  verifies the conditions in Lemma
4.1 for B; (x, it) satisfy (3.6) and hence m(B)G,IC. Let x2 (s), z 3 (s)E C- (R ) such
that

x2(s) 0  in —1/2, x2(s) =  1  in s  — 1/4 , OS 12(s)._ 1 fo r  s e R
13(5) = 0 in s,<__ —1, 13 (5) 1 in s>_. 1, OS x3 (s)S 1, z3(s)+x 3(—s) 1 fo r s E R  .

We introduce following symbols;

ae(x, , i t )  = 2,
3(e ni /2 ( x ,  , ote'>'12)

J,(x, ,  i t )  = 6 {2  X 2(65°e  ,  <ite>0 )- 1 }  (x, it)+0te'> --1 1 2

1,(r) (x, C ', i t )  = ote'>"'s .4(x, e' it ) n— r
with 50(x, e' At) defined by (3.7) where e= ± 1 , g =max (0, r R , n E R + . Note
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that p(x, , it) satisfies (4.3) by (3.8). We define m(9) by (4.2) with 501 =97 and
then m(ço)E S in view of Lemma 4.1.

Lemma 5.1. With positive constants ci , one has

cl  m J,(x, e g)_c2m(P)

uniformly when 13<p 4.

Lemma 5.2. PA E S (rn (01-16+131 < e › - 161 , AO for la+ fi I 1.

From Lemma 5.1 we have Jr, S (m (O r  , g ) for any r E R and by Lemma 5.2
it follows that

(5.2) m r)m  sKi t el>ne m  ( )- ni- - r- io+fit<e>- 161

for I a+flj 1 .  Notice that Lemma 5.1 gives that

(5.3) c<ge>n z m (0 -  n e - r

with a positive constant c independent of it. We start with the following identity;

—2 Im(4(r) La, u, I,(r) a, u) —2 Im([4(r), L] a, u, Ie (r) a, u) ,
(5.4) —2 Im (L4(r) a, u, 4(r) a, u) a0114(r) a, u112 +20 114 0  a, u112

—2 Im(a4(r) a, u, Mr) a, u) —2 Im([4(r), L] a, u, Mr) a, u)

where ao —alaxo , Tm A—the imaginary part of A  and (• , •) denotes the scalar prod-
uct in L2(R d). Take r=1/2 in  (5.4) and estimate the third term in the right-hand
side of (5.4). From Lemma 4 3 and (5.1) it follows that a* —a E S(/L - 1 <ite> <e>- 1

m (B r  , g)CS(m(13') - 1 , g). Noting that Cm(B') m(9,) one obtains

(5.5) a* —a E  S (M  (9) - 1  , g) .

(5.2), (5.3) and Remark 4.2 show that with I,(r) =Op (Jr)
(5.6) 4(1/2)*=4(1)* J,( —1/2) (1 , 4(112) (1+ P) J e ( —1/2) 4(1)

with r, PE nu, g). On the other hand one has

(5.7)J , ( -1/2) (1 -Fr) (a* —a) (1+?) J,(-112).=_=.A+R

with A—IX —1/2) (a* —a) J,(— 1/2) S(1, g) in view of (5.5) and RE S(11, g). We
note that A  does not depend on n whereas R depends possibly on n. From (5.6)
and (5.7) it follows that 4(1/2)* (a* — a) 4(1/2) 4(1)* (A + R) 4(1) and this proves
that

(5.8)I m ( a 4 ( 1 / 2 )  a, u, 4(112) a, u)i..=_.<(c+c(n) 41 1 ,( 1) a, uli2 •

Next we estimate the last term of the right-hand side of (5.4), [4(1/2), L]=i a, 4(1/2)-
[4(1/2), a]. Since 4  belongs to S(A - 1 '"  ' +13 " O t e >  m ( B r  l'P l<e> - 1 , g) C
s(a- 112<xte> <e/>-- 161, g) for I a + 19 1 1, Lemma 4.2 and (5.2) give that
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[I,(r), a] e SUI-
112<ize>n i

-
± 1  ni(9) n e - r - 1 <e> - 1 ,

(5.9)
CS(A1/2<ite>n-i M (TY n  e  r  g )  •

Noting 4(1/2)*[4(1/2), a]E S(,u112 ‹,ue>2 " m(50) - 2 ° - 2 , g), it follows from Remark 4.2
that 4(1/2)*[4(1/2), a]..,-7.-.1,(1)*A1,(1) with A E S(u l l2 , g ) .  This gives that

(5.10)I  Im ([4(1/2), a] a, u, 4(1/2) a, u)! ,u11114(1) a, u112 .

Now we consider —2 Im(i 00 4(1/2) a, u, 4(1/2) a, u)= -2 Re (00 4(1/2) a , u, 4(1/2)
a, u). Let us write down a, 4(1/2) explicitly.

a 0 4(1/2) =- —(ne + 1/2) 4(3/2) {2<ge
t > 1 / 2  A l ) ( 6 5 0 < i t e f > 1 1 2 )

(5.11) +6 ( 2 x2(egge> 1/2) - 1 )}
—(ne + 1/2) e4(312)+(ne + 1/2) 4(3/2) (e —K)

w ith K =2 <,ue>1/2 z 1 (ETO-te>112) e {2%2 (69) < g e > i'2 )  — 1 }  ,  here  w e  have used
8 = 1 . N ote  th a t (e—K) a, (x , e, u) =0 fo r 16 a n d  apply Lemma 4.8  to
(e —K) to get

(e —K) E SKe'>-i<ae,>1+0 m ) gp,)cs(it<iie>0 m ( 0 , g

for any k E R , n  1 6 . Then it follows from (5.11) that

a, 4(1/2) a ,+(n+ 512) 4(3/2) a, E S(ii o t e > /2 m (9 ) _ne-3/2+k, g

P u t  T= 4(1/2)* fao  4(1/2) a,+(n+ 512) 4(3/2) a,} t h e n  T  i s  i n  S(At toeryn7+10

m w -2 0 -2 + k , g ). C hoose  k= —2nt• hence 2ne +1c12—né, —2ne —2+ k = —ne — n - 2.
Then by Lemma 4.5, T is written

T.,_= MI)* r4 (1 )  w ith  r E g) .

Choose k= —2na +2/1 th en  2n e +k/2 +n , —2ne — 2 + k  —n e + n — 2. Hence
Lemma 4.5 shows again that

Tm  4(1)*P 1_1( 1 )  w ith  PE S (.L, g )  .

On the other hand since ai + a  =1 we can write

(5.12) T m  T(a 1+ a I,(1)*r / 1(1) a i +4(1)*F /_ 1(1) a_ 14 ( 1 ) *  r 8 I s (1) as

Again Lemma 4.5  gives 4(1 /2)*4(3/2) 4(1)*(1+ r) 4(1 ) w ith  r e S (a , g )  then
combining this and (5.12) one has

1,(h12)* a o  4(1/2) —(n+ el2)1,(1)*1,(1) a,+ 4(1)*r8 Is (1) as

with rs  E S ( t, g ) .  This implies that

—2 Im(ie, 4(1/2) a, u, 4 (1/2) a, u) (2n+e)114(1) ae u112

—c(n)p 114(1) as u112 •
(5.13)
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From (5.10) and (5.13), —2 Im([4(1/2), L] a, u, 4(1/2) a, u) is bounded from below
by (2n4-5)114(1) a, —c (n) 14112 z8J III, a8 11112 . Set n H s (R d ) where I l s (R ()

is the usual Sobolev space of order s and we summarize above estimates.

Lemma 5.3.

—2 Im (4(1/2) La, u, 4(1/2) a, u) 0 114(112) a, 4 2 +20114(112) a, 1412

H-(2n+e)114(1) a, le —(c+c(n) 1.0 1 2 ) 114 ( 1 ) cle uir

for any u E 1-1—).

Our next task is to estimate (I2(112) Do a, u, 4(1/2) a, u), (4(1/2) [a,, a] u, I2(112)
a, u) which come from the commutator [L, a,]=[D o , ad+ra,, a t  We recall that for

i e n in( te>1/2 x v)(61,11/2 9 0 , e,>v2) E s K a e > k/2any kER, 16 w e have Do a2 =—
(9 )-i+k ) for I ça<ite>1/2 I 51/4 on the support of A l ) ( e n v 2 9 < f i e > 1 / 2 )  when n 16.

The same argument as in the proof of (5.12) gives

18(1/2)*4(1/2) Do a, ',GM/Zs-0-8)/8W

with r8 ES(.u, g) where R8(X, e' , , U)=.18(1) - 1 1 , ( 1 / 2 )  1,(l 12) Do a, =OW>
J 8 1 J r e Do a, which is equal to

Jg Jr}" J8 Do a2 .

We shall examine that R8 S(1, gp.) and that the maximum of the symbol R8(x, e' 1.1)
h a s  a  bound independent o f  n  a n d  ,a. N o te  th a t  J8 =a9+<,ue> - 1 /2 w hen

IgKite>1/2 I 1 / 4 . If a e =1 then it is obvious <,ae>- - - ' 7  4  = 1 .  If as = —1 then
it follows that

Ote'>-
1 + ; J ,  JT e = (OW> .11J - 1)± 1 = ( 1

 — 502<tte>)± 1

when I ço<ite>1/2 1 51/4. This implies that, on the support of Do a, (n> 16) where
I se<ge>0  n " 2 , we have

(5.15) I <ite> - - 6 + - i J  J-,-2 I ( 1 ± 121 -18 -

with a constant c independent of n. Recall that J8 Do a,=---iell 112 ( tte > 1 /2  J8 ZS"

(e n 1/2 9 <f i e>ips .) Since <Ite>112 J8 =ao ie . v22  9 +1 on the support of Do a, 16)
we have I./8 Do ae l c n 112 with c independent of n. (5.15) and this show that

(5.16) I R8(x,

with c independent of n. Then Lemma 4.6 implies that

(5.17) 1(4(1/2) Do a, u, 1,(l 12) a, u)I o p  c  ( n ) ) Ill s (1) as uir

To estimate [a,, a] we note that aZ1) S (m  (9 )-  +Pi +k(ue>kl2 -i•2  161 , gp.), for any
a+,91 1 ,kER  which follows from the note preceding to Lemma 4.8 and the

fact that aMS(// - 1 '"  / 4 1 3 "  ' 11202e> m(Br 1--01<e>-1- 1, g) fo r  I a-I- 19 I 1 .  Tak-
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ing these notes into account Lemma 4.2 shows [a„ a] belongs to S (0 2 m(p) - 1 ± / 1

Ote>k 1 2 , g) for any k  R .  We apply the same argument to obtain (5.12) to get

/ 2 (1/2)* 4(1/2) [a s , a] 1,(1)* R818(1) a8 w i t h  R 8  S g )

and consequently one has

(5.18) 1(4(1/2) [a1 , a] u, /,(1/2) a, u) 1 c(n) 111 1 2114(1) as u112 -

Now (5.17) and (5.18) imply

(5.19) 1(112) [L, a  u, 4(1/2) a, u) I ( c n v 2 +c(n) 0 2) E  114(1) as u112 •
Summing the inequality in Lemma 5.3 for 6 =±1 and using the above estimate
(5.19) we get

Lemma 5.4.

—2 Im E (4(1/2) a, Lu, 4(1/2) a, u )  a o E 114(1/2)a, UII2

+28 E 114(1/2) a, u112 +(2n —1 — c (n) it112) 1111
(1) a, 14 112

for any uE C- (1, IV " ).

Proposition 5.1.

E 114(0) a, 4u112 _ n80 E 114(112) a, u112 +20 E 114(1/2) a  u112

H-cn2 E 114(1) as 11 112

with a positive constant c independent of n and it f o r any i n, 0<,a 4(n), uE
(I, H - - ).

Remark 5.1. If we start with r =1, 3/2 in (5.4) we shall obtain the following
estimates instead of that in Proposition 5.1,

E 114(r-1 12) c y ,E  1 1 4 ( r )  a, u112 +20 E 114(r) as u112

H-cn2 E 1111(r+112) a, u112 , r  =  1, 3/2 .

Corollary 5.1.

el lim(99)%tilY>" Lu(z- , •)1I2 dr c, n 2
I l m ( S o ) n - 1  u(r, •)1I2 dr

with positive constants ci independent of  n and it f or any iiSn, O </t5 A(n), uG
(I, H - - ) vanishing in x8 <0.

Remark 5.2. Note that m(9) (x, , ,11) = < fie '> - - ii2 when p(x, 5', ,u) =O.

W e shall prove a variant of Proposition 5.1. W e put (u, v) (,)—(OLIY>su,
<1.1Y> s y),

Proposition 5.2. Fix 0 <id < 1 .  Then
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C1 E  114(0) a, Lulqs)..nao E 114(1/2 ) ae
<AD'yuir

H- c2 ne‘' 114(1/2) asuils) - Pc2 /12 E  114( 1 ) aeu11(s)

fo r any h n, 0 <,st.. 2(n), 0(n, ,u, s) O, s e R, u H— ) where ci are positive
constants independent of n, ,u, B, s.

Lemma 5.5. Let TE S(m, g). Then

I,(r) a, Tm T I,(r) I,(r+l—k) a, , R8 G S(1211 ' nt, g)

for any k 0. In particular if T=<,uD'Y we have

Mr) a,<AD'Y I,(r) a, E  R8 <AD)s - l ± k1 2 18 (r+ 1—k) a,

E  8 <,uD'> - i + k 1 2  I8 (r+ 1 —k) a8 <,uD'Y

for any k 0 where R 8 ,  P 8  S(A, g).

Proof of Proposition 5.2. First we note that Lemma 5.4 can be stated as;

—2 Im E  (4(0) a, Lu, MO as u) ao E 114( 1/2 ) ae u112

+20 E  114(1/2) as U112 +0/ E 114( 1 ) ae u112

for any h 5 n ,0 < / z . ,6 ( 1 1 ) .  We replace u by <1.slY>s u in this estimate. Since [L,
, a] ES(u l l 2 <ite>s , g) it follows from Lemma 5.5 that

4(0) a, LOt/J'Y OID 'Y 4(0) a, L+  E  R8 <,uD'>s- 1 1 2  I8(0) a, L

E  It 8 0.s.D'Y 18 (0) a8 ,

4 (1) a,<,aD'Y OILY> :  4(1) a,+  E  '148 02D> 5 - 1 1 4  18 (1/2) a,

with R8 , 1?8 , /is S (,a h/2 , g ) .  Then these imply that

21(4(0) a, L<,uD'Y u, 4 (1) ae<ILD'Y 21 ( 1e(
0 )  a, Lu, 4 (1) a, u)(s)I

-1-n- 1 111,(0) a. Lulqs-1/4) - Fc(u, it, s) 1118 (112) a6 ul&

and this is also estimated by

(5.20) (c1+1) n- 1 114(0) a, Lugo -  F - 6 - 1 1 1 114( 1 ) ae
+c,(n, u, s) 1118 (112) a8 ull(s) •

On the other hand one has from Lemma 5.5 that 4(1) a,<,si D'Y - <1.iDr>s I ,(1) a e +
R8 OLD'>s - 1 1 4  18(1/2) a8 hence

8
(5.21) 2114(1) a,<AdY>5u112 -?=.114(1) ae

t

•

11s) •

—c2 (n, s) 1118 (112)a8 ull .s - 1 /  4 )

Another application of Lemma 5.5 shows that

(5.22) 6(n, s)11I,(112) a e <111r>s u112 _ 114(1/2) a ,  z
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Taking cr' l  <c 12, 0 s) 0' , we get from (5.20)- (5.22)

(c1 ±1) n114(0) a, Luilts).80 v114(112)<,1 D> sull2 4- (0 ' g , s)

—c,(n, u, s) n) V 114(1 12) a, ullto+ c2 n V114(1) a, ullis) •

This proves the proposition.

Remark 5.1. If  we start with r=1, 3/2 then we shall obtain

c1 V  114(r - 1/2) a, Lill &  na V 114(0 a,<PIY>s u112

+c, nO" E 114(r) a, ulls)-Fc2 n 2 E  114(r+1/2) a, ullis)

with r = 1, 3/2 for any AS n, 0 <11 S 2(n), 0(n, A , s )_0 .

Corollary 5.2.
V 114(0) a, Lul I s _1 / 4 ) —2 Im V (4(1/2) a, Lu, 4(1/2) a, u)(,)

a 0 114(1/2) a,<,u D'Y u112 4- 0 11 V114(1 12) a, unis)4- cn V114(1) a, lints)

f or any hSn, 0 <AS lt(n), 0(n, A , ,S) _0, ti e  C° (I, H°) where c is a positive con-
stant independent of n, A , 0, S.

The rest of this section is devoted to obtain an estimate of wave front sets.
Let

f(x ', e  g )e  S  e,) .

Set 1,/,(x, f', e  g) and define F(x, e', i t )  by

exp (1/*(x, e', It) i f  Ik(x,
O

7 . (x, , 11) = if (x, e', it)> 0

(cf. [9]). Then it is clear that W(x, e', ,u) e S(1, OA ). We give two examples of such
f(x, e'). Let % ( x ) C o ( R d )  be equal to 1 near x '= 0  van ish  in  Ix ' I  1 . Let

e- ')E T*R d\O and set

d,(x' e') =  fx(x' —501 x' 12 4- I e' 12 + ern .

Then it is easy to see that licum(x' , 0)E S(ti, OA). As another example we take
f(x', f ')  C- ( W) which is homogeneous of degree 0 in e ' such that f(0, e )  =0
where W is a  conic neighborhood of (0, et ). It follows from Lemma 3.1 that

7f )+ ,1 6  SOz, OP).
Put

= Eso, .
Lemma 5.6.

c(n, A , s) J  114(0) a, ull s _v 4 )  — 2 Im E  (4(1/2) a, [ ' ,  L] u, I,(1/2) a, 3' u)(,)

(2 —c(n, f) gv2) V 114(1 12) a, 1rfulls)
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for any h  n , 0 <a 4 (n ) , u  C- (1, H- - ).

Proof. Note that =  — R, R eS(<,ue'> - 1 , g ) .  Since [Y,  , L]= -1[a, Irt]
E S(1, g) Lemma 5.5 gives that

I  =  1m (4(1/2) a,[Yi , L] u, 4(1/2) a ,  u)(,)
--Im(4(1/2) a, [', L] u, 4(1/2) a, u)(3 ) .

Here and in the following -- denotes the equality modulo a term which is bounded
by

u E 114(1/2) a, 'u f l s) E 114(0) a ,  ug-1 / 4) •
8

The argument as in the proof of Lemma 5.5 shows

(5.23) <, D'Y  I,(r) a, * <A D'>s I,(r) a,+ E 128 0 2D'>' - '1 2 18 (r) as

with R8 E S(.4, g). Using (5.23) it follows that

/-- 1m (<,a/Y>s 4(1/2) , L] u, *(,uD'Y  4(1/2) a, iu )
= Im (**(aD'Y  4(1/2) a e [Yi , L] u, <AD'Y 4(1/2) a,

Remarking **—tit E S (O te ) - 1 , 6- 0 (5.23) shows that

(5.24) / Im (4(1/2) a,* [F, L] u, 4(1/2) a, .

Set [V, L] = —iK+ T w ith  K = Op({e o —a, Ifr} *- 2  G  S ( 1 ,  g). From  (5.1) it is
c lear tha t TeS(A - 1 < a ) - 1  in(Y ) - 1 , g)C S(p - 1 <tte '>- 1 1 2 , g). Substituting this ex-
pression into (5.24) we have

—I-- Re (4(1/2) a, *Ku, 4(112) a, iu)( 5 ) .

Noting * K =Op(te o —a, Ilt} il')+  , S(//1/2<lie ) - 1 /2, g) it follows that — I  Re
(4(1/2) a, Op ({e 0 —a, Ifr)- u, 4(1/2) a, i"u)(8 ). Set

(5.25) M  = Op le° —a, A . OP (1+ {a, f  ) w it h  {a, f }  E S (./11 , g)

then it follows that M  = Op ({eo —a, if")—P, S(<pŒ '>- 0 , g) and hence

—1-- Re (4(1/2) a, M 4(1/2) a, .

Here we apply Lemma 5.5 and we get by (5.25) that 4(1/2) a,M = W (1/2) a,d-

R8 18(0 )  a8, R a  S  t, g). Since Kg D'Y , M], D ' ,  R8] are in Scu(te'> . - i n, g)
this gives that

<,aLv>5 4(1/2) a, M  M <,aD'Y  4(1/2) a ,+  E  R 8 <1.11YY 4(1/2) a8

T8 <,uD'›s - 1 1 2  18 (112) as, Ts e S(i2, g) .

Here we note that M and Ra are independent of s. Using above expression we have
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— 1  Re(M<,ezD'Y 4(1/2) a ,  '77' u, (aD'Y 4(1/2) a, iru)
Re (R8OLD'Y I8 (112) a s < 1 .1 D 'Y  4(1/2) a, 317  it) .

Notice that the second term in the right - hand side is estimated by

c(n, f) g 11I8 (112) a s .

Recalling (5.25) the first term of the right - hand side is estimated from below by

(1 — c(f) L0'2)114(112) a, W ullto  .

These complete the proof.

Proposition 5 .3 . Fix 0<id <1. Then

c(n, g, s, 0) 114(0) a, 11113-1/ 4>+ 114(0) a,W Lulito

ne 0114(112) a,<,a D'Y  ru11 2 ±c 2 ne E  114(112) a,W

+c2 112 E 114(1)

f o r any 0<u S 4(n), 0 (n, H—) where ci  are positiv e con-
stants independent of n, g, 0, s.

Remark 5 .4 . If we start with r = 1, 3/2 then we shall get

c(n, p, S, 111,(r —1/2) a, u11,--114)+ci  E  114(r - 1/2) a,W

n80 E 114(r) a,<AD'> s u11 2 +c 21 1 4 ( r )  a  , W
-4- c2 n2 E 114(r+ 1/2) a ,Y1  uPs) r I, 3/2 .

6 .  Energy estimate for second order operators

We shall extend Propositions 5.2 and 5.3 to operators of the form

L = q, q2 , q. i (x, D, g) = D 0 —i  — a  (x, D', g)

where a  , ,  A) are real and satisfy (5.1). We assume moreover

(6.1) ai(x, C', p)—a2 (x, C', ,a)1 cote '> m(y)

with a positive constant c independent of g .  Put

H( ,)  = { 114(0) a ,
 91 q2 UPs) - 1— 1 1 4 ( 0 )  ae q2 ql

then Proposition 5.2 gives (Li =2/3)

(6.2) H ( ,) n a ,  E  E  114(112) a,/,,un'Y 91 u112 -Pcn0213 E  E 114(112) a , q

-Fct? EE114(1) a, q1e ,

with a positive constnat c independent of n, g, 0, s. The sanie argument to obtain
(5.12) shows that
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(6.3) 4(1) a,(q1 —q2) 4 ( 1 ) ( q 1—q2) a ,+  E  128 18 (2) a8 , R8 e  S V 12 , g) .

Since q2 —q1 =a1 —a2 eS (O le'› m(B'), g ) and la, —a2 I c (a e  m (B ') by assump-
tion (6.1) we can estimate 110 0 '› 4(0 ) ae 1411 by 114( 1) (a1— a2) a, ull. Indeed

Lemma 6.1. With a positive constant c independent of n, it we have

(a1— a2) wii2 +(c±c(n) ,a)114(2) w112 .11<PD) 4(0) w112-1-- E114(1) a; wii 2

P ro o f  By (5.1) and (5.2) it follows that [4(1). ad are in S(u l t2<,ue 'li  tn(9,) - " - 2 ,
g) then it suffices to prove that

c11(ai— a2)4( 1) w112+(c±c(n) /1)114(2) w112 _11<PIY> 4(0) w112+  E lla ; 4(1) w112 •

Put T(x, J,(x , C', 1) (a1 — a2) ' th e n  TE S(m(p) m(k) - 1 , g)c S(1, g)
for (a, —a2) - 1 E S(<ae'> - 1 rn(Br ,  g) and in(p)..._ C m (k ) . Taking this into account,
it is easy to see that

(6.4) TM esorw -pi/2 g )  f o r  i cr-1-fi I 1.

Then it follows that

(6.5) T(a, — a2) Op (02e '›  J,)+ R, R ES(m (B ) - 1 , g)c S(tn(ço) i , g) .

From Lemma 4.2 we have Op (<ae '› J,)1,(1) - 0t1)'> 4(0) belongs to S(1.1026'>f l i -

rn(50)- n e - 2 , g) then Lemma 4.5 snows that

(6.6) Op (Ole '› J,) OLD'> 4(0)+r1 4(2), ri eS (u, g) .

On the other hand from Lemma 4.5 again one has 4(1)m (1-1-r,) .4 4(2) with
r2 e S(,u, g) then it follows that

(6.7) R4(1) EE (Î+ P 2) 4(2)

with it —RJ,e S(1, g ) which is independent of n  and F2 —Rr2 J,E  n a, g ) .  Now
(6.5)-(6.7) give that T(a1 —a2) I , ( 0 ) + ( k + P )  4(2) with PE S (,a, g) and
this proves

I,(0) wil 2 --<cii(a1 — a2) 4(1) w112-1-(c±c(n) /0114(2) wir

since TE S(1, g) and T is independent of n.
Next set T; ( x ,  f  it) =a ; (x, e', It) (ai(x, f  . 0 - a 2  (x, f  /)r  e  s(1, g) then Ti

satisfy the estimate (6.4) and hence T; (a1 —a2 )=- ai + R ; with R ; S  (m  (B r, g )c  S
( m ( ) ,  g ) .  Then by (6.7) one obtains

(6.8) T;(a1—a2) a; 1,(1)±(k;± P.
; ) 4(2), Pi e S(a, g)

with "Ai E S(1, g) which are independent of n. From (6.8) Ilai 4(1) w112 is bounded
by c 11(a, —a2) 4(1) w112 +(c+ c (a) 41 4 ( 2 ) w112 and the proof of the lemma is com-
plete.
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Note that from this lemma and (6.3) it follows with a positive constant c that
(to replace ai a , by a, ai , see the proof of (5.18))

C1 1 4 ( 1 )  a, qi ulf±(c-Fc(n) 114(2) as u112

(6.9)
4(0) a, 4 2 +  E  114(1) at  ai u112

Lemma 6.2. With a positive constant c independent of  n, A , 0, s  w e have

c —1/2) a, qi- c n )  1 2 ) 1118(rd-1/2) a8 ullts)
+c(n, A, s) E 110.-1 ) a8 a; u08_1/4)+ E 114(r-112) a s ul Its)}i 8

114(r —3/2)a, u l ls + 1 )± 1 1 4 ( r  —1/2) a,(D0 —i0)

where r=1, 3/2.

P r o o f .  It will suffice to show the case r=3/2. In (6.9) we replace u by
<AD'> u. Noting that [ai , (LIIY>le S (p 11201e , g ) and applying Lemma 5.5 it
follows that

111,(1 ) a ,  qi (c+ c (n) H18(2) aa id&

(6.10) -Fc(n, ii, s) 111 uWs)d-8 (1) a81 1 1 8 ( 1 1 2 )  a a qi ullt3--114)}

-114(0 ) at ullis+1) - 1-- E  111,(1)a,<I2D'Y ai u112 .

Denoting by F the left-hand side of the inequality of the lemma, this implies that F
is bounded from below by the right-hand side of (6.10). Note that 114(1) a,(Do —ie)

15)5_ 2114(1) a e<111Y> s (Do — i6 ) uir (a, p ,  s) E 1118(1/2 ) a8(D0— ie)uilts-1/4) where
the right-hand side is estimated by

41114(1) a,021Y>s q u112 +114(1) a,<AD'Y a i u111-

-Fc(u, p, s) 1118(112) a, q ull(5-v4) - F 114( 112 ) aa ai ulqs-1/4)}

for Do —i0 +a i . Further this term is estimated by 4F+ (n, A, s) E11/8(1/2)

a8 a ulls--1/4). It is clear that the argument to show (6.10) also gives that

,,,s-1/4) ,c(n, A, s) 1118012) aa a  ulIF Ills(1) as ull s ) }

1118(1/2) a8

and hence we have proved

4F_114(1) cr,(Do—i iiiits) •

This completes the proof.

We return to estimate H( ,) . Using Lemma 6.2 and Remark 5.3 (v=1/2) we
have
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14(r -
1/2 ) a, qi1 1 4 0  a,02D'Y u11 2

(6.11)
H-e1 E 114(r-3/2) a, tills+ 114(r-1/2) as (Do —i 8) nilis)

-1--e2 n2114(r+ 1/2 ) ae ae

—c(n, a, s)  E  E 114(r-1) a, 91 ullis-v4)
Ie

for any i n, 0 < f i  ft(n), 8(n, A, 61 where r= 1 , 3 /2 . The sum of the second
and third term of the right-hand side of (6.2) is estimated from below obviously by

cit02/3 E E 114( 1/2) a, q1 ullis)+ 2 - i cn2 E E 114(1) ae q 1  ill ItS)e e

+ 2 - 1  cnov2 E E 114(1/2) a, 91 ul i s ) ± 2 - 1  cn2
 E  E 114(1) ae qi ullto  .

e i e

We substitute the estimate (6.11) into the last two terms of the above expression.
To simplify notation we set

Q (x ,e  it) = (Q1, Q 2 9  Q 3 ) =  (
D

O
— i

 q1 9  q2 ) 9
t.e( ,) (u) n E  E  114(1 12) ae<glY u ll2 + 3 .>s q, n201/2 Ill,(1) a,<,aD'Y n112

61 n3 E 114(3/2) cr,Kit/Y>s 14112

Then by (6.11) with r=1  and 3/2, 6Hc o  is estimated from below by
[1/2] 25-2k

(6.12)a 0  e(s)(0+ 2 E  E z  E
e k=0 s=, - k

X 114(42 —k) a, Q? +k)

where Q' = Q71 Q 2 Q133, r=(7 .  1, 72,70.
Finally we estimate q, 92 - 9 2 91 —[91, 92]. Note that T—[q i , 92] is in S (<I. '>, g)

for (81 aeo ) q 1 = 1  and (a/ay s) qi ES(<AŒ), g ) .  Then using Lemma 5.5 it follows
that 4(0) a, T m T I,(0) R 6 < 1 2 1 Y >  1 8 (0) a s with R8 S ( , ' 2 , g ) .  Since Ku.D'Y ,

T ]  n u l f2<ite'›s + 1 1 2 , g) we have

<1.0) s I,(0) a, T m  -1-'<,aD'>s+1 4(0) a ,+ E  R 8 ‹,a D ) 3 +1 18 (0) as

.h8<,uEl'›s+V2 4(0) a 8 w ith 8 G n u (2 , g) .

We note tha t t=TOLD'>' is independent of n, s and R 8  do not depend on s.
Then one obtains

(6.13) 114(0) a e TuNs ) (c+ c(n) ,u) s 1118 (0) a s un, 4-1)

+c(n, a, s) 11I,(0) a8 olIF +1/2) •

Remarking that the second term in the right-hand side of (6.13) is estimated by
c(ti, u, s) E  1I18(-1/2) a 8  tiils43/4), we have from (6.12)

Proposition 6.1.

c3M (0) a, 91 92 ullis) a 0 ec o (u)
[1 /2 ]  2 5 -2 k

+C4 E E  E  O i- 8 - s /2  ns il1e (s/2—k) a,+ k )_ k=0 s=j-k



Hyperbolic operators 435

for any hsn, 0 <A5 A n), 0(n, g, s)5 0, u e C- (I, H— ) where ci  are positive constants
independent of n, u , 0, S.

For later use we restate Proposition 6.1 in  a  slightly less precise form

Corollary 6.1.
C3I  14(0) cre 91 92 Ul s) ao e(0)(11)+c4 n21 1 4 ( 1 )  a, qi ul

,+114( 1) at(Do— le) u0s)± HMO) a  ulle4-1)}

for any h5 n, 0 <,a A n), 0(n, g, s)5 0, ueC - (1, H— ).

Corollary 6.2.

C ilM(O n <1.1 D ) n  9192 *, •N it s ) dr 1-131 1  in(p) -  " u(z, • )11„ i )  dr

for any h 5n, 0 <,u541(n), -0(n, u, s)"_ 0, U E H --) vanishing in x 0 <O.

Now we extend Proposition 5.3. Put

k 5)(/4) =  E  E  I li,(1) a, g, u t - u + E  M (l) cr,(Do —i 0) uilis- 1)±
 E

 111e(0) a0 ulits)

1-1.(5)(T = E  {114(0 ) at !F q1 92 Ul I s)d— 114(0 ) ae W92 91 u1 l(s)}

Then from Proposition 5.3 (v=1/2) it follows that

c(n, g, 0, s) E( 5 + 3 1 4 ) (u)+611( 5 ) (1 , na, E  E 114(1/2) a,<,uD'Y  Tgiuir

+0/2 E  E  114(1) a, Tq i ull s rFeri 01/2 E E 114(1/2) cr.g '71 ug, )
e

with a positive constant c independent of n, g , 0 , s. Substituting the estimate of
Remark 5.4 with r=3/2 (v=1/2) into the second term of the right-hand side we get

c(n, a, 0, S) E( s + 3 /4 )(u)+611( 5) ( r - ( ) ( ,

(6.14) - Fc5 /72 E E 114( 1 ) a e  91 uil) - k es 114 V  114(2 ) ae

d- c5 n0 112 E  E  114(1/2) a, T.( 1 n' 0 113 V 114(312) a,

where é(5)(Tf , u )  n  E  E  IlI(l) a t<ALD'Y  g 1 u112 +n 114(3/2) a,<AD'Y  Tuji2 .

Noting that [V, de S(1, g) we can replace irg i by qi 7  in the last four terms of the
right-hand side of (6.14). From Lemma 6.2 the sum of these terms so obtained is
estimated from below by

(6.15)5  r/2 E( s + 0  (Tu)—c(n, g, 0, s) E ( 5 + 3 1 4 ) (u) .

W e turn to  114(0) a, Wq2 q1 ull s ) . Since T = [h , g,] E S(<ue '>, g )  a n d  [TP , T] E
5 (g-1 1 2 <ge >112, g) it follows from Lemma 5.5 that 114(0) a, Wq2 q1 u11,) is bounded
by

+c(n, ,u, S)114(0) Ulle+1/2)a, v q1( . 1 1 4 0 )  aec 114(0)

From this estimate and (6.13) 114(0) a ,  g2  g, ull 2 ) is estimated by
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(6.16) c114(0) at  r ql q2 U g )+ (C + C (n ) 1118(0) a d 
r

Ullts+1)

+c(n, u, s) E  1118 (0) as ulls+1/2) •

Now (6.15) and (6.16) show that

Proposition 6.2.

c(n, a ,  0, s) E( s + 3,4) (u)+ c6 E  114(0) a, r q,q2 ull s )

(r, u)+c, n2 E(3 + 1 ) (ru)

f o r any  ii Sn, O<ASA(n), 0(n,  it , s)S 0, ue C- (I, H - ) w here ci are positive con-
stants independent of n, it, 0, s.

7 .  Reduction to a second order system

Put

e, 0 —i8 e', ai (x, C',e ' ,  , u ) , < A t e ' > 112 ; Y, AV')

for 15 j5 m  where 71; (C', a; x, e') are defined in §2, (2.6). Let K be a set of indices
K=(i„ 12 , • • • , ii ), 1 S i,<I2 <• • • <ik S m  and IKI r=k --the number of indices. We
denote

qK(x, e, = 1 1 e,
' e x

For a, a permutation on K, we put

Q7r O p  qa.( i i )  Op qa.( 1 0 • • • Op T r (l k ) .

When K—(1, 2, .•-, m) we often write q, Q°. instead of q K ,

Lemma 7.1.
1131

giro ) Tgf  q w ith  TgI ESCull2<e'Yl+Ig 1)12 , go.
J=i 1.1=1.1-J

Put 1,1P= 0 1 ) qm )  with Ir 1 = 1 .  Then it is clear that

*Menci - 1 6 +P"' 1/2<ue'> gp,) for ja +19 I 1.

Lemma 7.2.
IKI

a (Op q i Op q i c ) q i  K +  E  *L qL+ E  E  TL qr.ILI -1.KI -1 j 2= - j

where lirt?fo eS(iric4-1-0 " ' 0 0 4 )< C '> - 1-1 m(B) - 1 ' + f i l , gp.) f o r la +fi I 1 and TL e
S(0-te) gp.).

Lemma 7 .3 . Let 14  enct - le"- 0 " ' 1/201e'>i<e) - lal m(Brw -Foi, AO f o r la+ fi
5 2 .  Then for ILI — I K I —2j we have

ix'
O p  ( q )  lk  Op qL + Op ( E E  T M I  qm )

•=2J+1
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with Tm .; E s(<ite)(' - ') /2 m (B r, g A).

Lemma 7 .4 . Assume that A ES(<I2V >i 1 2  m (B r, g ii) and W I Then
ix!

Op (Aqm )  = E  E  Ts .; Op qs  w i t h  T5 ,1 eS K ,ue '›i/ 2 m (B ) - 1 , .

=1 I SI = — i

Remark 7 .1 . If A e S (<,u e ) ( l - 1 )1 2 m(B') - 1, gp.) and IMI=IKI —j then Lemma
7.4 implies that

IKI

O P (A q m ) E  E  Ts OP qs •
i i  ISt=IXt - i

Lemma 7.5.
I I

Op (qi qk )  = Op qi Op qK 4- E  L Op qL + E  E  Tm ,i  Op qm
ILI =IICI - 1 j = 2 - J

with Tm J ES(<,ue'>112 rn(B r ,  AO where * 8 ) (1a - kfil 51) belong to S ( , "  f 2

<tue'>n i ( B V ,  gm).

Proposition 7 .1 . Let a be a permutation on  K . Then
II K1/23

OP qic — Qai  E E Q l.
1=1 I L I = I x i , , ,T ,L c z

IKI

+ E E C76 QTM
j 3 I X  = IZ I - j . T • X C L

with C l ;  S(<Ite '>( i
-

1 ) /2 m(B) -
4

,  gp.) where for la- fit 1  one has

(7.2) 0.1'.7AES(it-16÷13" /1 /2<lie'Y <e) - '61 n2(B) - 1 ' 1 '1 , gp) •

Proof . We shall proceed by induction on I K I. When I K I =2 one has clearly

Op qi f  =  c - Fircor. , T 'E  SKIte '>1/2e p , )

wherei  satisfies (7.2). Hence 1141=111,1+ T er verifies the desired estimate (7.2)
and (7.1) holds when I K I =2 . We assume that (7.1) holds with K  and let T=KU
{v}, 152,5m. From Lemma 7.4 it follows that

!xi
Op (q, q,c )  = Op q, Op qic+  E  L OP qL+ E  E  T m ,.; Op qmILi=1.KI -1 j=2 IX1=1)41

with Tm J ES (K ,ue)i 1 2 m(H) - 1, gp,). We substitute the expression (7.1) into Op qi c •
To do so we note that

[Op q,„ 1,1, 2:11E s (<a ' › pi+1-1) /2 m (y ) - 1 , gA )

[Op q„, Cyr:i]eS(Ote'›u+1-1)/2 m u r y i, go

These imply that Op q„, Op qK  — O p Q̀i
r,  is of the same form as the right-hand side

of (7.1). We turn to the term O., Op q L .  Substituting the expression of Op qL ,  it
follows that Op qL,--11PL Q1/  is equal to

[Iwo , ILI
(*I *6')  Q s + E  E Vi.'r 0,;

, = 1  IRV-ILI - 2j5 =3 IXI = - j

(7.1)



438 Tatsuo Nishitani

where 7- 7,;;:r G S K ite 'r + 1 ) 1 2  m (B r, gp ,). We examine that Vri , Vrcrsilj = ig , '1  verify
the desired estimates. Since  s a t i s f ie s  (7.2) noting that m(H) - I S C<Ate) 1/2  it fol-
lows that

a (1 1t':J' ) lfrLVr a-s' R  w ith  R E  S(<Ate />(2j-1-2-1)/2 m ( H ) - 1
9 i y )

and this asserts that ' : J  verify the desired estimates (7.2). Then .1,/,L  Op gL -
Ifri  0 :  i s  of the sam e form  of the right-hand side o f (7.1). Finally we treat
TA, Li Op qm . Remark that

eSKtie,r+2i-1-1-1)/2 m oor% AO (1M I =-1K I IL I =1 A l —20

Tjw,i CZ,:i G sK i te->(i±i+i-i)/2 / n o , -) 1, go o m l= IK I —f,

Then it is clear that TM  O p  qm  h a s  the same form as of the right-hand side of
(7.1). Now we have proved that (7.1) is valid when K is replaced by KU {v}.

For later reference we restate Proposition 7.1 with I K I =m in  a  slightly dif-
ferent fo rm . If j  is even then with j= 2 i we have

c f rano, eSK,ue)(2i- 1 )12 m(B) - 1 < a '> 1 0 - 1 0 <e'>IP -  /1/2<e '>- go
C s(a-1 4+0 " ' 10 <ge'y <e) - ko m(B') - Ia+ fil, go

for la+fil:_< 1. Thus Proposition 7.1 stated as
[./2]

(7.3) OP q =  E  E E E  C l j j  QTAI ..J=1 ir.r=ni - 2 j , , 3 , o d d  I X I = m - j , T , M

We proceed to the second step of our reduction. For a permutation a  on
(1, 2, • ••, m) we define

<,u.D'›i -
1 Op q, ( 2 ; + ,) Op q..( 2 ; + 2 ) -••0p ihr o o u  f o r  l < j_S[m12] M

If in is odd we add further

=  m (ç )_ 1 < / D > _ 1  u ,
 if in is odd.

Proposition 7.2.
[(m+1)/2] [./21

Op q0.(l )  Op go .(2 ) u (Op g ) u +  E E  A T E  i f , : • T  Op q, ( 2 ; ),.J =1 T j = 2  T

Op ga.( 2 ; _1 ) Op q, ( 2 ; )< a ) )  ẁj_ i d-Cii  w7H-Co
r
J (D0 —i0))41 ,

w here A ;.'E S (<ue), g), S (m(0 - 1 , g ), c° E S(A1/2<PŒ'>, g), c S
gp.). If in is odd then we have further

Op q,,.( - 1) Op go.0 0  vi);„.4.1 =  A f f OP qem- D w ± , :e  OP qem- 1) wt.+1+ C r  - k  ed. w4+1

where A' E S (m(5) - 1 , A ), 1° . e  S (m(0 - 1 , g), Cr esKue'>, &re SKite '>, g).

Proof . For any L(I LI =rn —2 j), r  (a permutation on L) we choose =a (L, r)
(a permutation on (1, 2, •••, in)) so that
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u w .

Setting

> - 1) = A °i'a E '>, gp)
8  =  8 (L J)

it is clear that the first term of the right-hand side of (7 .3 ), operated on u, can be
written as

J=1. 8

Consider the second term of the right-hand side of (7 .3 ) Let M— (i„ •••,
When m —j 1  ( i f  m  is even this is the case) we choose 8 , a permutation on
(1, 2, •••, m) such that

(2k) = r (4), • • • , (m ) = r (i„,_  ;) , j = 2k - 1 .

Then it follows that

C°A.I,T;  arm u  = C i
rd:r; Op qT(11)<1113'>—(k-1) c olt-ei<p D)—  (j  — 1)/2 n„ „„a

K8(28) "qc

± C °21.1,Tj  [Op g8(28), < / tD ) - ( i -1 )/ 2 ]

where C ,  [Op q8 ( 2 0 , <ttD'>- ( j - 1 1E  SC/11/ 2 mor, go . Thus setting

=  E  C ‹,uD'>- ( i - 1 ) / 2 ES (m (B ) - 1 , gp.)
s=sor,r) '

the second term of the right-hand side of (7 .3), after operated on u, is written
iCnt +WO

E A 8 Op qi.( 2 . 0  vt,,+  E .
j =2 8 j=1 8

When m =j =2k —1 (hence in particular 111 is odd) note that from Lemma 4.4  there
is S (m (), g) such that

film (p) - 1 m l.

Then we can write C „ ,  u=-.AZ + 1  w 1 with A 1 =C m < p D '> ''f f i  which is in
S Kite '>, g ) .  This proves the first part.

We shall prove the second part. Note that

(7.4) Op g
0•(2 J - 1 ) Op q0.(2 1 )< A D ' › go.(2;_1) Vriv;

-F'O' Op ge m  • ••Op u

where 1- ={0p q0.( 2 ; ) , <ttD'>.1- 1 ci - 1) , =  [Op q,7 0 1 _1) , <gl)'>11 .  It is easy to
see that * E  S(At 112 1 gt ) , S (g 1 / 2 ( i t e . ' › i - 1 ,  g p ) .  It is obvious that OP q0(2i-1) **=,/,

0) -F(Do * —a, ( 2 ;  _,) lb) and the second term of the right-hand side is in 5(1 1 1 2

<125'>, gp.). On the other hand writing

Op q ..(2 .7 ) <PD ) - ( .1- ' ) (D0 — i 0) </t.IY>j ao-(2;)<AeD) - ( j - 1)<ItD )l

it is clear that the second term of the right-hand side of (7.4) is



440 Tatsuo Nishitani

± Co
r
i (Do —i0) w;

with CT;  G sGeo<pe '>, -go, Cor i G S( , ul / 2 , gp). This proves the second statement.
We turn to the last statement. Remark that Op qa.( ) w; + ,==nz(p) - 1  w: -1-1,fru with

q , ni(ço) - 1 0.0 '>'n̂ E  S ( m ( ) - 2 ‹,tte '>;;' gp.) and

Op qa.( „,_1 ) Op q,„.(,,)w 4 .,==rn(99) - 1  Op q D w: + [Op q , _ D , m(g))1w:

+Op Tr o n _1 ) 1,fr.<,a13) 1 -1 )

Since 1,G.-1 fr< gD )" - 1 )  rneS(m(p) - 1 , g )  it follows that [Op go .(„,_0, I A  i s  in
S(<uC'>, g ) .  It is also clear that [Op qf f ( _,) , m(5o) - 1 ] is in S(m(ça) 2 , gp.)CSKue '>,
go. These notes show the last statement.

Next we study the difference of the principal symbol and its blown up one.
Recall that

Eml
P (x, e) (b(x, e), a; x, C')-I- e); x, e'),=i

4(C, a ;  x, e') = 11 (Co— Xj(C', 0 ;  x l  0 )  •
-1

Put

= f i n P(Y ; 77), P._ C, P) = pm-1(y, 7 7)
R„,-2j(x; = It m - 2 1  rtn-2i(b(Y , 7); v, 77)

Since ,ub(y, n)=B(x, C, At) we have
6/2]

(7.5) 15(x, e, =  (B(x, e, P), Pa; .Y; n')+ E ( P I )2 i R.-21(x, C,

+ E tz)
=1

Here we take ,aa=02C1>1/2 that is a =,u- 1 <ite )1/2 then it follows that
t,./21

(7.6) P(x, e ', = III qi (x, C, it)-F O te)i R,„_2i(X, Co —Jo, e',
=12 = 1

3=1
where qi (x, C, 0— i (x, e', A), o t e ) 1 , 2  ; y, 1277') which was studied in sec-
tions 5 and 6. Set

4-3(C, a ;  x, e') C0— X3(C' , a ;  x, e ') , ( C, 
a ;

 X, e') =,q 4 1(C,a;x ,e').
Let r(C ; x, e') be polynomial in C of degree k  (k  in —1) with coefficients which are
homogeneous of degree 0 in e', C-  in  a  conic neighborhood of (0, en). Since X;

(C', a; x, C') are different for any (C', a)*  (0, 0), (x, W ,  a conic neighborhood
of (0, en), we can write

(7.7) r(C; x, a; x; gic(C, a; X, e ')

where ei c (c-, a; x , 0  are homogeneous of degree 0 in (C', a)  and C' respectively.
Set
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CK (x, e', ,u) = 6-K (B'(x, e', ,u); (/te'>1/2 ; y, ,un')

then Proposition 3.1 and (7.7) give

Lemma 7 .6 . Let R„,_,; (x,e, it) be as above. Then

Ole - >j C0—i19, e g) c„,;(x, C', it) q,c(x, C, ,a)
I XI =m - 2.,

where CZ), (13) E S(it -  1 6 / " + g"  ' I/ 2 <ge '>i 1 6 1  m(B')'e' 4 -gl, RO f o r la-1-191 51 .

Lemma 7.3 and Remark 7.1 show that Op (CK  J qK )  can be written as in the
same form of the right-hand side of (7.3). Then we can apply Proposition 7.2 or
rather its proof to conclude that

Proposition 7 .3 . Let R„,_,; (x, e, ,u) be as above. Then
[on+ oh]

Op (<fie '>i 0, e ,u)) u = E  E w;
.J=1 T

+ E  E  A T OP Trop
J -2 T

where A;''' and A- 7  have the same properties as in Proposition 7.2.

Finally we study lower order terms satisfying (1.7). Assume that
vanishes of order m -2 j whenever m -2j>0 on near (0, et ). S ince
are polynomials in C0 we can represent p„,_, as follows when m -2 j>0 ;

2 j - 1

=  E  d(x, ') b (x, e)m + E e i _,(x, e ')etr i
i = j

where ek(x, are homogeneous of degree j, k respectively. By the de-
finition of P„,_,(x, C, ,a) it follows that

iii P„,_,(x, e, ,u) E  d  cle,(y, in7') B(x,
21- 1
E e1_ 1(y,

From (7.7) it follows that

B(x, , f i r  =  E  c,(x , e it) e, it)
eri E  c(x, e ,u) q L (x, e,:Li — ,

where CV (3) belong to S(g - 1 6 " ' + I/2<e'> - le'l m(B) -1 °"-gi, gp,) if I a+,(91_- .1 .  Note
that Lemma 3.1 and Remark 3.1 show that

(7.8) (Al 4(y, ,un') S((ue'>i<e'>-171, , I  r+8 I 51

( A "  ei-i(Y, fin ) ) s(02e'>i - i<e) --171 , ,  I r I 5 1 •

Since j  i  2j-1 and hence i—j 5(i-1)/2 we see that Op (iti P„,_,(x, e 0 —i , ,a))
has the same form as in the right-hand side of (7.3).

We turn to the case m —2j 5 O. Let

P.4x, e)
p„,_; (x,e)
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C')E  ei _; ( x ,e ') e r i

where ei _i (x, e') are homogeneous of degree i— j. Write

flu P _ e , i t )  = .112i- i(ui - j e i _i (y, ten )) e r i

where ii e i _5 (y,,a71') satisfies (7.8). If in —2j<0 then (i+1)/2_.<. (rn+1)/2_ j and
hence we have

(7.9) (i—j)5._(i-1)/2 .

This is also true if m =2j and i is odd for (i+1)/2 m/2 = j .  On the other hand
if m=2j and i is even we get i—j=i—m/25 i/2. In any case Op (Ai P„,_; (x, e., e', /))
has the same form as in the right-hand side of (7.3).

Proposition 7 .4 . A ssume that p _ ; (x ,e) satisf y  (1.7). L et P,,,_; (x ,e, i t )  be
defined as abov e. T hen

[On+ oh] [../2]
Op (al ea, C', i t ) )  u  =  E  E E E A7i .T Op q,.( 2 ; )j 1T j 2 T

where A ;.' and
 A . T  have the saine properties as in Proposition 7.2.

Propositions 7.2, 7.3 and 7.4 show that the equation

P(x, D0 —iO, D', ,a)u = 1

can be reduced to a second order system with diagonal principal part to which
we can apply Corollary 6.1. Then we can conclude that 15 (x, D, ,a) has a  parame-
trix verifying (A.3) and (A.4) without modulo term. To prove that this parametrix
satisfies (A.5) we apply Proposition 6.2 with suitable (x, e', /.4), for example
*,(x, C', f i ) =x 0 — ,ucl,(Mp,(x',e')). Remarking that

C , it) = fitm P(M,(x, C))

when 1.x1 1.. Al a ,  le i <e) - 1 --Z i p l:</i it follows that P(Mp.(x,e)) has a parametrix
at (0, et ) with finite propagation speed of wave front sets. Hence P(x,e) has such a
parametrix at (0, et ).

Appendix

In this appendix, we shall give the definition of parametrices with finite pro-
pagation speed of wave front sets and give some properties of such parametrices.
Consider operators of the form

(A.1) P(x, D) = E A i (x, D') D '

where A i (x, D') are N x N  matrix valued pseudodifferential operators with symbols
in Si (R d ." x R d )  and Ao (x, D')=1,„, the identity matrix of order N .  We call in the
order of P .  Let I be an open interval containing s and we denote by Ck(J, HP) the
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set of k  times continuously differentiable functions from I  to the usual Sobolev
space HP=HP(W) of order p  and b y  I.  the norm in HP and set

11,fg  =  ±7. Ilf;II; fo r f ( f i , •  , (H P )N  .
i=1

By Ck(I, HP): we denote the set of fE C k (I, HP) vanishing in x 0 <s. W e shall say
that VecV , if there is a positive constant .3(V) such that

k
(A.2) HD/0e V f(t, •)E 5_c p ,,, k E •)II ;  d r , t  s - I - 8  (V)

J.0

for any k  N , p , q  E R  and fE (Ch(I, HP):)N
To simplify notation we shall in what follows write simply hE  S i when h=(hik)

is a Nx N matrix valued pseudodifferential operator (or symbol) with ha  E  S i ( R n)

where n  will be clear in the context. We fix (s, k')=-(s, K )E Ix (T * R d\O) and
observe an operator G which satisfies the following conditions;

(A.3) P G h  h  modulo an operator i n  C°(/, S - - ) -P c V , for any
h =  h (x ' ,  D ')  S°(Rd x R d )  supported near ,

with a constant fi we have
(A.4) 11.04 Gf(t, •)11;5--cp.; •)11â+ +13 dr , j

for a n y  p E  R , fE (C ° (I, H m -1+13 ) : ) N

for a n y  h,(x ', D ')E S - (R d X R d ) supported near and for any
(A.5) 112(x', D')ES - (R d x R d ) w ith  supp h2 c  C  T*Rd\(supp h1) ,

one h a s  pg 17, Gh,EcV „ —1 .

Note that (A.4) means that G f loses fi derivatives. From the dfinition of CV, it
follows in particular that there is a positive constant ô (111 , 172)  such that

WF(D4 Gh, f(t, -))(1supph 2 =0, 0<j_<m— 1

when t - . s -I- a(h„112) for any fG(C°(/, HP))N.
For IE N  we can write

(A.6) DI ---- Q P + R  , R B i , E  m + i
i=1

where Q  is an operator of the form (A.1) of order 1—m .  Hence it follows that
D l G h= Q (h± S±V )+ RG h with Se C- (/, S — ), VEc V s . Then it is claer that for
sufficiently small ! t —s I ,

1— m+1
(A.7) IA ; G h f(t, • )4_ S c p  E IlD'o'f(2- , • )11;+1+p _k dr

k=0

ilDI Gh f(r, •)1I; dr<_cp  E I •)II;4 -1+13-k
k=0

for anyfE(Ci - m±V, HP+1").,+)N. Assume that a(x, D ') x  v+ris)  and ah is in
S —  near ir uniformly when 1A-0 —s I is small. Then it is also clear that (from (A.4))
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(A.8) liaD; Ghf(t, •)11; p ,, f(r, , •)II; dr

ÇPDT) Gh f(r, •)11; p dr

for any fE (C l - m+1(/, 1-r):)1  and p , q  R , for small I t — s I . Let /5  be another op-
erator of the form (A.1) of order m such that

(A.9) P — P  E 131(x, D ')  D . i
J=1

with B i E S i  which are in S - -  near s uniformly when I x0 —s I is small. In the
following we write P mP near s when P and P satisfy (A .9 ). I f  G  verifies (A.3)-
(A.5) for P at (s, s) then it follows that

(A.10)( P P )  GhECV,

where h(x', D ')  S
°
 has support in a sufficiently small conic neighborhood of s.

This implies that G  satisfies (A.3)-(A.5) for 25  also at (s, s). This allows us to
microlocalize our definition of parametrices; we shall say that P has a parametrix

with .finite propagation speed of wave front sets at (s, s) if there exist P, G  with
Pm P near s wihch satisfy (A.3) - (A.5). We call G a parametrix of P at (s, s) with
finite propagation speed of wave front sets. For brevity we say it parametrix in this
Appendix. In what follows we denote by J  a  small open interval containing s
which may differ in each context. Now we give some properties of parametrices.

Proposition A .1 .  Let P i  (i=1, 2) be operators of the form (A.1) of order m i .
If each Pi has a parametrix at (s. s) then P, P, so does at (s, s). If P,P, has a para-

metrix at (s, lc) then so does P, at (s,

Corollary A .1 .  Let P i (i=1, 2, n) be operators of the form (A.1) of order

mi . If each P i has a parametrix at (s, then P,P,..•P„ has a parametrix at (s,

Let T(x, D') be N  xN  matrix valued pseudodifferential operator in S0(Rd + 1  
x

R d
)  which is elliptic near (s, s) uniformly when I x0 —s I is small.

Proposition A .2 . Let P, F be operators of the form (A.1) of order m .  Assume

that PT.7,-  TF  near s. Then if P has a paranzetrix at (s, s) then so does P at (s,

Next we shall examine the invariance of existence of a parametrix by conjuga-
tion with a Fourier integral operator associated to a local homogeneous canonical
transformation preserving the planes xo =const. Let z  be a local homogeneous
canonical transformation from a neighborhood of (Si, 1))—(5)0, 5" , 1)0, 1Y) to a neigh-

A A

borhood of (Z, e) =( 4 , , e o, Œ') such that yo =x o . Since z  preserves yo =const., a
generating function of this canonical transformation has the form

xo no - Fg (x, n') .

We work with a Fourier integral operator F  associated with z  which is elliptic
near (X, 5', 1)), is represented as
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Fu(x) =  e i h ( l'" / )  a(x, 77') 6(x0 , 77') de

(in a convenient y ' coordinates) in which x, can be regarded as a parameter. We
also assume that F is bounded from Hk(Ra

/ ) to Hk(Rx
d ,) for every ke R uniformly

with respect to a parameter x, when I x, — s I is small.

Proposition A .3 . Let z, F be as above and P(x, D), P s (y, D) be operators of the
form (A.1) of order m . A ssum e that

PFnEFP%  n ear (Y,

Then if Ps has a parametrix at (s, Y',1)') then so does P at (s, X',

Proposition A .4 . Let P be an operator of the form  (A.1) of order m. A ssume
that P has a parametrix at (s, ',C ')  for every e ' with le' I = 1 .  Then the Cauchy
problem for P is locally solvable near (s, X') in C-  with initial data on xo =s.

Proof . Denote by GE. a parametrix of P at (s, ' , C'). By hypothesis there
are operators Pt , of the form (A.1) of order m such that PE,=_P near (X', f ')  and
P e ,, GE. verify (A.3)-(A.5). Then there are finite open conic neighborhood W  of
(X', Vi ) such that U  W Q  X (R d \O) where 12 is a neighborhood of X'. We may
assume that

PE; -=-Pi m P  i n  W

uniformly when x0 —s I is small and (A.3), (A.5) hold for any h, hi  E S°  with sup-
ports in  Wi  with P=P i , G=G i — G *  Now we take another open conic covering
{V,} of 12 x (R d  \0), Vi c  c W, and a partition of unity -fa i (x' , ' ) }  subordinate to
-{1(; )- so that

E ai (x' , e') a(x')

where a(x') is equal to 1 in a small neighborhood of X'. Put

G = E  G. a i

then we have from (A.3) and (A.8) that

PG f  =  E (P —P,) G 1 a i f+  E  P i  G1 a i f  =  a (x )f+ (V + S )f

with S  C"(J, S - - ), V ecV s . Set T= —(V+ S) and let /9(x), r (x')E CW(R d )  be
equal to 1 near X' such that supp r c c { ,9 = 1 } , supp 19 c  c {a = 1 } .  By the defini-
tion of CV, it is clear that

(A.11) 11/3V.AT, *)112 dr c t .)II2 dr fo r  t5s+8(V )

for any fe  (C (J, L 2 ) ) N .  It is also easy to see that

ii9 Sf(t, •)112 4 - 1 1if(t, *)I12 f o r  t s+6,
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if Ilfill is sufficiently small. This implies that

(A.12) r  ilflT f (r, •)I12 dr_.<2- 1 Ç f o r  t__- s -1- (7,Ilf(r, •)112 dr

for any fe (C°(J, L 2);T .  Define
CO

(fi nk
k = 0

then it follows from (A.12) that

(A.13) •)112 ct HAr5_c I", •)112 d r f o r  t5s+8 2

and (1 —flT ) U =1. Since r (a— T )  U r  it follows that

(A .14) r (x ') PGU f  = r (x').f , t  . sH- (72 f o r  any f e ( C °(J, 1,2) -tF ) N  •

Noting that

IIT f(r, • )II;  d r c p r  I I  f (  •)112 dr , t S s + 8 3

for any p e R , fE(C °(J, L2)1- )1 and
CO

U f = (9T) 1' f =  f+ flT U  f

one has from (A.4)

IlDô GU f( t , • ) II; p{IIDÔ G f(t, •)11 2p+ Ç II U f(r, .)II 2 dr}

p f) ')II;+e+13 dr+) Ilf(r, -)11 2 dr}

where fi—max f l , j m —l. T h is  gives that

(A.15) dr ,t 5s-H3 4
rt

IIDÔ GU f(t, .)11 2c • )g - -j -EP

for any p R  with p-- fl -km —1 f  e(C°(,I, HP -o+ m - 1 ) -:) N .  Now
(A.14) shows that GU f  is a local solution near t o  the Cauchy problem

Pu
 r = f ,

 f E  (CV, HP + P + m  - 1
) ; ' )

N
 .

From (A.15) it follows that Di; GU f  ( 0  j  5 m - 1) belong to (L2 ([0, 64 ], H N A T  and
vanish in x o < s .  This completes the proof.
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