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#### Abstract

We establish contractions of the unitary irreducible representations of a compact semisimple Lie group to the unitary irreducible representations of a Heisenberg group by means of Berezin quantization.


## 1. Introduction

In [28], Inönü and Wigner introduced the notion of contraction of Lie groups on physical grounds: If two physical theories are related by a limiting process, then the associated invariance groups should be also related in a limiting process. For instance, the Galilei group is a contraction, that is, a limiting case in the sense of [28], of the Poincaré group.

When a Lie group $G_{0}$ is a contraction of a Lie group $G$, a natural question is how to obtain the unitary irreducible representations of $G_{0}$ as limits of the unitary irreducible representations of $G$. This delicate problem was first studied systematically by Mickelsson and Niederle [32]. In the paper [32], a proper definition of the contraction of unitary representations of Lie groups was given. The nonzero mass representations of the Euclidean group $\mathbb{R}^{n+1} \rtimes$ $S O(n+1)$ and the positive mass-squared representations of the Poincaré group $\mathbb{R}^{n+1} \rtimes S O_{0}(n, 1)$ were obtained by contraction (i.e., as limits in the sense defined in [32]) of the principal series representations of $S O_{0}(n+1,1)$. More generally, in [22], Dooley and Rice established a contraction of the principal series representations of a semisimple Lie group to some unitary irreducible representations of its Cartan motion group.

Contraction theory is a way to relate the Harmonic Analysis on two Lie groups. In particular, contractions of Lie group representations allow to recover some classical formulas of the theory of special functions [21], [33]. One

[^0]can also use contractions to transfer results on $L^{p}$-multipliers from unitary groups to Heisenberg groups [20], [34].

In [18], Dooley suggested interpreting contractions of representations in the context of the Kirillov-Kostant method of orbits. In this spirit, a contraction of the discrete series representations of $S U(1,1)$ to the positive massive representations of the Poincaré group $\mathbb{R}^{2} \rtimes S O(1,1)$ was introduced in [15].

In [17], Cotton and Dooley showed how to obtain contraction results by using the notion of adapted functional calculus which we have introduced in [6], [7] (see also [8]). The basic idea is then to 'read' contraction results on the symbols of the representation operators which are functions on the associated coadjoint orbits. This approach is particularly efficient in the case when these orbits have Kählerian structures [9], [10], [11]. Indeed, in this case, the representation spaces are reproducing kernel Hilbert spaces [14] and the socalled Berezin calculus generally provides an adapted functional calculus on the corresponding coadjoint orbits. Moreover, the representation operators are operators of the functional calculus and one can study the behavior of the corresponding symbols in the contraction process. For example, in [9], we recovered and we improved the contraction results of [33] relative to the contraction of the unitary irreducible representations of $S U(2)$ to the unitary irreducible representations of the 3-dimensional Heisenberg group. Similarly, in [10], we studied a contraction of the discrete series representations of $S U(1,1)$ to the unitary irreducible representations of the 3-dimensional Heisenberg group. More generally, in [11], we established a contraction of the unitary irreducible representations of $S U(n+1)$ to the unitary irreducible representations of the $(2 n+1)$-dimensional Heisenberg group. In particular, we approximated the coefficients of the unitary irreducible representations of the $(2 n+1)$-dimensional Heisenberg group by the coefficients of the unitary irreducible representations of $S U(n+1)$ in a simpler way that was done in [19].

In the present paper, we extend some results from [9], [11], and [33] to any semisimple compact Lie group $G$. More precisely, let $T$ be a maximal torus of $G$. Fix a set $\Delta^{+}$of positive roots of $G$ relative to $T$. Let $\pi_{\lambda}$ be the unitary irreducible representation of $G$ with highest weight $\lambda$. Let $G_{0}$ be the $(2 n+1)$-dimensional Heisenberg group where $n$ is the number of positive roots orthogonal to $\lambda$. Then $G_{0}$ is a contraction of $G$ in some generalized sense (see [11] and Section 5 below). Let $\rho$ be a nondegenerated unitary irreducible representation of $G_{0}$. We establish and study a contraction of the sequence $\pi_{m \lambda}$ to $\rho$. In particular, we obtain a contraction of the coefficients of $\pi_{m \lambda}$ to the coefficients of $\rho$ in the spirit of [11] by using a realization of $\pi_{\lambda}$ on a (finitedimensional) Hilbert space of complex polynomials and the explicit formulas for the Berezin symbols of $\pi_{\lambda}(g)$ for $g \in G$ obtained in [12] (see also [13]).

This paper is organized as follows. In Section 2, we describe the unitary irreducible representations of $G_{0}$, and we introduce the Berezin calculus on the associated coadjoint orbits. In Section 3, we realize $\pi_{\lambda}$ on a Hilbert
space $\mathcal{H}_{\lambda}$ of complex polynomials by means of the Gauss decomposition of the complexification $G^{c}$ of $G$. We also introduce the corresponding Berezin calculus and we recall from [12] some explicit formulas for the coherent states in $\mathcal{H}_{\lambda}$, and also for the Berezin symbols of the operators $\pi_{\lambda}(g)$ for $g \in G$ and $d \pi_{\lambda}(X)$ for $X$ in the Lie algebra of $G$. In Section 4, we establish some technical results. In particular, we give a lower bound for the restriction to the diagonal of the reproducing kernel of $\mathcal{H}_{\lambda}$. In Section 5, we introduce a contraction (in some generalized sense) of $G$ to $G_{0}$. In Section 6, we relate the contraction of a sequence of operators acting on the spaces $\mathcal{H}_{m \lambda}$ to the simple convergence of their Berezin symbols. We then obtain in Section 7 our results on the contraction of $\pi_{m \lambda}$ to $\rho$. In Section 8, we give similar contraction results for the derived representations. Section 9 is devoted to a particular case in which we are able to establish a more precise contraction result. As an example, we study the case when $G=S U(p+q)$ and $\lambda=\lambda_{1}+\lambda_{2}+\cdots+\lambda_{p}$ in the notation of [35], which leads us to consider the Berezin quantization of the symmetric space $S U(p+q) / S(U(p) \times U(q))$.

## 2. Berezin quantization for the Heisenberg group

In this section, we recall some well-known facts on the Bargmann-Fock realization of the unitary irreducible representations of a $(2 n+1)$-dimensional Heisenberg group and the corresponding Berezin calculus [11], [23].

Let $G_{0}$ be the Heisenberg group of dimension $2 n+1$ and $\mathfrak{g}_{0}$ its Lie algebra. Let $\left\{X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{n}, \tilde{Z}\right\}$ be a basis of $\mathfrak{g}_{0}$ in which the only nontrivial brackets are $\left[X_{k}, Y_{k}\right]=\tilde{Z}, 1 \leq k \leq n$ and let $\left\{X_{1}^{*}, \ldots, X_{n}^{*}, Y_{1}^{*}, \ldots, Y_{n}^{*}, \tilde{Z}^{*}\right\}$ be the corresponding dual basis of $\mathfrak{g}_{0}^{*}$.

For $a=\left(a_{1}, a_{2}, \ldots, a_{n}\right) \in \mathbb{R}^{n}, b=\left(b_{1}, b_{2}, \ldots, b_{n}\right) \in \mathbb{R}^{n}$ and $c \in \mathbb{R}$, we denote by $[a, b, c]$ the element $\exp _{H}\left(\sum_{k=1}^{n} a_{k} X_{k}+\sum_{k=1}^{n} b_{k} Y_{k}+c \tilde{Z}\right)$ of $G_{0}$.

Fix a real number $\gamma>0$, and denote by $\mathcal{O}_{\gamma}$ the orbit of the element $\xi_{\gamma}=$ $\gamma \tilde{Z}^{*}$ of $\mathfrak{g}_{0}^{*}$ under the coadjoint action of $G_{0}$. By the Stone-von Neumann theorem, there exists a unique (up to unitary equivalence) representation $\rho_{\gamma}$ of $G_{0}$ whose restriction to the center of $G_{0}$ is the character $[0,0, c] \rightarrow e^{i \gamma c}$ [23]. The representation $\rho_{\gamma}$ is associated to the coadjoint orbit $\mathcal{O}_{\gamma}$ by the Kirillov-Kostant method of orbits [29]. Here, we introduce the BargmannFock realization of $\rho_{\gamma}$ as follows.

Let $\mathcal{H}_{\gamma}$ be the Hilbert space of holomorphic functions on $\mathbb{C}^{n}$ such that

$$
\|f\|_{\gamma}^{2}:=\int_{\mathbb{C}^{n}}|f(z)|^{2} d \mu_{\gamma}(z)<+\infty
$$

where $d \mu_{\gamma}(z)=(2 \pi \gamma)^{-n} \exp \left(-|z|^{2} / 2 \gamma\right) d x_{1} d y_{1} \cdots d x_{n} d y_{n}$. Here, we use the notation $z=\left(z_{1}, z_{2}, \ldots, z_{n}\right)$ and $z_{k}=x_{k}+i y_{k}, \quad x_{k}, y_{k} \in \mathbb{R}$ for $k=1,2, \ldots, n$.

Then $\rho_{\gamma}$ is the representation of $G_{0}$ on $\mathcal{H}_{\gamma}$ defined by $\rho_{\gamma}([a, b, c]) f(z)=\exp \left(i c \gamma+\frac{1}{4}(b+a i)^{t}(2 z+\gamma(-b+a i))\right) f(z+\gamma(-b+a i))$, where $z, a$ and $b$ are considered as column vectors.

For $z \in \mathbb{C}^{n}$, introduce the coherent states $e_{z}^{\gamma}(w)=\exp \left(z^{*} w / 2 \gamma\right)$. We have the reproducing property

$$
f(z)=\left\langle f, e_{z}^{\gamma}\right\rangle_{\gamma} \quad\left(f \in \mathcal{H}_{\gamma}\right)
$$

where $\langle\cdot, \cdot\rangle_{\gamma}$ denotes the scalar product on $\mathcal{H}_{\gamma}$.
Consider now a bounded operator $A$ on $\mathcal{H}_{\gamma}$. The Berezin (covariant) symbol of $A$ is the function defined on $\mathbb{C}^{n}$ by

$$
\begin{equation*}
s_{\gamma}(A)(z)=\frac{\left\langle A e_{z}^{\gamma}, e_{z}^{\gamma}\right\rangle_{\gamma}}{\left\langle e_{z}^{\gamma}, e_{z}^{\gamma}\right\rangle_{\gamma}} \tag{2.1}
\end{equation*}
$$

and the double Berezin symbol of $A$ is the function defined by

$$
\begin{equation*}
S_{\gamma}(A)(z, w)=\frac{\left\langle A e_{w}^{\gamma}, e_{z}^{\gamma}\right\rangle_{\gamma}}{\left\langle e_{w}^{\gamma}, e_{z}^{\gamma}\right\rangle_{\gamma}} \tag{2.2}
\end{equation*}
$$

for $z, w \in \mathbb{C}^{n}$ such that $\left\langle e_{z}^{\gamma}, e_{w}^{\gamma}\right\rangle_{\gamma} \neq 0$ (see [3], [4] and [5]). The function $S_{\gamma}(A)$ is holomorphic in the variable $z$ and anti-holomorphic in the variable $w$. Moreover, we can reconstruct the operator $A$ from its double symbol $S_{\gamma}(A)$ by the following integral formula (see [14]):

$$
\begin{equation*}
A f(z)=\int_{\mathbb{C}^{n}} f(w) S_{\gamma}(A)(z, w)\left\langle e_{w}^{\gamma}, e_{z}^{\gamma}\right\rangle_{\gamma} d \mu_{\gamma}(w) \tag{2.3}
\end{equation*}
$$

From this, we deduce immediately an integral formula for $\langle A f, g\rangle_{\gamma}$ which we require later

$$
\begin{equation*}
\langle A f, g\rangle_{\gamma}=\int_{\mathbb{C}^{n} \times \mathbb{C}^{n}} f(w) \overline{g(z)} S_{\gamma}(A)(z, w)\left\langle e_{w}^{\gamma}, e_{z}^{\gamma}\right\rangle_{\gamma} d \mu_{\gamma}(z) d \mu_{\gamma}(w) \tag{2.4}
\end{equation*}
$$

For $g \in G_{0}$, the Berezin symbol of the operator $\rho_{\gamma}(g)$ is easily obtained from the reproducing property:

$$
\begin{equation*}
S_{\gamma}\left(\rho_{\gamma}(g)\right)(z, w)=\exp \left(i \gamma c-\frac{1}{4} \gamma\left(|a|^{2}+|b|^{2}\right)+\frac{1}{2}(b+i a)^{t} z-\frac{1}{2} \bar{w}^{t}(b-i a)\right) \tag{2.5}
\end{equation*}
$$

Moreover, for $X=\sum_{k=1}^{n} a_{k} X_{k}+\sum_{k=1}^{n} b_{k} Y_{k}+c \tilde{Z} \in \mathfrak{g}_{0}$, we have

$$
\begin{equation*}
S_{\gamma}\left(d \rho_{\gamma}(X)\right)(z, w)=\frac{1}{2}(b+i a)^{t} z+\frac{1}{2}(i a-b)^{t} \bar{w}+i \gamma c \tag{2.6}
\end{equation*}
$$

Let us introduce the parametrization $\psi_{\gamma}$ of the orbit $\mathcal{O}_{\gamma}$ defined by

$$
\psi_{\gamma}(z)=(\operatorname{Re} z) X^{*}+(\operatorname{Im} z) Y^{*}+\gamma \tilde{Z}^{*}
$$

with obvious notation. Then, for all $z \in \mathbb{C}^{n}, X \in \mathfrak{g}_{0}$, we have

$$
\begin{equation*}
S_{\gamma}\left(d \rho_{\gamma}(X)\right)(z, z)=i\left\langle\psi_{\gamma}(z), X\right\rangle \tag{2.7}
\end{equation*}
$$

## 3. Berezin quantization for a compact semisimple Lie group

In this section, we introduce some notation and we recall some results from the paper [12] in which we realized the unitary irreducible representations of a compact semisimple Lie group as representations on a Hilbert space of complex polynomials.

Let $G$ be a connected simply-connected semisimple compact Lie group. Let $T$ be a maximal torus of $G$ and $\Delta$ be the root system of $G$ relative to $T$. Let $\Delta^{+} \subset \Delta$ be a system of positive roots. Let $\mathfrak{g}$ and $\mathfrak{t}$ be the Lie algebras of $G$ and $T$, respectively. We denote by $\mathfrak{g}^{c}$ and $\mathfrak{t}^{c}$ the complexifications of $\mathfrak{g}$ and $\mathfrak{t}$. Let $G^{c}$ and $T^{c}$ be the connected complex Lie groups whose Lie algebras are $\mathfrak{g}^{c}$ and $\mathfrak{t}^{c}$.

Let $\beta$ be the Killing form on $\mathfrak{g}^{c}$, that is, $\beta(X, Y)=\operatorname{Tr}(\operatorname{ad} X \operatorname{ad} Y)$ for $X, Y \in \mathfrak{g}^{c}$. For each $\lambda \in\left(\mathfrak{t}^{c}\right)^{*}$, we denote by $H_{\lambda}$ the element of $\mathfrak{t}^{c}$ satisfying $\beta\left(H, H_{\lambda}\right)=\lambda(H)$ for all $H \in \mathfrak{t}^{c}$. For $\lambda, \mu \in\left(\mathfrak{t}^{c}\right)^{*}$, we set $(\lambda, \mu):=\beta\left(H_{\lambda}, H_{\mu}\right)$.

Now, we fix $\lambda \in\left(\mathfrak{t}^{c}\right)^{*}$ real-valued on $i \mathfrak{t}$. Then $i H_{\lambda}$ lies in $\mathfrak{g}$. Let $T_{1} \subset G$ be the torus generated by $\exp \left(i H_{\lambda}\right)$. We can apply to $T_{1}$ the construction of [36], Section 6.2. Let $H$ be the centralizer of $T_{1}$ in $G$. Clearly, $T \subset H$ and the root system of $H$ relative to $T$ is $\Delta_{1}=\{\alpha \in \Delta /(\lambda, \alpha)=0\}$. Let $\mathfrak{h}$ be the Lie algebra of $H, \mathfrak{h}^{c}$ be the complexification of $\mathfrak{h}$ and $H^{c}$ be the connected subgroup of $G^{c}$ corresponding to $\mathfrak{h}^{c}$. Let $\mathfrak{g}^{c}=\mathfrak{t}^{c} \oplus \sum_{\alpha \in \Delta} \mathfrak{g}_{\alpha}$ be the root space decomposition of $\mathfrak{g}^{c}$. Let $\Delta_{1}^{+}=\Delta^{+} \cap \Delta_{1}$ and $\Phi=\Delta^{+} \backslash \Delta_{1}^{+}$. We set $\mathfrak{n}^{+}=\sum_{\alpha \in \Phi} \mathfrak{g}_{\alpha}$ and $\mathfrak{n}^{-}=\sum_{\alpha \in \Phi} \mathfrak{g}_{-\alpha}$. Then, by [36], 6.2.1, $\mathfrak{n}^{+}$and $\mathfrak{n}^{-}$are nilpotent Lie algebras satisfying $\left[\mathfrak{h}^{c}, \mathfrak{n}^{ \pm}\right] \subset \mathfrak{n}^{ \pm}$and we have the decompositions

$$
\begin{equation*}
\mathfrak{g}^{c}=\mathfrak{h}^{c} \oplus \mathfrak{n}^{+} \oplus \mathfrak{n}^{-}, \quad \mathfrak{h}^{c}=\mathfrak{t}^{c} \oplus \sum_{\alpha \in \Delta_{1}^{+}} \mathfrak{g}_{\alpha} \oplus \sum_{\alpha \in \Delta_{1}^{+}} \mathfrak{g}_{-\alpha} . \tag{3.1}
\end{equation*}
$$

We denote by $N^{+}$and $N^{-}$the analytic subgroups of $G^{c}$ with Lie algebras $\mathfrak{n}^{+}$ and $\mathfrak{n}^{-}$, respectively.

Let us consider the generalized flag manifold $M:=G / H$. A complex structure on $M$ is defined by the diffeomorphism $M=G / H \simeq G^{c} / H^{c} N^{-}$ [36], 6.2.11. We denote by $\tau: G^{c} \rightarrow M \simeq G^{c} / H^{c} N^{-}$the natural projection. Recall that (1) each $g$ in a dense open subset of $G^{c}$ has a unique Gauss decomposition $g=n^{+} h n^{-}$where $n^{+} \in N^{+}, h \in H^{c}$ and $n^{-} \in N^{-}$and (2) the $\operatorname{map} \sigma: Z \rightarrow \tau(\exp Z)$ is a holomorphic diffeomorphism from $\mathfrak{n}^{+}$onto a dense open subset of $M$ (see [25], Chapter VIII). Then the natural action of $G^{c}$ on $M \simeq G^{c} / H^{c} N^{-}$induces an action (defined almost everywhere) of $G^{c}$ on $\mathfrak{n}^{+}$. We denote by $g \cdot Z$ the action of $g \in G^{c}$ on $Z \in \mathfrak{n}^{+}$. Following [31], we introduce the projections $\kappa: N^{+} H^{c} N^{-} \rightarrow H^{c}$ and $\zeta: N^{+} H^{c} N^{-} \rightarrow N^{+}$. Then, for $g \in G^{c}$ and $Z \in \mathfrak{n}^{+}$, we have $g \cdot Z=\log \zeta(g \exp Z)$.

We set $(X+i Y)^{*}=-X+i Y$ for $X, Y \in \mathfrak{g}$ and we denote by $g \rightarrow g^{*}$ the involutive anti-automorphism of $G^{c}$ which is obtained by exponentiating $X+$ $i Y \rightarrow(X+i Y)^{*}$ to $G^{c}$. Also, let $\theta$ be the conjugation of $\mathfrak{g}^{c}$ with respect
to $\mathfrak{g}$ and let $\tilde{\theta}$ be the automorphism of $G^{c}$ for which $d \tilde{\theta}=\theta$. Then we have $\theta(X)=-X^{*}$ for $X \in \mathfrak{g}^{c}$ and $\tilde{\theta}(g)=\left(g^{*}\right)^{-1}$ for $g \in G^{c}$.

Let us assume, moreover, that $\lambda$ is integral and dominant i.e., $\frac{2 \lambda\left(H_{\alpha}\right)}{\alpha\left(H_{\alpha}\right)}$ is a nonnegative integer for each $\alpha \in \Delta^{+}$. Let $\chi_{0}$ be the unique character on $H$ such that $\lambda=\left.d \chi_{0}\right|_{\mathfrak{t}}$ and let $\chi_{\lambda}$ be the unique extension of $\chi_{0}$ to $H^{c} N^{-}$. There exists a unique (up to equivalence) unitary irreducible representation $\pi_{\lambda}$ of $G$ with highest weight $\lambda$. This representation is usually realized in the space of the holomorphic sections of the holomorphic line bundle $L_{\lambda}=G^{c} \times{ }_{\chi} \mathbb{C}$. Here, we use the realization of $\pi_{\lambda}$ which was obtained in [12] by trivializing $L_{\lambda}$ by means of the section $Z \in \mathfrak{n}^{+} \rightarrow[\exp Z, 1]$. Let $\chi_{\Lambda}$ be the character of $H^{c}$ corresponding to $\Lambda=\sum_{\alpha \in \Phi} \alpha$, that is, $\chi_{\Lambda}(h)=\operatorname{Det}_{\mathfrak{n}}+\operatorname{Ad}(h)$ for each $h \in H^{c}$. Then the $G$-invariant measure on $\mathfrak{n}^{+}$is $d \mu(Z)=\chi_{\Lambda}(k(Z)) d \mu_{L}(Z)$ where $k(Z):=\kappa\left(\exp Z^{*} \exp Z\right)$ and $d \mu_{L}(Z)$ is a Lebesgue measure on $\mathfrak{n}^{+}$[12], [31]. The representation space of $\pi_{\lambda}$ is the finite dimensional Hilbert space $\mathcal{H}_{\lambda}$ consisting of complex polynomials $f$ satisfying

$$
\begin{equation*}
\|f\|_{\lambda}^{2}:=\int_{\mathfrak{n}^{+}}|f(Z)|^{2} \chi_{\lambda}(k(Z)) c_{\lambda} d \mu(Z)<+\infty \tag{3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{\lambda}^{-1}=\int_{\mathfrak{n}^{+}} \chi_{\lambda}(k(Z)) d \mu(Z)<+\infty \tag{3.3}
\end{equation*}
$$

(see [12]). The representation $\pi_{\lambda}$ acts on $\mathcal{H}_{\lambda}$ as

$$
\begin{equation*}
\left(\pi_{\lambda}(g) f\right)(Z)=\chi_{\lambda}\left(\exp (-Z) g \exp \left(g^{-1} \cdot Z\right)\right) f\left(g^{-1} \cdot Z\right) \tag{3.4}
\end{equation*}
$$

For each $Z \in \mathfrak{n}^{+}$, there exists a unique element $e_{Z}^{\lambda}$ in $\mathcal{H}_{\lambda}$ (the coherent state) such that $f(Z)=\left\langle f, e_{Z}^{\lambda}\right\rangle_{\lambda}$ for all $f \in \mathcal{H}_{\lambda}$. Here $\langle\cdot, \cdot\rangle_{\lambda}$ denotes the scalar product on $\mathcal{H}_{\lambda}$. We have

$$
\begin{equation*}
e_{Z}^{\lambda}(W)=\chi_{\lambda}\left(\kappa\left(\exp Z^{*} \exp W\right)\right)^{-1} \tag{3.5}
\end{equation*}
$$

for $Z, W \in \mathfrak{n}^{+}$[12]. Another expression for the coherent states $e_{Z}^{\lambda}$ in terms of projected determinants can be found in [2].

Remarks 3.1. (1) We have $e_{0}^{\lambda}(W) \equiv 1$ and $\|1\|_{\lambda}=1$.
(2) It is well known that, for any orthonormal basis $\left(f_{p}\right)$ of $\mathcal{H}_{\lambda}$, we have $e_{Z}^{\lambda}(W)=\sum_{p=1}^{\operatorname{dim} \mathcal{H}_{\lambda}} f_{p}(W) \overline{f_{p}(Z)}$. Taking $\left(f_{p}\right)$ so that $f_{1}=1$, we get

$$
\chi_{\lambda}(k(Z))^{-1} \geq 1
$$

for each $Z \in \mathfrak{n}^{+}$. In particular, this implies that $\mathcal{H}_{m \lambda} \subset \mathcal{H}_{(m+1) \lambda}$ for each $m \in \mathbb{Z}^{+}$. We shall see in the next section that $\bigcup_{m \in \mathbb{Z}^{+}} \mathcal{H}_{m \lambda}$ is the space of all complex polynomials on $\mathfrak{n}^{+}$.

As in Section 2, we can define the Berezin symbol $S_{\lambda}(A)(Z, W)$ of an operator $A$ on $\mathcal{H}_{\lambda}$. We also obtain an integral formula for $\langle A f, g\rangle_{\lambda}$ analogous to that of Section 2:

$$
\begin{align*}
\langle A f, g\rangle_{\lambda}= & \int_{\mathfrak{n}^{+} \times \mathfrak{n}^{+}} f(W) \overline{g(Z)} S_{\lambda}(A)(Z, W)\left\langle e_{W}^{\lambda}, e_{Z}^{\lambda}\right\rangle_{\lambda}  \tag{3.6}\\
& \times\left(\chi_{\lambda} \cdot \chi_{\Lambda}\right)(k(Z))\left(\chi_{\lambda} \cdot \chi_{\Lambda}\right)(k(W)) c_{\lambda}^{2} d \mu_{L}(Z) d \mu_{L}(W)
\end{align*}
$$

In [12], we give explicit expressions for the derived representation $d \pi_{\lambda}$ and for the Berezin symbols of $\pi_{\lambda}(g)$ and $d \pi_{\lambda}(X)$. In the following proposition, we recall some results from [12].

## Proposition 3.2.

(1) Let $g \in G$. We have

$$
\begin{equation*}
S_{\lambda}\left(\pi_{\lambda}(g)\right)(Z, W)=\chi_{\lambda}\left(\kappa\left(\exp W^{*} g^{-1} \exp Z\right)^{-1} \kappa\left(\exp W^{*} \exp Z\right)\right) \tag{3.7}
\end{equation*}
$$

(2) Let $X \in \mathfrak{g}^{c}$. We have

$$
\begin{equation*}
S_{\lambda}\left(d \pi_{\lambda}(X)\right)(Z, W)=\lambda\left(p_{\mathfrak{h}^{c}}\left(\operatorname{Ad}\left(\zeta\left(\exp W^{*} \exp Z\right)^{-1} \exp W^{*}\right) X\right)\right. \tag{3.8}
\end{equation*}
$$

where $p_{\mathfrak{h}^{c}}$ denotes the projection of $\mathfrak{g}^{c}$ onto $\mathfrak{h}^{c}$ in the decomposition (3.1).
Moreover, we can write

$$
\begin{equation*}
S_{\lambda}\left(d \pi_{\lambda}(X)\right)(Z, W)=i \beta\left(\psi_{\lambda}(Z, W), X\right) \tag{3.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi_{\lambda}(Z, W):=\operatorname{Ad}\left(\tilde{\theta}(\exp W) \zeta\left(\exp W^{*} \exp Z\right)\right)\left(-i H_{\lambda}\right) \tag{3.10}
\end{equation*}
$$

In particular, the map $\tilde{\psi}_{\lambda}: Z \rightarrow \psi_{\lambda}(Z, Z)$ is a diffeomorphism from $\mathfrak{n}^{+}$onto a dense open subset of the orbit $\mathcal{O}_{\lambda}$ of $-i H_{\lambda} \in \mathfrak{g}$ for the adjoint action of $G$.

The Berezin symbol of $\pi_{\lambda}(g)$ (sometimes called star exponential) plays a prominent role in the construction of the generalized Fourier transform for compact Lie groups [1], [37].

## 4. Some technical results

In this section, we keep the notation of Section 3. We establish a lower bound for the function $\varphi_{\lambda}(Z):=\chi_{\lambda}^{-1}\left(\kappa\left(\exp Z^{*} \exp Z\right)\right)$ on $\mathfrak{n}^{+}$.

Let us denote by $|\cdot|$ an arbitrary norm on $\mathfrak{g}^{c}$. Given a function $\psi$ from a subspace of $\mathfrak{g}^{c}$ to $\mathfrak{g}^{c}$ and $p \in \mathbb{Z}^{+}$, we write $\psi(X)=O\left(|X|^{p}\right)$ if there exist $M>0$ and $\varepsilon>0$ such that $|\psi(X)| \leq M|X|^{p}$ whenever $|X|<\varepsilon$.

We denote by $p_{\mathfrak{n}^{+}}$and $p_{\mathfrak{n}^{-}}$the projections on $\mathfrak{n}^{+}$and $\mathfrak{n}^{-}$in the direct decomposition (3.1). The following lemma is a consequence of the Baker-Campbell-Hausdorff formula (see [35] for instance).

## Lemma 4.1.

(1) For $X$ in a sufficiently small neighborhood of 0 in $\mathfrak{g}^{c}$, write

$$
\exp X=\exp Y \exp U \exp V
$$

with $Y \in \mathfrak{n}^{+}, U \in \mathfrak{h}^{c}$, and $V \in \mathfrak{n}^{-}$. Then we have

$$
\begin{equation*}
U=p_{\mathfrak{h}^{c}}(X)-\frac{1}{2} p_{\mathfrak{h}^{c}}\left(\left[p_{\mathfrak{n}^{+}}(X), p_{\mathfrak{n}^{-}}(X)\right]\right)+O\left(|X|^{3}\right) \tag{4.1}
\end{equation*}
$$

(2) For $Z$ and $W$ in a sufficiently small neighborhood of 0 in $\mathfrak{n}^{+}$, write

$$
\exp Z^{*} \exp W=\exp Y \exp U \exp V
$$

with $Y \in \mathfrak{n}^{+}, U \in \mathfrak{h}^{c}$, and $V \in \mathfrak{n}^{-}$. Then we have

$$
\begin{equation*}
U=p_{\mathfrak{h}^{c}}\left(\left[Z^{*}, W\right]\right)+O\left(\max (|Z|,|W|)^{3}\right) \tag{4.2}
\end{equation*}
$$

Proof. (1) We first show that $Y, U, V=O(|X|)$. Set

$$
U=u(X):=\log \kappa(\exp X)
$$

By differentiating $u$ at $X=0$, we get $d u(0)(X)=p_{\mathfrak{h}^{c}}(X)$ for each $X \in \mathfrak{g}^{c}$ (see [12], Proposition 4.1). Then, by writing the first-order Taylor formula for $u$ at 0 , we obtain $u(X)=O(|X|)$. Similarly, we find $Y, V=O(|X|)$.

Now, by the Baker-Campbell-Hausdorff formula, we have

$$
X=Y+U+V+\frac{1}{2}[Y, U]+\frac{1}{2}[Y, V]+\frac{1}{2}[U, V]+O\left(\max (|Y|,|U|,|V|)^{3}\right)
$$

for $X$ in a sufficiently small neighborhood of 0 in $\mathfrak{g}^{c}$. Since $[Y, U] \in \mathfrak{n}^{+}$and $[U, V] \in \mathfrak{n}^{-}$, this gives

$$
\begin{align*}
p_{\mathfrak{h}^{c}}(X) & =U+\frac{1}{2} p_{\mathfrak{h}^{c}}([Y, V])+O\left(|X|^{3}\right),  \tag{4.3}\\
p_{\mathfrak{n}^{+}}(X) & =Y+\frac{1}{2}[Y, U]+\frac{1}{2} p_{\mathfrak{n}^{+}}([Y, V])+O\left(|X|^{3}\right),  \tag{4.4}\\
p_{\mathfrak{n}^{-}}(X) & =V+\frac{1}{2}[U, V]+\frac{1}{2} p_{\mathfrak{n}^{-}}([Y, V])+O\left(|X|^{3}\right) . \tag{4.5}
\end{align*}
$$

Equalities (4.4) and (4.5) imply

$$
\begin{equation*}
\left[p_{\mathfrak{n}^{+}}(X), p_{\mathfrak{n}^{-}}(X)\right]=[Y, V]+O\left(|X|^{3}\right) \tag{4.6}
\end{equation*}
$$

Replacing (4.6) in (4.3), we then obtain the desired equality.
(2) Using the Baker-Campbell-Hausdorff formula again, (4.2) is an immediate consequence of (4.1).

Let us consider a Chevalley basis $\left(\tilde{E}_{\alpha}\right)_{\alpha \in \Delta} \cup\left(H_{\alpha}\right)_{\alpha \in \Delta_{s}}$ for $\mathfrak{g}^{c}$ (see for instance [29], Chapter 5). Here, $\Delta_{s}$ denotes the set of simple roots corresponding to $\Delta^{+}$. In particular, we have $\left[\tilde{E}_{\alpha}, \tilde{E}_{-\alpha}\right]=H_{\alpha}$ for $\alpha \in \Delta^{+}$. Note that $\mathfrak{g}$ is spanned by the elements $\frac{1}{2}\left(\tilde{E}_{\alpha}-\tilde{E}_{-\alpha}\right), \frac{1}{2 i}\left(\tilde{E}_{\alpha}+\tilde{E}_{-\alpha}\right)$ and $i H_{\alpha}$ for $\alpha \in \Delta^{+}$and that we have the property $\tilde{E}_{\alpha}^{*}=\tilde{E}_{-\alpha}$ for $\alpha \in \Delta$. Now, we introduce the basis $\left(E_{\alpha}\right)_{\alpha \in \Phi}$ for $\mathfrak{n}^{+}$defined by $E_{\alpha}=\frac{1}{\sqrt{(\lambda, \alpha)}} \tilde{E}_{\alpha} \quad(\alpha \in \Phi)$ and the corresponding

Euclidean norm defined by $|Z|=\left(\sum_{\alpha \in \Phi}\left|z_{\alpha}\right|^{2}\right)^{1 / 2}$ for $Z=\sum_{\alpha \in \Phi} z_{\alpha} E_{\alpha}$. Note that we have

$$
\begin{equation*}
\lambda\left(p_{\mathfrak{h}^{c}}\left(\left[Z, Z^{*}\right]\right)\right)=\lambda\left(\sum_{\alpha \in \Phi} \frac{1}{(\lambda, \alpha)}\left|z_{\alpha}\right|^{2} H_{\alpha}\right)=|Z|^{2} \tag{4.7}
\end{equation*}
$$

for each $Z \in \mathfrak{n}^{+}$. In the following proposition, we give some properties of the function $\varphi_{\lambda}$.

## Proposition 4.2.

(1) For $Z \in \mathfrak{n}^{+}$close to 0 , we have $\varphi_{\lambda}(Z)=1+|Z|^{2}+O\left(|Z|^{3}\right)$.
(2) Let $H \in i t$ such that $\beta(H):=\max _{\alpha \in \Delta^{+}} \alpha(H)<0$. Then, for $Z \in \mathfrak{n}^{+}$, we have

$$
\begin{equation*}
\varphi_{\lambda}(\operatorname{Ad}(\exp H) Z) \leq 1+e^{2 \beta(H)}\left(\varphi_{\lambda}(Z)-1\right) \tag{4.8}
\end{equation*}
$$

(3) For each $Z \in \mathfrak{n}^{+}$, we have $\varphi_{\lambda}(Z) \geq 1$ with equality if and only if $Z=0$.
(4) There exist $r>0$ and $C>0$ such that $C|Z|^{r} \leq \varphi_{\lambda}(Z)$ if $|Z| \geq 1$.

Proof. (1) Set $U:=\log \kappa\left(\exp Z^{*} \exp Z\right)$. By (2) of Lemma 4.1, we have that

$$
U=p_{\mathfrak{h}^{c}}\left(\left[Z^{*}, Z\right]\right)+O\left(|Z|^{3}\right)=-\sum_{\alpha \in \Phi} \frac{1}{(\lambda, \alpha)}\left|z_{\alpha}\right|^{2} H_{\alpha}+O\left(|Z|^{3}\right)
$$

Then $d \chi_{\lambda}(U)=\lambda(U)=-|Z|^{2}+O\left(|Z|^{3}\right)$. Hence,

$$
\varphi_{\lambda}(Z)=\chi_{\lambda}^{-1}\left(\kappa\left(\exp Z^{*} \exp Z\right)\right)=e^{-\lambda(U)}=1+|Z|^{2}+O\left(|Z|^{3}\right)
$$

(2) We argue as in the proofs of [24], Lemma 88 and [30], Corollary 7.18. We also denote by $\pi_{\lambda}$ the extension of $\pi_{\lambda}$ to $G^{c}$ and by $\pi_{\lambda}^{*}$ the contragredient representation to $\pi_{\lambda}$. Recall that $\pi_{\lambda}$ is a highest weight representation with highest weight $\lambda$ and unit highest weight vector $f_{0} \equiv 1$. Denote by $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{l}, \lambda$ the weights of $\pi_{\lambda}$. Note that (1) $\pi_{\lambda}\left(N^{+}\right)$fixes $f_{0}$, (2) for each $h \in H^{c}$ we have $\pi_{\lambda}(h) f_{0}=\chi_{\lambda}(h) f_{0}$ and (3) for $y \in N^{-}, \pi_{\lambda}(y) f_{0}$ is of the form $f_{0}+\sum_{j=1}^{l} f_{j}$ with $f_{j}$ in the weight space for the weight $\lambda_{j}<\lambda$.

Now, we obtain an expression for $\varphi_{\lambda}(Z)$ in terms of $\pi_{\lambda}^{*}$ as follows. For $Z \in \mathfrak{n}^{+}$, write $\exp Z^{*} \exp Z=z h y$ with $z \in N^{+}, h \in H^{c}$ and $y \in N^{-}$. Then, we have

$$
\begin{aligned}
\left\|\pi_{\lambda}^{*}(\exp Z) f_{0}\right\|_{\lambda}^{2} & =\left\langle f_{0}, \pi_{\lambda}\left(\exp Z^{*} \exp Z\right)^{-1} f_{0}\right\rangle_{\lambda} \\
& =\left\langle f_{0}, \chi_{\lambda}(h)^{-1} \pi_{\lambda}\left(y^{-1}\right) f_{0}\right\rangle_{\lambda}
\end{aligned}
$$

and taking into account that the weight spaces for distinct weights are orthogonal, we get

$$
\begin{equation*}
\left\|\pi_{\lambda}^{*}(\exp Z) f_{0}\right\|_{\lambda}^{2}={\overline{\chi_{\lambda}(h)}}^{-1}=\overline{\chi_{\lambda}^{-1}\left(\kappa\left(\exp Z^{*} \exp Z\right)\right)}=\varphi_{\lambda}(Z) \tag{4.9}
\end{equation*}
$$

Note that the weights of $\pi_{\lambda}^{*}$ are $-\lambda_{1}, \ldots,-\lambda_{l},-\lambda$. Then, for $Z \in \mathfrak{n}^{+}$, we can write $\pi_{\lambda}^{*}(\exp Z) f_{0}=f_{0}+\sum_{j=1}^{l} f_{j}$ with $f_{j}$ in the weight space for the weight
$-\lambda_{j}$ for $j=1,2, \ldots, l$. Consider $a=\exp H$ where $H \in i$ it satisfies $\beta(H)=$ $\max _{\alpha \in \Delta^{+}} \alpha(H)<0$. Then we have

$$
\pi_{\lambda}^{*}\left(a(\exp Z) a^{-1}\right) f_{0}=f_{0}+\sum_{j=1}^{l} e^{\left(\lambda-\lambda_{j}\right)(H)} f_{j}
$$

Thus,

$$
\begin{equation*}
\varphi_{\lambda}(\operatorname{Ad}(a) Z)=\left\|\pi_{\lambda}^{*}\left(a(\exp Z) a^{-1}\right) f_{0}\right\|_{\lambda}^{2}=1+\sum_{j=1}^{l} e^{2\left(\lambda-\lambda_{j}\right)(H)}\left\|f_{j}\right\|_{\lambda}^{2} \tag{4.10}
\end{equation*}
$$

But for each $j=1,2, \ldots, l, \lambda-\lambda_{j}$ is of the form $\sum_{\alpha \in \Delta^{+}} n_{\alpha} \alpha$ where the $n_{\alpha} \in \mathbb{Z}^{+}$ are not all equal to 0 . This implies that $\left(\lambda-\lambda_{j}\right)(H) \leq \beta(H)$ and equality (4.10) gives

$$
\varphi_{\lambda}(\operatorname{Ad}(a) Z) \leq 1+e^{2 \beta(H)} \sum_{j=1}^{l}\left\|f_{j}\right\|_{\lambda}^{2} \leq 1+e^{2 \beta(H)}\left(\varphi_{\lambda}(Z)-1\right)
$$

(3) By 2 of Remark 3.1, we already have $\varphi_{\lambda}(Z) \geq 1$ for $Z \in \mathfrak{n}^{+}$. Now consider $Z=\sum_{\alpha \in \Phi} z_{\alpha} E_{\alpha} \in \mathfrak{n}^{+} \backslash(0)$ such that $\varphi_{\lambda}(Z)=1$. Let $H \in i t$ as above. Then by $(4.8)$, we have $\varphi_{\lambda}(\operatorname{Ad}(\exp t H) Z) \leq 1$ for all $t>0$. Since $\operatorname{Ad}(\exp t H) Z=\sum_{\alpha \in \Phi} z_{\alpha} e^{t \alpha(H)} E_{\alpha}$ goes to 0 as $t \rightarrow+\infty$, we get a contradiction to 1 .
(4) We set $c=\inf _{|Z|=1} \varphi_{\lambda}(Z)$. By 3 , we have $c>1$. Now, let $Z \in \mathfrak{n}^{+}$ such that $|Z| \geq 1$. Fix $H \in i t$ as above. Then there exists $t>0$ such that $|\operatorname{Ad}(\exp t H) Z|^{2}=\sum_{\alpha \in \Phi}\left|z_{\alpha}\right|^{2} e^{2 t \alpha(H)}=1$. Thus, we have $e^{2 \gamma(H) t}|Z|^{2} \leq 1$ where $\gamma(H):=\min _{\alpha \in \Phi} \alpha(H)<0$. Applying (4.8), we get $(c-1) e^{-2 \beta(H) t} \leq$ $\varphi_{\lambda}(Z)$. Finally, we obtain $(c-1)|Z|^{r} \leq \varphi_{\lambda}(Z)$ where $r=2 \beta(H) / \gamma(H)>0$.

Remark 4.3. Let us consider the Iwasawa decomposition $G^{c}=G A N$ where $A=\exp (i \mathfrak{t})$ and $N=\exp \left(\sum_{\alpha \in \Delta^{+}} \mathfrak{g}_{-\alpha}\right)$ (see [25], Chapter VI, Theorem 6.3). Let $Z \in \mathfrak{n}^{+}$. Write $\exp Z=k a n$ with $k \in G, a \in A$ and $n \in N$. Since $k^{*}=k^{-1}$ and $a^{*}=a$ we have that $\exp Z^{*} \exp Z=n^{*} a^{2} n$ and then $\kappa\left(\exp Z^{*} \exp Z\right)=$ $\kappa(n)^{*} a^{2} \kappa(n)$. This gives $\varphi_{\lambda}(Z)=\chi_{\lambda}^{-1}\left(a^{2}\right)=\chi_{\lambda}^{-2}(\exp H(\exp Z))$ where $H$ is the so-called $H$-function corresponding to the Iwasawa decomposition $G^{c}=$ $G A N[30]$. So, we have related the function $\varphi_{\lambda}$ to the $H$-function for which we find some estimates in the literature, see for instance [16], Lemma 6.1. This gives an alternative proof of Statement 4 of Proposition 4.2.

Proposition 4.4. There exists a constant $C>0$ and a positive integer $m_{0}$ such that for each integer $m \geq m_{0}$ and each $Z \in \mathfrak{n}^{+}$, we have $\varphi_{m \lambda}(Z) \geq$ $1+C|Z|^{2}$.

Proof. With the notation of the previous proposition, we fix $m_{0} \in \mathbb{Z}$ such that $r m_{0} \geq 2$. Then for $|Z| \geq 1$, we have

$$
\varphi_{m_{0} \lambda}(Z)=\varphi_{\lambda}(Z)^{m_{0}} \geq c|Z|^{r m_{0}} \geq c|Z|^{2}
$$

From this and Proposition 4.2, we easily deduce that

$$
C:=\inf _{Z \in \mathfrak{n}^{+}} \frac{\varphi_{m_{0} \lambda}(Z)-1}{|Z|^{2}}>0 .
$$

Hence, for $m \geq m_{0}$ and $Z \in \mathfrak{n}^{+}$, we have $\varphi_{m \lambda}(Z) \geq \varphi_{m_{0} \lambda}(Z) \geq 1+C|Z|^{2}$.
A natural question is whether there exists a constant $C>0$ such that $\varphi_{\lambda}(Z) \geq 1+C|Z|^{2}$ for each $Z \in \mathfrak{n}^{+}$.

Corollary 4.5. Let $\mathcal{P}$ denote the space of complex polynomials on $\mathfrak{n}^{+}$. Then $\mathcal{P}=\bigcup_{m \geq 1} \mathcal{H}_{m \lambda}$.

Proof. Let $f \in \mathcal{P}$. By Proposition 4.4, we can choose $m_{0}$ sufficiently large so that $\chi_{m_{0} \lambda}(k(Z)) \leq\left(1+C|Z|^{2}\right)^{-1}$ for each $Z \in \mathfrak{n}^{+}$. Then for each integer $N>0$, we have $|f(Z)|^{2} \chi_{N m_{0} \lambda}(k(Z)) \leq\left(1+C|Z|^{2}\right)^{-N}$ for each $Z \in \mathfrak{n}^{+}$. Hence, for $N$ sufficiently large, we have $\|f\|_{N m_{0} \lambda}<+\infty$ i.e. $f \in \mathcal{H}_{N m_{0} \lambda}$.

## 5. Contraction of $G$ to the Heisenberg group

We retain the notation from the previous sections. In particular, we fix a real number $\gamma>0$ as in Section 2 and an integral dominant weight $\lambda$ as in Section 3. Let us introduce some additional notation. Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ be an enumeration of $\Phi$. For $k=1,2, \ldots, n$, we set $X_{k}=\frac{1}{2 i}\left(E_{\alpha_{k}}+E_{-\alpha_{k}}\right)$, $Y_{k}=\frac{1}{2}\left(E_{\alpha_{k}}-E_{-\alpha_{k}}\right)$ and $\tilde{Z}=\frac{1}{2(\lambda, \lambda)} i H_{\lambda}$. Let $\mathfrak{g}_{0}$ be the subspace of $\mathfrak{g}$ generated by $X_{k}, Y_{k}, k=1,2, \ldots, n$ and $\tilde{Z}$. Let $p_{0}$ be the orthogonal projection of $\mathfrak{g}$ on the line generated by $\tilde{Z}$ with respect to the Killing form. For $r>0$, we denote by $C_{r}$ the linear isomorphism of $\mathfrak{g}$ defined by $C_{r}=r^{2} p_{0}+r\left(I d-p_{0}\right)$. We introduce the Lie bracket on $\mathfrak{g}$ defined by

$$
[X, Y]_{0}=\lim _{r \rightarrow 0} C_{r}^{-1}\left(\left[C_{r}(X), C_{r}(Y)\right]\right)
$$

Lemma 5.1.
(1) For $X$ and $Y$ in $\mathfrak{g}$, we have $[X, Y]_{0}=p_{0}\left(\left[\left(I d-p_{0}\right)(X),\left(I d-p_{0}\right)(Y)\right]\right)$.
(2) The Lie algebra $\left(\mathfrak{g}_{0},[\cdot, \cdot]_{0}\right)$ is a Heisenberg algebra. In the basis $X_{k}, Y_{k}$, $k=1,2, \ldots, n, \tilde{Z}$ of $\mathfrak{g}_{0}$, the only nontrivial brackets are $\left[X_{k}, Y_{k}\right]_{0}=\tilde{Z}$.
(3) The Lie algebra $\left(\mathfrak{g},[\cdot, \cdot]_{0}\right)$ is isomorphic as a Lie algebra to the product of the Heisenberg algebra $\left(\mathfrak{g}_{0},[\cdot, \cdot]_{0}\right)$ by an Abelian Lie algebra of dimension $\operatorname{dim} \mathfrak{g}-\operatorname{dim} \mathfrak{g}_{0}$.

Proof. Direct computation.

We denote also by $C_{r}$ the restriction of $C_{r}$ to $\mathfrak{g}_{0}$. Then we have

$$
C_{r}\left(\sum_{k=1}^{n} a_{k} X_{k}+\sum_{k=1}^{n} b_{k} Y_{k}+c \tilde{Z}\right)=r\left(\sum_{k=1}^{n} a_{k} X_{k}+\sum_{k=1}^{n} b_{k} Y_{k}\right)+r^{2} c \tilde{Z}
$$

and it is immediate from Lemma 5.1 that that $C_{r}: \mathfrak{g}_{0} \rightarrow \mathfrak{g}$ is a contraction of $\mathfrak{g}$ to $\mathfrak{g}_{0}$ in the sense of [11], Section 4. The corresponding contraction of $G$ to the Heisenberg group $G_{0}$ with Lie algebra $\mathfrak{g}_{0}$ is the map $c_{r}: G_{0} \rightarrow G$ defined by $c_{r}\left(\exp _{G_{0}}(X)\right)=\exp _{G}\left(C_{r}(X)\right)$.

In the following proposition, we describe how the parametrizations of the orbits $\mathcal{O}_{m \lambda}$ and $\mathcal{O}_{\gamma}$ (see Sections 2 and 3) are related in the contraction process. In the rest of the paper, we identify $\mathfrak{n}^{+}$with $\mathbb{C}^{n}$ by means of the linear isomorphism $\left(z_{1}, z_{2}, \ldots, z_{n}\right) \rightarrow Z=\sum_{k=1}^{n} z_{k} E_{\alpha_{k}}$.

Proposition 5.2. Let $r(m)$ be a sequence of $] 0,1]$ satisfying

$$
\lim _{m \rightarrow+\infty} m r(m)^{2}=2 \gamma
$$

Then, for each $X \in \mathfrak{g}_{0}$ and each $Z \in \mathfrak{n}^{+}$, we have

$$
\begin{equation*}
\lim _{m \rightarrow+\infty} \beta\left(\psi_{m \lambda}(Z / \sqrt{2 \gamma m}), C_{r(m)}(X)\right)=\left\langle\psi_{\gamma}(Z), X\right\rangle \tag{5.1}
\end{equation*}
$$

Proof. Assume that $X=X_{k}$ or $X=Y_{k}$. Then $C_{r(m)}(X)=r(m) X$. Taking equality (3.10) into account, we have

$$
\begin{aligned}
& \beta\left(\psi_{m \lambda}(Z / \sqrt{2 \gamma m}), C_{r(m)}(X)\right) \\
& \quad=-i m r(m) \beta\left(\operatorname{Ad}\left(\zeta\left(\exp \left(Z^{*} / \sqrt{2 \gamma m}\right) \exp (Z / \sqrt{2 \gamma m})\right)\right) H_{\lambda}\right. \\
& \left.\quad \operatorname{Ad} \tilde{\theta}(\exp (Z / \sqrt{2 \gamma m}))^{-1} X\right)
\end{aligned}
$$

In order to study the behavior of this expression as $m \rightarrow+\infty$, we need a first-order Taylor formula for the function

$$
F(t)=\beta\left(\operatorname{Ad}\left(\zeta\left(\exp \left(t Z^{*}\right) \exp (t Z)\right)\right) H_{\lambda}, \operatorname{Ad} \tilde{\theta}(\exp (t Z))^{-1} X\right)
$$

at $t=0$. We have $F(0)=0$ and $F^{\prime}(0)=\beta\left(\left[d \zeta(e)\left(Z^{*}+Z\right), H_{\lambda}\right], X\right)+\beta\left(H_{\lambda}\right.$, [ $\left.Z^{*}, X\right]$ ). Since by [12], Proposition 4.1, we have

$$
d \zeta(e)\left(Z^{*}+Z\right)=p_{\mathfrak{n}^{+}}\left(Z^{*}+Z\right)=Z,
$$

we then obtain

$$
\begin{equation*}
F(t)=\beta\left(H_{\lambda},\left[Z^{*}-Z, X\right]\right) t+o(t) \tag{5.2}
\end{equation*}
$$

If $X=X_{k}$, then $\beta\left(H_{\lambda},\left[Z^{*}-Z, X\right]\right)=-\frac{1}{2 i}\left(z_{k}+\bar{z}_{k}\right)$ and (5.2) implies

$$
\lim _{m \rightarrow+\infty} \beta\left(\psi_{m \lambda}(Z / \sqrt{2 \gamma m}), C_{r(m)}(X)\right)=\frac{1}{2}\left(z_{k}+\bar{z}_{k}\right)=\operatorname{Re} z_{k}
$$

Similarly, if $X=Y_{k}$ then $\beta\left(H_{\lambda},\left[Z^{*}-Z, X\right]\right)=\frac{1}{2}\left(z_{k}-\bar{z}_{k}\right)$ and

$$
\lim _{m \rightarrow+\infty} \beta\left(\psi_{m \lambda}(Z / \sqrt{2 \gamma m}), C_{r(m)}(X)\right)=-\frac{i}{2}\left(z_{k}-\bar{z}_{k}\right)=\operatorname{Im} z_{k}
$$

Finally, if $X=\tilde{Z}$ then we immediately obtain

$$
\lim _{m \rightarrow+\infty} \beta\left(\psi_{m \lambda}(Z / \sqrt{2 \gamma m}), C_{r(m)}(X)\right)=\gamma
$$

Comparing with (2.7), we obtain (5.1).

## 6. Contraction of operators

In order to simplify the notation, we write $\pi_{m}, \mathcal{H}_{m},\langle\cdot, \cdot\rangle_{m}, \chi_{m}, c_{m}, S_{m}$ instead of $\pi_{m \lambda}, \mathcal{H}_{m \lambda},\langle\cdot, \cdot\rangle_{m \lambda}, \chi_{m \lambda}, c_{m \lambda}, S_{m \lambda}$, respectively. Moreover, we fix the Lebesgue measure $d \mu_{L}(Z)$ on $\mathfrak{n}^{+}$as follows. Writing $Z=\sum_{k=1}^{n} z_{k} E_{\alpha_{k}}$ and, for $k=1,2, \ldots, n, z_{k}=x_{k}+i y_{k}, x_{k}, y_{k} \in \mathbb{R}$, we take $d \mu_{L}(Z)=d x_{1} d y_{1} \cdots d x_{n} d y_{n}$. Recall also that we have set $k(Z):=\kappa\left(\exp Z^{*} \exp Z\right)$ for $Z \in \mathfrak{n}^{+}$.

Lemma 6.1.
(1) For $Z \in \mathfrak{n}^{+}$, we have

$$
\begin{equation*}
\lim _{m \rightarrow+\infty} \chi_{m}(k(Z / \sqrt{2 \gamma m}))=e^{-|Z|^{2} / 2 \gamma} . \tag{6.1}
\end{equation*}
$$

(2) For $Z, W \in \mathfrak{n}^{+}$, we have

$$
\begin{equation*}
\lim _{m \rightarrow+\infty}\left\langle e_{W / \sqrt{2 \gamma m}}^{m}, e_{Z / \sqrt{2 \gamma m}}^{m}\right\rangle_{m}=\left\langle e_{W}^{\gamma}, e_{Z}^{\gamma}\right\rangle_{\gamma} \tag{6.2}
\end{equation*}
$$

(3) We have

$$
\begin{equation*}
\lim _{m \rightarrow+\infty} c_{m}^{-1}(2 \gamma m)^{n}=\int_{\mathfrak{n}^{+}} e^{-|Z|^{2} / 2 \gamma} d \mu_{L}(Z)=(2 \pi \gamma)^{n} . \tag{6.3}
\end{equation*}
$$

Proof. (1) Fix $Z \in \mathfrak{n}^{+}$. Note that $\chi_{m}=\chi_{\lambda}^{m}$. By 1 of Proposition 4.2, we have

$$
\begin{aligned}
\log \chi_{m}(k(Z / \sqrt{2 \gamma m})) & =-m \log \chi_{\lambda}^{-1}(k(Z / \sqrt{2 \gamma m})) \\
& =-m \log \varphi_{\lambda}(Z / \sqrt{2 \gamma m}) \\
& =-m(|Z| / \sqrt{2 \gamma m})^{2}+O(1 / \sqrt{m}) \\
& =-(1 / 2 \gamma)|Z|^{2}+O(1 / \sqrt{m}) .
\end{aligned}
$$

Statement 1 then follows.
(2) See the proof of Proposition 7.1. Note that the present lemma is not used in the proof of Proposition 7.1.
(3) Recall that

$$
c_{m}^{-1}=\int_{\mathfrak{n}^{+}}\left(\chi_{m} \cdot \chi_{\Lambda}\right)(k(Z)) d \mu_{L}(Z)
$$

Changing variables $Z \rightarrow Z / \sqrt{2 \gamma m}$ in this integral, we get

$$
c_{m}^{-1}(2 \gamma m)^{n}=\int_{\mathfrak{n}^{+}}\left(\chi_{m} \cdot \chi_{\Lambda}\right)(k(Z / \sqrt{2 \gamma m})) d \mu_{L}(Z)
$$

By 1 , the integrand $I_{m}(Z):=\left(\chi_{m} \cdot \chi_{\Lambda}\right)(k(Z / \sqrt{2 \gamma m}))$ satisfies

$$
\lim _{m \rightarrow+\infty} I_{m}(Z)=e^{-|Z|^{2} / 2 \gamma}
$$

In order to obtain 3, it suffices to verify that the Lebesgue dominated convergence theorem can be applied. This can be done as follows. By Proposition 4.4, there exist a constant $C>0$ and an integer $m_{0}>0$ such that $\chi_{m_{0}}^{-1}(k(Z)) \geq 1+C|Z|^{2}$ for each $Z \in \mathfrak{n}^{+}$. For $m \in \mathbb{Z}^{+}$, we set $N(m)=\left[\frac{m}{m_{0}}\right]$. Fix $N_{0} \in \mathbb{Z}^{+}$. There exists $m_{1} \in \mathbb{Z}^{+}$such that $N(m) \geq N_{0}$ whenever $m \geq m_{1}$. Noting that $\chi_{\Lambda} \cdot \chi_{m} \leq \chi_{m} \leq \chi_{m_{0} N(m)} \leq \chi_{m_{0}}^{N(m)}$, for $m \geq m_{1}$ we have

$$
\begin{aligned}
\left(\chi_{\Lambda} \cdot \chi_{m}\right)(k(Z / \sqrt{2 \gamma m})) & \leq\left(1+N(m) \frac{\chi_{m_{0}}^{-1}(k(Z / \sqrt{2 \gamma m}))-1}{N(m)}\right)^{-N(m)} \\
& \leq\left(1+\frac{N(m)\left(\chi_{m_{0}}^{-1}(k(Z / \sqrt{2 \gamma m}))-1\right)}{N_{0}}\right)^{-N_{0}} \\
& \leq\left(1+C \frac{N(m)}{N_{0}} \frac{|Z|^{2}}{2 \gamma m}\right)^{-N_{0}} \\
& \leq\left(1+\frac{C}{4 \gamma m_{0} N_{0}}|Z|^{2}\right)^{-N_{0}}
\end{aligned}
$$

for each $Z \in \mathfrak{n}^{+}$. Here we have used the fact that if $N(m) \geq N_{0}$ then

$$
\left(1+\frac{x}{N_{0}}\right)^{N_{0}} \leq\left(1+\frac{x}{N(m)}\right)^{N(m)}
$$

for each $x \in \mathbb{R}^{+}$. Clearly, the function $Z \rightarrow\left(1+\left(C / 4 \gamma m_{0} N_{0}\right)|Z|^{2}\right)^{-N_{0}}$ is integrable on $\mathfrak{n}^{+}$for $N_{0} \geq 1$. This ends the proof.

Proposition 6.2. For each integer $m \geq 1$ let $A_{m}$ be an operator of $\mathcal{H}_{m}$. Let $A$ be a bounded operator of $\mathcal{H}_{\gamma}$. Assume that:
(i) The sequence $\left\|A_{m}\right\|_{o p}$ is bounded;
(ii) we have $\lim _{m \rightarrow+\infty} S_{m}\left(A_{m}\right)(Z / \sqrt{2 \gamma m}, W / \sqrt{2 \gamma m})=S_{\gamma}(A)(Z, W)$.

Then, for any complex polynomials $P$ and $Q$, we have

$$
\begin{equation*}
\lim _{m \rightarrow+\infty}\left\langle A_{m} P(\sqrt{2 \gamma m} \cdot), Q(\sqrt{2 \gamma m} \cdot)\right\rangle_{m}=\langle A P, Q\rangle_{\gamma} \tag{6.4}
\end{equation*}
$$

Proof. First, note that we can assume that $P$ and $Q$ are homogeneous without loss of generality. By Corollary 4.5, for $m$ sufficiently large we have $P \in$ $\mathcal{H}_{m}$ and $Q \in \mathcal{H}_{m}$ and, consequently, $P(\sqrt{2 \gamma m} \cdot) \in \mathcal{H}_{m}$ and $Q(\sqrt{2 \gamma m} \cdot) \in \mathcal{H}_{m}$.

By using (3.6), we express $\left\langle A_{m} P(\sqrt{2 \gamma m} \cdot), Q(\sqrt{2 \gamma m} \cdot)\right\rangle_{m}$ as an integral. Changing variables $(Z, W) \rightarrow(Z / \sqrt{2 \gamma m}, W / \sqrt{2 \gamma m})$ in this integral, we get

$$
\begin{align*}
& \left\langle A_{m} P(\sqrt{2 \gamma m} \cdot), Q(\sqrt{2 \gamma m} \cdot)\right\rangle_{m}  \tag{6.5}\\
& \quad=c_{m}^{2}(2 \gamma m)^{-2 n} \int_{\mathfrak{n}^{+} \times \mathfrak{n}^{+}} I_{m}(Z, W) d \mu_{L}(Z) d \mu_{L}(W)
\end{align*}
$$

where the integrand $I_{m}(Z, W)$ is given by

$$
\begin{aligned}
I_{m}(Z, W)= & P(W) \overline{Q(Z)} S_{m}\left(A_{m}\right)(Z / \sqrt{2 \gamma m}, W / \sqrt{2 \gamma m}) \\
& \times\left\langle e_{W / \sqrt{2 \gamma m}}^{m}, e_{Z / \sqrt{2 \gamma m}}^{m}\right\rangle_{m}\left(\chi_{m} \cdot \chi_{\lambda}\right)(k(Z / \sqrt{2 \gamma m})) \\
& \times\left(\chi_{m} \cdot \chi_{\lambda}\right)(k(W / \sqrt{2 \gamma m}))
\end{aligned}
$$

Note that, by 3 of Lemma 6.1, we have $\lim _{m \rightarrow+\infty} c_{m}^{2}(2 \gamma m)^{-2 n}=(2 \pi \gamma)^{-2 n}$. Moreover, by 1 of Lemma 6.1, we have

$$
\begin{aligned}
& \lim _{m \rightarrow+\infty} I_{m}(Z, W) \\
& \quad=P(W) \overline{Q(Z)} S_{\gamma}(A)(Z, W)\left\langle e_{W}^{\gamma}, e_{Z}^{\gamma}\right\rangle_{\gamma} e^{-|Z|^{2} / 2 \gamma} e^{-|W|^{2} / 2 \gamma}
\end{aligned}
$$

Now, as in the proof of Lemma 6.1, we want to verify that the Lebesgue dominated convergence theorem can be applied. To this aim, we write by using the Cauchy-Schwarz inequality

$$
\left|\left\langle A_{m} e_{W / \sqrt{2 \gamma m}}^{m}, e_{Z / \sqrt{2 \gamma m}}^{m}\right\rangle_{m}\right| \leq\left\|A_{m}\right\|_{o p}\left\|e_{Z / \sqrt{2 \gamma m}}^{m}\right\|_{m}\left\|e_{W / \sqrt{2 \gamma m}}^{m}\right\|_{m}
$$

This implies that
$\left|I_{m}(Z, W)\right| \leq|P(W)||Q(Z)|\left\|A_{m}\right\|_{o p} \chi_{\lambda}^{m / 2}(k(Z / \sqrt{2 \gamma m})) \chi_{\lambda}^{m / 2}(k(W / \sqrt{2 \gamma m}))$.
As seen in the proof of Lemma 6.1, for each integer $N_{0} \geq 0$ there exist a constant $C_{1}>0$ and an integer $m_{1}$ such that for each $m \geq m_{1}$ we have

$$
\chi_{\lambda}^{m / 2}(k(Z / \sqrt{2 \gamma m})) \leq\left(1+C_{1}|Z|^{2}\right)^{-N_{0} / 2}
$$

Hence, we obtain

$$
\begin{equation*}
\left|I_{m}(Z, W)\right| \leq C_{2}|P(W)||Q(Z)|\left(1+C_{1}|Z|^{2}\right)^{-N_{0} / 2}\left(1+C_{1}|W|^{2}\right)^{-N_{0} / 2} \tag{6.6}
\end{equation*}
$$

where $C_{2}$ is a constant. Now, we can choose $N_{0}$ sufficiently large so that the right-hand side of (6.6) is an integrable function on $\mathfrak{n}^{+} \times \mathfrak{n}^{+}$. This ends the proof.

Corollary 6.3. Let $P$ and $Q$ two homogeneous complex polynomials different to 0. Then we have

$$
\begin{equation*}
\lim _{m \rightarrow+\infty}\left\langle A_{m}\left(\|P\|_{m}^{-1} P\right),\|Q\|_{m}^{-1} Q\right\rangle_{m}=\left\langle A\left(\|P\|_{\gamma}^{-1} P\right),\|Q\|_{\gamma}^{-1} Q\right\rangle_{\gamma} \tag{6.7}
\end{equation*}
$$

Proof. Since $P$ and $Q$ are homogeneous, one has

$$
\begin{aligned}
& \left\langle A_{m}\left(\|P\|_{m}^{-1} P\right),\|Q\|_{m}^{-1} Q\right\rangle_{m} \\
& \quad=\|P(\sqrt{2 \gamma m} \cdot)\|_{m}^{-1}\|Q(\sqrt{2 \gamma m} \cdot)\|_{m}^{-1}\left\langle A_{m} P(\sqrt{2 \gamma m} \cdot), Q(\sqrt{2 \gamma m} \cdot)\right\rangle_{m}
\end{aligned}
$$

But applying Proposition 6.2 to the particular case $A_{m}=I d, A=I d$, we get

$$
\lim _{m \rightarrow+\infty}\langle P(\sqrt{2 \gamma m} \cdot), Q(\sqrt{2 \gamma m} \cdot)\rangle_{m}=\langle P, Q\rangle_{\gamma}
$$

Also, we have $\lim _{m \rightarrow+\infty}\|P(\sqrt{2 \gamma m} \cdot)\|_{m}=\|P\|_{\gamma}$. The desired result then follows from Proposition 6.2.

For each integer $m>0$, we denote by $B_{m}$ the linear isomorphism of $\mathcal{P}$ defined by $\left(B_{m} P\right)(Z)=P(Z / \sqrt{2 \gamma m})$.

Proposition 6.4. Under the assumptions of Proposition 6.2, we have

$$
\begin{equation*}
\lim _{m \rightarrow+\infty}\left(B_{m} A_{m} B_{m}^{-1}\right) P(Z)=A P(Z) \tag{6.8}
\end{equation*}
$$

for each complex polynomial $P$ and each $Z \in \mathfrak{n}^{+}$.
Proof. For each $Z \in \mathfrak{n}^{+}$, we express

$$
\left(B_{m} A_{m} B_{m}^{-1}\right) P(Z)=A_{m}\left(B_{m}^{-1} P\right)(Z / \sqrt{2 \gamma m})
$$

as an integral by using a formula for $A_{m}$ analogous to (2.3), and we proceed as in the proof of Proposition 6.2.

## 7. Contraction of representations

We retain the notation from the previous sections. In this section, we use the results of Section 6 in order to establish our main results on the contraction of the sequence $\pi_{m}$ to the representation $\rho_{\gamma}$ of $G_{0}$. As in Section 6, we consider a sequence $r(m)$ such that $\lim _{m \rightarrow+\infty} m r(m)^{2}=2 \gamma$.

Proposition 7.1. For $g_{0} \in G_{0}$ and $Z, W \in \mathfrak{n}^{+}$, we have

$$
\begin{equation*}
\lim _{m \rightarrow+\infty} S_{m}\left(\pi_{m}\left(c_{r(m)}\left(g_{0}\right)\right)\right)(Z / \sqrt{2 \gamma m}, W / \sqrt{2 \gamma m})=S_{\gamma}\left(\rho_{\gamma}\left(g_{0}\right)\right)(Z, W) . \tag{7.1}
\end{equation*}
$$

Proof. Let $Z, W \in \mathfrak{n}^{+}$and $g_{0}=\exp \left(\sum_{k=1}^{n} a_{k} X_{k}+\sum_{k=1}^{n} b_{k} Y_{k}+c \tilde{Z}\right) \in G_{0}$. Let

$$
\begin{aligned}
U_{m}:= & \log \kappa\left(\exp \left(Z^{*} / \sqrt{2 \gamma m}\right)\right. \\
& \left.\times \exp \left(-r(m)\left(\sum_{k=1}^{n} a_{k} X_{k}+\sum_{k=1}^{n} b_{k} Y_{k}\right)-r(m)^{2} c \tilde{Z}\right) \exp (W / \sqrt{2 \gamma m})\right) .
\end{aligned}
$$

We have to study the behavior of the sequence $u_{m}:=\chi_{\lambda}^{-m}\left(\exp U_{m}\right)$ as $m \rightarrow+\infty$. We proceed as in the proof of (1) of Lemma 6.1. From Lemma 4.1, we deduce that

$$
\begin{aligned}
U_{m}= & -r(m)^{2} c \tilde{Z}-\frac{r(m)^{2}}{2 \gamma} p_{\mathfrak{h}^{c}}\left(\left[Z^{*}, \Sigma\right]\right)-\frac{r(m)^{2}}{2 \gamma} p_{\mathfrak{h}^{c}}([\Sigma, W]) \\
& +\frac{r(m)^{2}}{4 \gamma^{2}} p_{\mathfrak{h}^{c}}\left(\left[Z^{*}, W\right]\right)-\frac{1}{2} r(m)^{2} p_{\mathfrak{h}^{c}}\left(\left[p_{\mathfrak{n}^{+}}(\Sigma), p_{\mathfrak{n}}-(\Sigma)\right]\right)+O\left(r(m)^{3}\right),
\end{aligned}
$$

where

$$
\Sigma:=\sum_{k=1}^{n}\left(a_{k} X_{k}+b_{k} Y_{k}\right)=\sum_{k=1}^{n}\left(\frac{1}{2 i}\left(a_{k}+i b_{k}\right) E_{\alpha_{k}}+\frac{1}{2 i}\left(a_{k}-i b_{k}\right) E_{-\alpha_{k}}\right)
$$

Noting that we have

$$
\begin{aligned}
p_{\mathfrak{h}^{c}}\left(\left[Z^{*}, \Sigma\right]\right) & =-\sum_{k=1}^{n} \frac{1}{2 i} \bar{z}_{k}\left(a_{k}+i b_{k}\right) \frac{1}{\left(\lambda, \alpha_{k}\right)} H_{\alpha_{k}} \quad \text { mod. } \mathfrak{n}_{1}^{+}+\mathfrak{n}_{1}^{-}, \\
p_{\mathfrak{h}^{c}}([\Sigma, W]) & =-\sum_{k=1}^{n} \frac{1}{2 i} w_{k}\left(a_{k}-i b_{k}\right) \frac{1}{\left(\lambda, \alpha_{k}\right)} H_{\alpha_{k}} \quad \text { mod. } \mathfrak{n}_{1}^{+}+\mathfrak{n}_{1}^{-}, \\
p_{\mathfrak{h}^{c}}\left(\left[Z^{*}, W\right]\right) & =-\sum_{k=1}^{n} \bar{z}_{k} w_{k} \frac{1}{\left(\lambda, \alpha_{k}\right)} H_{\alpha_{k}} \quad \bmod . \mathfrak{n}_{1}^{+}+\mathfrak{n}_{1}^{-}
\end{aligned}
$$

we find

$$
\begin{aligned}
\lim _{m \rightarrow+\infty} \log u_{m}= & \lim _{m \rightarrow+\infty}\left(-m \lambda\left(U_{m}\right)\right) \\
= & i \gamma c+\sum_{k=1}^{n} \frac{1}{2} \bar{z}_{k}\left(i a_{k}-b_{k}\right) \\
& +\sum_{k=1}^{n} \frac{1}{2} w_{k}\left(i a_{k}+b_{k}\right)+\frac{1}{2 \gamma} \sum_{k=1}^{n} \bar{z}_{k} w_{k}-\frac{\gamma}{4} \sum_{k=1}^{n}\left(a_{k}^{2}+b_{k}^{2}\right) .
\end{aligned}
$$

The result then follows from equality (2.5).
Applying the results of Section 6 to the operators $A_{m}=\pi_{m}\left(c_{r(m)}\left(g_{0}\right)\right)$ and $A=\rho_{\gamma}\left(g_{0}\right)$ for $g_{0} \in G_{0}$, we obtain immediately the following proposition.

Proposition 7.2.
(1) For $P, Q \in \mathcal{P}$ and $g_{0} \in G_{0}$, we have

$$
\begin{equation*}
\lim _{m \rightarrow+\infty}\left\langle\pi_{m}\left(c_{r(m)}\left(g_{0}\right)\right) P(\sqrt{2 \gamma m} \cdot), Q(\sqrt{2 \gamma m} \cdot)\right\rangle_{m}=\left\langle\rho_{\gamma}\left(g_{0}\right) P, Q\right\rangle_{\gamma} \tag{7.2}
\end{equation*}
$$

(2) For $P, Q$ homogeneous polynomials different to 0 and $g_{0} \in G_{0}$, we have

$$
\begin{align*}
& \lim _{m \rightarrow+\infty}\left\langle\pi_{m}\left(c_{r(m)}\left(g_{0}\right)\right)\left(\|P\|_{m}^{-1} P\right),\|Q\|_{m}^{-1} Q\right\rangle_{m}  \tag{7.3}\\
& \quad=\left\langle\rho_{\gamma}\left(g_{0}\right)\left(\|P\|_{\gamma}^{-1} P\right),\|Q\|_{\gamma}^{-1} Q\right\rangle_{\gamma}
\end{align*}
$$

(3) For $P \in \mathcal{P}, Z \in \mathfrak{n}^{+}$and $g_{0} \in G_{0}$, we have

$$
\begin{equation*}
\lim _{m \rightarrow+\infty}\left(B_{m} \pi_{m}\left(c_{r(m)}\left(g_{0}\right)\right) B_{m}^{-1}\right) P(Z)=\rho_{\gamma}\left(g_{0}\right) P(Z) \tag{7.4}
\end{equation*}
$$

## 8. Contraction of derived representations

In this section, we establish contraction results for the derived representations $d \pi_{m}$ and $d \pi_{\gamma}$ analogous to those of Section 7.

Proposition 8.1. For $X \in \mathfrak{g}_{0}$ and $Z, W \in \mathfrak{n}^{+}$, we have

$$
\begin{align*}
& \lim _{m \rightarrow+\infty} S_{m}\left(d \pi_{m}\left(C_{r(m)}(X)\right)\right)(Z / \sqrt{2 \gamma m}, W / \sqrt{2 \gamma m})  \tag{8.1}\\
& \quad=S_{\gamma}\left(d \rho_{\gamma}(X)\right)(Z, W)
\end{align*}
$$

Proof. Taking (2.7) and (3.9) into account, the result follows from Proposition 5.2.

## Proposition 8.2.

(1) For $P, Q \in \mathcal{P}$ and $X \in \mathfrak{g}_{0}$, we have

$$
\begin{align*}
& \lim _{m \rightarrow+\infty}\left\langle d \pi_{m}\left(C_{r(m)}(X)\right) P(\sqrt{2 \gamma m} \cdot), Q(\sqrt{2 \gamma m} \cdot)\right\rangle_{m}  \tag{8.2}\\
& \quad=\left\langle d \rho_{\gamma}(X) P, Q\right\rangle_{\gamma}
\end{align*}
$$

(2) For $P \in \mathcal{P}, Z \in \mathfrak{n}^{+}$and $X \in \mathfrak{g}_{0}$, we have

$$
\begin{equation*}
\lim _{m \rightarrow+\infty}\left(B_{m} d \pi_{m}\left(C_{r(m)}(X)\right) B_{m}^{-1}\right) P(Z)=d \rho_{\gamma}(X) P(Z) \tag{8.3}
\end{equation*}
$$

Proof. (1) The proof is similar to that of Proposition 6.2. However, here we do not know an a priori estimate for $\left\|d \pi_{m}\left(C_{r(m)}(X)\right)\right\|_{o p}$. In order to dominate the integrand

$$
\begin{aligned}
J_{m}(Z, W):= & P(W) \overline{Q(Z)}\left\langle d \pi_{m}\left(C_{r(m)}(X)\right) e_{W / \sqrt{2 \gamma m}}^{m}, e_{Z / \sqrt{2 \gamma m}}^{m}\right\rangle_{m} \\
& \times\left(\chi_{m} \cdot \chi_{\Lambda}\right)(k(Z / \sqrt{2 \gamma m}))\left(\chi_{m} \cdot \chi_{\Lambda}\right)(k(W / \sqrt{2 \gamma m}))
\end{aligned}
$$

we can find an estimate for $\left|\left\langle d \pi_{m}\left(C_{r(m)}(X)\right) e_{W / \sqrt{2 \gamma m}}^{m}, e_{Z / \sqrt{2 \gamma m}}^{m}\right\rangle_{m}\right|$ as follows. For each $X \in \mathfrak{g}$, we consider the polynomial

$$
q_{X}(Z, W)=\sum_{j l} q_{j l}(X) Z^{j} W^{l}
$$

defined by $q_{X}\left(Z^{*}, W\right)=\left\langle d \pi_{\lambda}(X) e_{Z}^{\lambda}, e_{W}^{\lambda}\right\rangle_{\lambda}$. Then by (3.5) and (3.8), we have

$$
\begin{equation*}
\left\langle d \pi_{m}(X) e_{Z}^{m}, e_{W}^{m}\right\rangle_{m}=m q_{X}\left(Z^{*}, W\right) \chi_{\lambda}^{-m+1}\left(\kappa\left(\exp Z^{*} \exp W\right)\right) \tag{8.4}
\end{equation*}
$$

Assume now that $X=X_{k}$ or $X=Y_{k}$. Then $C_{r(m)}(X)=r(m) X$ and the constant term of $q_{C_{r(m)}(X)}=r(m) q_{X}$ is equal to 0 since $q_{X}(0,0)=\left\langle d \pi_{\lambda}(X) e_{0}^{\lambda}\right.$, $\left.e_{0}^{\lambda}\right\rangle_{\lambda}=\lambda\left(p_{\mathfrak{h}^{c}}(X)\right)=0$. Thus, we have

$$
\begin{align*}
& \left|m q_{C_{r(m)}(X)}(Z / \sqrt{2 \gamma m}, W / \sqrt{2 \gamma m})\right|  \tag{8.5}\\
& \quad \leq \frac{m r(m)}{\sqrt{2 \gamma m}} \sum_{|j|+|l| \geq 1}\left|q_{j l}(X)\right|\left|Z^{j}\right|\left|W^{l}\right| .
\end{align*}
$$

On the other hand, we have

$$
\begin{aligned}
& \left|\chi_{\lambda}^{-m+1}\left(\kappa\left(\exp \left(Z^{*} / \sqrt{2 \gamma m}\right) \exp (W / \sqrt{2 \gamma m})\right)\right)\right| \\
& \quad=\left|\left\langle e_{Z / \sqrt{2 \gamma m}}^{m-1}, e_{W / \sqrt{2 \gamma m}}^{m-1}\right\rangle_{m-1}\right| \\
& \quad \leq\left\|e_{Z / \sqrt{2 \gamma m}}^{m-1}\right\|_{m-1}\left\|e_{W / \sqrt{2 \gamma m}}^{m-1}\right\|_{m-1} \\
& \quad \leq \chi_{\lambda}^{-\frac{m-1}{2}}(k(Z / \sqrt{2 \gamma m})) \chi_{\lambda}^{-\frac{m-1}{2}}(k(W / \sqrt{2 \gamma m}))
\end{aligned}
$$

Combining this inequality with (8.5), we get

$$
\begin{aligned}
\left|J_{m}(Z, W)\right| \leq & |P(W) Q(Z)|\left(\sum_{|j|+|l| \geq 1}\left|q_{j l}(X)\right|\left|Z^{j}\right|\left|W^{l}\right|\right) \\
& \times \chi_{\lambda}^{\frac{m+1}{2}}(k(Z / \sqrt{2 \gamma m})) \chi_{\lambda}^{\frac{m+1}{2}}(k(W / \sqrt{2 \gamma m}))
\end{aligned}
$$

and we conclude as in the proof of Proposition 6.2.
Assume now that $X=\tilde{Z}$. Then $C_{r(m)}(X)=r(m)^{2} X$ and we have

$$
\begin{aligned}
\left|m q_{C_{r(m)}(X)}(Z / \sqrt{2 \gamma m}, W / \sqrt{2 \gamma m})\right| & \leq m r(m)^{2} \sum_{j l}\left|q_{j l}(X)\left\|Z^{j}\right\| W^{l}\right| \\
& \leq 3 \gamma \sum_{j l}\left|q_{j l}(X)\left\|Z^{j}\right\| W^{l}\right|
\end{aligned}
$$

for $m$ sufficiently large. From this, we deduce a bound for $\left|J_{m}(Z, W)\right|$ and we conclude as in the proof of Proposition 6.2.
(2) The proof is similar to that of 1 .

## 9. A particular case

In this section, we consider the case when the action of $H$ on $\mathcal{P}$ is multiplicity free. In this case, we shall establish a more precise contraction result.

We denote by $\sigma$ the action of $H$ on $\mathcal{P}$ given by $\sigma(h) P(Z)=P\left(h^{-1} \cdot Z\right)$ for each $h \in H, P \in \mathcal{P}$ and $Z \in \mathfrak{n}^{+}$. Noting that $h \cdot Z=\operatorname{Ad}(h) Z$ for each $h \in H$ and $Z \in \mathfrak{n}^{+}$, we easily verify that the Euclidean norm on $\mathfrak{n}^{+}$introduced in Section 4 is $H$-invariant and then the inner product $\langle\cdot, \cdot\rangle_{\gamma}$ on $\mathcal{P}$ is $\sigma(H)$-invariant.

Now, we assume that $\sigma$ is a multiplicity free action. That is, each irreducible (unitary) representation of $H$ appears at most once in $\sigma$. Let $\mathcal{P}=\sum_{j \in \mathbb{Z}^{+}} \mathcal{P}_{j}$ be the decomposition of $\mathcal{P}$ into $H$-irreducible components. Note that (1) if $j \neq j^{\prime}$ then $\left\langle\mathcal{P}_{j}, \mathcal{P}_{j^{\prime}}\right\rangle_{\gamma}=(0)$ and (2) since for each integer $m \geq 0$ the space of homogeneous polynomials on $\mathfrak{n}^{+}$of degree $m$ is $\sigma(H)$-invariant, each $\mathcal{P}_{j}$ is a space of homogeneous polynomials.

Let $m \geq 1$ be an integer. Since we have $\pi_{m}(h) P(Z)=\chi_{m}(h) P\left(h^{-1} \cdot Z\right)$ for each $h \in H, P \in \mathcal{P}$ and $Z \in \mathfrak{n}^{+}$, the space $\mathcal{H}_{m}$ is $\sigma(H)$-invariant. Then there exists a finite subset $J_{m}$ of $\mathbb{Z}^{+}$such that $\mathcal{H}_{m}=\sum_{j \in J_{m}} \mathcal{P}_{j}$. For each $j \neq j^{\prime}$ in $J_{m}, \mathcal{P}_{j}$ and $\mathcal{P}_{j^{\prime}}$ are inequivalent irreducible submodules of $\mathcal{P}$ and then we also have $\left\langle\mathcal{P}_{j}, \mathcal{P}_{j^{\prime}}\right\rangle_{m}=(0)$. Moreover, for each $j \in J_{m}$ the restrictions of $\langle\cdot, \cdot\rangle_{\gamma}$ and of $\langle\cdot, \cdot\rangle_{m}$ to the irreducible submodule $\mathcal{P}_{j}$ of $\mathcal{P}$ are $\sigma(H)$-invariant and then there exists a constant $c_{m, j}>0$ such that $\langle P, Q\rangle_{\gamma}=c_{m, j}\langle P, Q\rangle_{m}$ for all $P, Q \in \mathcal{P}_{j}$.

For each integer $m \geq 1$, we denote by $D_{m}$ the unitary operator from $\left(\mathcal{H}_{m},\langle\cdot, \cdot\rangle_{\gamma}\right)$ onto $\left(\mathcal{H}_{m},\langle\cdot, \cdot\rangle_{m}\right)$ defined by $D_{m} P=\sqrt{c_{m, j}} P$ if $P \in \mathcal{P}_{j} \subset \mathcal{H}_{m}$, $j \in J_{m}$. For each $j$, we fix an orthonormal basis $\left(f_{j, l}^{\gamma}\right)_{1 \leq l \leq \operatorname{dim} \mathcal{P}_{j}}$ for $\left(\mathcal{P}_{j},\langle\cdot, \cdot\rangle_{\gamma}\right)$.

If $j \in J_{m}$ for some $m$ then $f_{j, l}^{m}:=D_{m} f_{j, l}^{\gamma}, 1 \leq l \leq \operatorname{dim} \mathcal{P}_{j}$ is an orthonormal basis for $\left(\mathcal{P}_{j},\langle\cdot, \cdot\rangle_{m}\right)$. Hence $f_{j, l}^{m}, j \in J_{m}, 1 \leq l \leq \operatorname{dim} \mathcal{P}_{j}$ is an orthonormal basis for $\mathcal{H}_{m}$.

Proposition 9.1. Let $\left(A_{m}\right)$ and $A$ as in Proposition 6.2.
(1) For each $j, j^{\prime} \in \mathbb{Z}^{+}$and each $l, l^{\prime}$ such that $1 \leq l \leq \operatorname{dim} \mathcal{P}_{j}$ and $1 \leq l^{\prime} \leq$ $\operatorname{dim} \mathcal{P}_{j^{\prime}}$, we have

$$
\lim _{m \rightarrow+\infty}\left\langle A_{m} f_{j, l}^{m}, f_{j^{\prime}, l^{\prime}}^{m}\right\rangle_{m}=\left\langle A f_{j, l}^{\gamma}, f_{j^{\prime}, l^{\prime}}^{\gamma}\right\rangle_{\gamma}
$$

(2) If moreover $A_{m}(m \geq 1)$ and $A$ are unitary operators then we have

$$
\lim _{m \rightarrow+\infty}\left\|\left(D_{m}^{-1} A_{m} D_{m}\right) P-A P\right\|_{\gamma}=0
$$

for each $P \in \mathcal{P}$. We also have

$$
\lim _{m \rightarrow+\infty}\left(D_{m}^{-1} A_{m} D_{m}\right) P(Z)=A P(Z)
$$

for each $P \in \mathcal{P}$ and $Z \in \mathfrak{n}^{+}$.
Proof. First note that the expressions that are taken to the limit in 1 and 2 are well-defined for $m$ sufficiently large, according to Corollary 4.5.
(1) Since the polynomials $f_{j, l}^{\gamma}$ are homogeneous, the result is a consequence of Corollary 4.5.
(2) By linearity, we can assume that $P=f_{j, l}^{\gamma}$. For each $\left(j^{\prime}, l^{\prime}\right)$, we have

$$
\left\langle\left(D_{m}^{-1} A_{m} D_{m}\right) f_{j, l}^{\gamma}, f_{j^{\prime}, l^{\prime}}^{\gamma}\right\rangle_{\gamma}=\left\langle A_{m} f_{j, l}^{m}, f_{j^{\prime}, l^{\prime}}^{m}\right\rangle_{m} \rightarrow\left\langle A f_{j, l}^{\gamma}, f_{j^{\prime}, l^{\prime}}^{\gamma}\right\rangle_{\gamma}
$$

as $m \rightarrow+\infty$. This implies that $\left(\left(D_{m}^{-1} A_{m} D_{m}\right) f_{j, l}^{\gamma}\right)_{m}$ converges weakly to $A f_{j, l}^{\gamma}$ in $\mathcal{H}_{\gamma}$. Since $\left\|\left(D_{m}^{-1} A_{m} D_{m}\right) f_{j, l}^{\gamma}\right\|_{\gamma}=1=\left\|A f_{j, l}^{\gamma}\right\|_{\gamma}$, we can conclude that $\left(\left(D_{m}^{-1} A_{m} D_{m}\right) f_{j, l}^{\gamma}\right)_{m}$ converges strongly to $A f_{j, l}^{\gamma}$ in $\mathcal{H}_{\gamma}$. This also implies that $\left(\left(D_{m}^{-1} A_{m} D_{m}\right) f_{j, l}^{\gamma}\right)_{m}$ converges pointwise to $A f_{j, l}^{\gamma}$ on $\mathfrak{n}^{+}$.

Applying Proposition 9.1 to the operators $A_{m}=\pi_{m}\left(c_{r(m)}\left(g_{0}\right)\right)$ and $A=$ $\rho_{\gamma}\left(g_{0}\right)$ for $g_{0} \in G_{0}$, we immediately obtain the following result.

Corollary 9.2.
(1) For each $g_{0} \in G_{0}, j, j^{\prime} \in \mathbb{Z}^{+}, 1 \leq l \leq \operatorname{dim} \mathcal{P}_{j}$ and $1 \leq l^{\prime} \leq \operatorname{dim} \mathcal{P}_{j^{\prime}}$ we have

$$
\lim _{m \rightarrow+\infty}\left\langle\pi_{m}\left(c_{r(m)}\left(g_{0}\right)\right) f_{j, l}^{m}, f_{j^{\prime}, l^{\prime}}^{m}\right\rangle_{m}=\left\langle\rho_{\gamma}\left(g_{0}\right) f_{j, l}^{\gamma}, f_{j^{\prime}, l^{\prime}}^{\gamma}\right\rangle_{\gamma}
$$

(2) For each $g_{0} \in G_{0}$ and $P \in \mathcal{P}$, we have

$$
\lim _{m \rightarrow+\infty}\left\|\left(D_{m}^{-1} \pi_{m}\left(c_{r(m)}\left(g_{0}\right)\right) D_{m}\right) P-\rho_{\gamma}\left(g_{0}\right) P\right\|_{\gamma}=0
$$

and, for each $g_{0} \in G_{0}, P \in \mathcal{P}$ and $Z \in \mathfrak{n}^{+}$, we have

$$
\lim _{m \rightarrow+\infty}\left(D_{m}^{-1} \pi_{m}\left(c_{r(m)}\left(g_{0}\right)\right) D_{m}\right) P(Z)=\rho_{\gamma}\left(g_{0}\right) P(Z)
$$

Example. We take $G=S U(p+q)$. Then $G^{c}=S L(p+q, \mathbb{C})$. We use the notation of [35]. Let $T$ be the maximal torus of $G$ consisting of the matrices

$$
\operatorname{Diag}\left(e^{i a_{1}}, e^{i a_{2}}, \ldots, e^{i a_{p+q}}\right), \quad a_{1}, a_{2}, \ldots, a_{p+q} \in \mathbb{R}, \prod_{k=1}^{p+q} e^{i a_{k}}=1
$$

The complexification $T^{c}$ of $T$ has Lie algebra

$$
\mathfrak{t}^{c}=\left\{X=\operatorname{Diag}\left(x_{1}, x_{2}, \ldots, x_{p+q}\right): x_{k} \in \mathbb{C}, \quad \sum_{k=1}^{p+q} x_{k}=0\right\} .
$$

The set $\Delta$ of roots of $\mathfrak{t}^{c}$ on $\mathfrak{g}^{c}$ is $\lambda_{i}-\lambda_{j}$ for $1 \leq i \neq j \leq p+q$ where $\lambda_{i}(X)=x_{i}$ for $X \in \mathfrak{t}^{c}$ as above. We take the set of positive roots $\Delta^{+}$to be $\lambda_{i}-\lambda_{j}$ for $1 \leq i<j \leq p+q$.

Also, we take $\lambda=\lambda_{1}+\lambda_{2}+\cdots+\lambda_{p}$. The positive root $\lambda_{i}-\lambda_{j}$ is then orthogonal to $\lambda$ if and only if $1 \leq i<j \leq p$ or $p+1 \leq i<j \leq p+q$. Consequently, $H$ consists of the matrices

$$
\left(\begin{array}{cc}
A & 0 \\
0 & D
\end{array}\right), \quad A \in U(p), D \in U(q), \operatorname{Det}(A) \cdot \operatorname{Det}(D)=1
$$

that is, we have $H=S(U(p) \times U(q))$ and the character $\chi_{\lambda}$ is given by

$$
\chi_{\lambda}\left(\begin{array}{cc}
A & 0 \\
0 & D
\end{array}\right)=\operatorname{Det}(A) .
$$

Moreover, we have

$$
N^{+}=\left\{\left(\begin{array}{cc}
I_{p} & Z \\
0 & I_{q}
\end{array}\right): Z \in M_{p q}(\mathbb{C})\right\}, \quad N^{-}=\left\{\left(\begin{array}{cc}
I_{p} & 0 \\
Y & I_{q}
\end{array}\right): Y \in M_{q p}(\mathbb{C})\right\}
$$

In particular, we can identify $\mathfrak{n}^{+}$to $M_{p q}(\mathbb{C})$. We also have

$$
H^{c}=\left\{\left(\begin{array}{cc}
A & 0 \\
0 & D
\end{array}\right), A \in M_{p}(\mathbb{C}), D \in M_{q}(\mathbb{C}), \operatorname{Det}(A) \cdot \operatorname{Det}(D)=1\right\}
$$

We easily compute the $N^{+} H^{c} N^{-}$-decomposition of a matrix $g \in G^{c}$ (see [12]). From this, we deduce that the action of $G^{c}$ on $\mathfrak{n}^{+}$is given by

$$
g \cdot Z=(A Z+B)(C Z+D)^{-1}, \quad g=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)
$$

In this case, the Hilbert space $\mathcal{H}_{m \lambda}$ associated with $\chi_{m \lambda}$ consists of complex polynomials $f$ such that

$$
\|f\|_{m \lambda}^{2}=\int_{\mathfrak{n}^{+}}|f(Z)|^{2}\left(\operatorname{Det}\left(I_{q}+Z^{*} Z\right)\right)^{-p-q-m} c_{m \lambda} d \mu_{L}(Z)<+\infty
$$

Here $d \mu_{L}(Z)$ denotes the Lebesgue measure on $M_{p q}(\mathbb{C})$ defined by $d \mu_{L}(Z)=$ $\prod_{k l} d x_{k l} d y_{k l}$ where $Z=\left(x_{k l}+i y_{k l}\right)_{k l}, x_{k l}, y_{k l} \in \mathbb{R}$ for $1 \leq k \leq p$ and $1 \leq l \leq q$
and the constant $c_{m \lambda}$ can be calculated by adapting Hua's method for computing some integrals over matrix balls (see [27], Theorem 2.2.1 and [12], Section 7):

$$
c_{m \lambda}^{-1}=\pi^{p q} \prod_{k=0}^{q-1} \frac{\Gamma(q+m-k)}{\Gamma(p+q+m-k)} .
$$

Also, the coherent states for the Hilbert space $\mathcal{H}_{m \lambda}$ are given by

$$
e_{Z}^{m \lambda}(W)=\chi_{m \lambda}\left(\kappa\left(\exp Z^{*} \exp W\right)^{-1}\right)=\left(\operatorname{Det}\left(I_{q}+Z^{*} W\right)\right)^{m}
$$

and the the representation $\pi_{m \lambda}$ is given by

$$
\pi_{m \lambda}(g) f(Z)=(\operatorname{Det}(C Z+D))^{m} f\left((A Z+B)(C Z+D)^{-1}\right)
$$

if $g^{-1}=\left(\begin{array}{ll}A & B \\ C & D\end{array}\right)$. Note that we have in this case

$$
\varphi_{\lambda}(Z)=\operatorname{Det}\left(I_{q}+Z^{*} Z\right) \geq 1+\operatorname{Tr}\left(Z^{*} Z\right)=1+\sum_{k l}\left|z_{k l}\right|^{2}
$$

in accordance with Proposition 4.4.
The action of $H$ on $\mathfrak{n}^{+}$is given by

$$
\left(\begin{array}{cc}
A & 0 \\
0 & D
\end{array}\right) \cdot Z=A Z D^{-1}
$$

The corresponding action $\sigma$ of $H$ on $\mathcal{P}$ is multiplicity free (see for instance [26]). Then Proposition 7.2 and Corollary 9.2 can be applied here in order to obtain contraction results for the sequence $\left(\pi_{m \lambda}\right)$ to the unitary irreducible representation $\rho_{\gamma}$ of the $(2 p q+1)$-dimensional Heisenberg group.
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