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#### Abstract

We extend to the multivariate noncommutative context the descriptions of a "once-stripped" probability measure in terms of Jacobi parameters, orthogonal polynomials, and the moment generating function. The corresponding map $\Phi$ on states was introduced previously by Belinschi and Nica. We then relate these constructions to the c-free probability theory, which is a version of free probability for algebras with two states, introduced by Bożejko, Leinert, and Speicher. This theory includes the free and Boolean probability theories as extreme cases. The main objects in the paper are the analogs of the Appell polynomial families in the two state context. They arise as fixed points of the transformation which takes a polynomial family to the associated polynomial family (in several variables), and their orthogonality is also related to the map $\Phi$ above. In addition, we prove recursions, generating functions, and factorization and martingale properties for these polynomials, and describe the c-free version of the Kailath-Segall polynomials, their combinatorics, and Hilbert space representations.


## 1. Introduction

The title of the paper will be explained below, but we start with some very classical results.

Let $\mu$ be a probability measure on the real line, all of whose moments are finite, which we normalize to have mean zero and variance one. It has a sequence of monic orthogonal polynomials $\left\{P_{n}\right\}$, which satisfy a three term recursion relation. The coefficients in this recursion are the Jacobi parameters

[^0]of the measure. The measure also has a family of orthogonal polynomials of the second kind $\left\{Q_{n}\right\}$, which satisfy the same recursion with different initial conditions. They are orthogonal with respect to the measure $\nu$ which is the "once-stripped" [DKS09] version of $\mu$ : the Jacobi parameter sequences of $\nu$ are obtained by removing the first terms of the Jacobi sequences of $\mu$. It is a classical fact going back to Darboux that equivalently,
$$
Q_{n-1}(x)=\int_{\mathbb{R}} \frac{P_{n}(x)-P_{n}(y)}{x-y} d \mu(y)
$$

Using continued fraction expansions for the moment generating functions $M^{\mu}$ and $M^{\nu}$ of $\mu$ and $\nu$, one obtains the third equivalent description:

$$
1-M^{\mu}(z)^{-1}=z^{2} M^{\nu}(z)
$$

The paper starts with an extension of the equivalence between these three results to the multivariate context of non-commutative polynomials, with measures being replaced by states (from a special but large class described in [Ans08a] of states which have monic orthogonal polynomials). More precisely, it turns out that in the multivariate context, the map $\mu \mapsto \nu$ is in general not defined, and we consider its inverse $\Phi: \nu \mapsto \mu$. The map $\Phi$ was introduced by Belinschi and Nica ([BN08], [BN09]).

It is easy to see that the unique fixed point of $\Phi$ is the semicircular distribution, and correspondingly the Chebyshev polynomials of the second kind are the unique orthogonal polynomials which satisfy

$$
U_{n-1}(x)=\int_{\mathbb{R}} \frac{U_{n}(x)-U_{n}(y)}{x-y} d \mu(y)
$$

However, if we remove the orthogonality requirement and only ask that the polynomials be centered with respect to $\mu$, then we show that such a family exists for any $\mu$. In fact, these are the free Appell polynomials, which were defined in the first paper [Ans04] of this series using the following recursion involving the difference quotient:

$$
\frac{A_{n}(x)-A_{n}(y)}{x-y}=\sum_{k=0}^{n-1} A_{k}(x) A_{n-k-1}(y)
$$

(these objects were also considered earlier in [VS93]). The parallel here is with Paul Appell's [App80] differential recursion

$$
A_{n}^{\prime}(x)=n A_{n-1}(x)
$$

The free Appell polynomials have a number of properties which resemble those of the usual Appell families. Moreover, they turned out to be related to free probability ([VDN92], [NS06]). In the second paper [Ans09a], we performed similar analysis for polynomial families related to Boolean probability theory, one of only two other natural non-commutative probability theories in addition to the free one (and of course the usual theory). In fact, even though
the free and Boolean theories are quite different, the corresponding polynomial families turned out to be closely related, and in particular their Meixner families coincide.

The initial motivation for this paper was to explain this fact. Both the free and the Boolean setting are in fact particular cases of a more general construction for a space with two expectations, or more precisely an algebra with two states $(\mathcal{A}, \varphi, \psi)$. We define the Appell polynomial families in this setting, so that they restrict correctly to the two cases above. All the familiar results-recursion relations, generating functions, relations to partition lattices and cumulants, Kailath-Segall expansions, and martingale propertieshold in this case, none of which will come as a surprise to the readers familiar with the first two papers in the series. The main function of these results is to confirm that the definition of the Appell polynomials in the two-state setting is the correct one, and unify the free and Boolean constructions. In one variable, the c-free Appell polynomials have also appeared in [VS93] under the name of associated sequences.

More interestingly, the two state free probability theory is directly relevant to the discussion at the beginning of the introduction, which involves two measures $\mu, \nu$. Namely, to the three equivalent definitions of the relation $\mu=\Phi[\nu]$ we now add three more. First, the two state free cumulant generating function for the pair $(\mu, \nu)$ is in this case simple quadratic. Recall that the unique fixed point of $\Phi$ is the semicircle law, and that in the usual free probability theory, only the second free cumulant of this law is nonzero. Second, if $\mu=\Phi[\nu]$, the c-free Appell polynomials are almost orthogonal. They are orthogonal if in addition, $\nu$ is a free product of semicircular distributions, in which case $\mu$ is a free Meixner state. The role of the free Meixner states, and of the map $\Phi$ and its generalizations, in free probability theory with two states is investigated in more detail in [Ans09b]. Third, such a pair $(\mu, \nu)$ minimizes a certain type of free Fisher information.

In the free and Boolean theory, the free Meixner distributions arose as those distributions whose orthogonal polynomials are also generalized Appell (more precisely, Sheffer). As mentioned above, in the two-state theory these distributions arise much more naturally, namely they are the ones for which the Appell polynomials themselves are orthogonal. In retrospect, this statement should have been expected. One of the ways to describe the free Meixner distributions is that their Jacobi parameter sequences are constant after the first step. In the language of [AB98], this corresponds to looking at partitions for which one distinguishes the classes at depth one from the other classes, and this is exactly the underlying combinatorics of the two-state theory. It is then natural to ask for the relation between distributions whose Jacobi parameter sequences are constant after some point (considered for example in [Kat86]) and " $n$-state" probability theories. Such theories have indeed been attempted ([CDI97], [Mło99]), but the resulting products are not associative.

The paper is organized as follows. After a brief preliminary Section 2, in Section 3, we prove the equivalence between various descriptions of multivariate non-commutative orthogonal polynomials of the second kind. The next section provides background on noncommutative probability theories. Section 5 treats the c-free Appell polynomials, their orthogonality, and further properties of the transformation $\Phi$. Section 6 finishes with martingale properties and Fock space representations for the c-free Appell polynomials, which parallel the results in [Ans04, Ans09a].

## 2. Preliminaries I

We will freely use the notions from the Preliminaries section of [Ans09a]; here we list the highlights.
2.1. Polynomials and power series. Let $\mathbb{C}\langle\mathbf{x}\rangle=\mathbb{C}\left\langle x_{1}, x_{2}, \ldots, x_{d}\right\rangle$ be all the polynomials with complex coefficients in $d$ non-commuting variables. They form a unital $*$-algebra.

For $i=1, \ldots, d$, define the partial difference quotient operator

$$
\partial_{i}: \mathbb{C}\langle\mathbf{x}\rangle \rightarrow \mathbb{C}\langle\mathbf{x}\rangle \otimes \mathbb{C}\langle\mathbf{x}\rangle
$$

by a linear extension of $\partial_{i}(1)=0$,

$$
\partial_{i}\left(x_{u(1)} x_{u(2)} \cdots x_{u(n)}\right)=\sum_{j: u(j)=i} x_{u(1)} \cdots x_{u(j-1)} \otimes x_{u(j+1)} \cdots x_{u(n)}
$$

Also, for a noncommutative power series $G$ in

$$
\mathbf{z}=\left(z_{1}, z_{2}, \ldots, z_{d}\right)
$$

define the left noncommutative partial derivative $D_{i} G$ by a linear extension of $D_{i}(1)=0$,

$$
D_{i} z_{\vec{u}}=\delta_{i u(1)} z_{u(2)} \cdots z_{u(n)}
$$

A monic polynomial family in

$$
\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{d}\right)
$$

is a family $\left\{P_{\vec{u}}(\mathbf{x})\right\}$ indexed by all multi-indices

$$
\bigcup_{k=1}^{\infty}\left\{\vec{u} \in\{1, \ldots, d\}^{k}\right\}
$$

(with $P_{\emptyset}=1$ being understood) such that

$$
P_{\vec{u}}(\mathbf{x})=x_{\vec{u}}+\text { lower-order terms } .
$$

2.2. Algebras and states. Algebras $\mathcal{A}$ in this paper will always be complex *-algebras and, unless stated otherwise, unital. If the algebra is nonunital, one can always form its unitization $\mathbb{C} 1 \oplus \mathcal{A}$; if $\mathcal{A}$ was a $C^{*}$-algebra, its unitization can be made into one as well.

Functionals $\mathcal{A} \rightarrow \mathbb{C}$ will always be linear, unital, and $*$-compatible. A state is a functional which in addition is positive definite, that is

$$
\varphi\left[X^{*} X\right] \geq 0
$$

(zero value for nonzero $X$ is allowed).
Most of the time we will be working with states on $\mathbb{C}\langle\mathbf{x}\rangle$ arising as joint distributions. For

$$
X_{1}, X_{2}, \ldots, X_{d} \in \mathcal{A}^{s a}
$$

their joint distribution with respect to $\psi$ is a state $\varphi$ on $\mathbb{C}\langle\mathbf{x}\rangle$ determined by

$$
\varphi[P(\mathbf{x})]=\psi^{X_{1}, X_{2}, \ldots, X_{d}}\left[P\left(x_{1}, x_{2}, \ldots, x_{d}\right)\right]=\psi\left[P\left(X_{1}, X_{2}, \ldots, X_{d}\right)\right] .
$$

The numbers $\varphi\left[x_{\vec{u}}\right]$ are the moments of $\varphi$. More generally, for $d$ noncommuting indeterminates $\mathbf{z}=\left(z_{1}, \ldots, z_{d}\right)$, the series

$$
M(\mathbf{z})=\sum_{\vec{u}} \varphi\left[x_{\vec{u}}\right] z_{\vec{u}}
$$

is the moment generating function of $\varphi$.
A state $\varphi$ on $\mathbb{C}\langle\mathbf{x}\rangle$ has a monic orthogonal polynomial system, or MOPS, if for any multi-index $\vec{u}$, there is a monic polynomial $P_{\vec{u}}$ with leading term $x_{\vec{u}}$, such that these polynomials are orthogonal with respect to $\varphi$, that is,

$$
\left\langle P_{\vec{u}}, P_{\vec{v}}\right\rangle_{\varphi}=0
$$

for $\vec{u} \neq \vec{v}$.
For a probability measure $\mu$ on $\mathbb{R}$ all of whose moments are finite, its monic orthogonal polynomials $\left\{P_{n}\right\}$ satisfy three-term recursion relations

$$
\begin{equation*}
x P_{n}(x)=P_{n+1}(x)+\beta_{n} P_{n}(x)+\gamma_{n} P_{n-1}(x), \tag{1}
\end{equation*}
$$

with initial conditions $P_{-1}=0, P_{0}=1$. We will call the parameter sequences

$$
\left(\beta_{0}, \beta_{1}, \beta_{2}, \ldots\right), \quad\left(\gamma_{1}, \gamma_{2}, \gamma_{3}, \ldots\right)
$$

the Jacobi parameter sequences for $\mu$. Generalizations of such parameters for states with MOPS were found in [Ans08b], so that every such state is of the form $\varphi_{\left\{\mathcal{T}_{i}\right\}, \mathcal{C}}$ for two families of matrices $\left\{\mathcal{T}_{i}^{(n)}\right\},\left\{\mathcal{C}^{(n)}\right\}$.
2.3. Free Appell polynomials. Let $(\mathcal{A}, \psi)$ be an algebra with a linear functional. The free Appell polynomials are, for each $n \in \mathbb{N}$, maps

$$
A^{\psi}:\left(\mathcal{A}^{s a}\right)^{n} \rightarrow \mathcal{A}, \quad\left(X_{1}, X_{2}, \ldots, X_{n}\right) \mapsto A^{\psi}\left(X_{1}, X_{2}, \ldots, X_{n}\right)
$$

such that $A^{\psi}\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ is a polynomial in $X_{1}, X_{2}, \ldots, X_{n}$,

$$
\begin{equation*}
\partial_{i} A^{\psi}\left(X_{1}, X_{2}, \ldots, X_{n}\right)=A^{\psi}\left(X_{1}, \ldots, X_{i-1}\right) \otimes A^{\psi}\left(X_{i+1} \ldots, X_{n}\right), \tag{2}
\end{equation*}
$$

with the obvious modifications for $i=1, n$ corresponding to $A^{\psi}(\emptyset)=1$, and

$$
\begin{equation*}
\psi\left[A^{\psi}\left(X_{1}, X_{2}, \ldots, X_{n}\right)\right]=0 \tag{3}
\end{equation*}
$$

for $n \geq 1$. They were introduced in [Ans04] via a slightly more complicated but equivalent definition.

## 3. Noncommutative orthogonal polynomials of the second kind

Remark 1 (Polynomials of the first and second kind). For a measure $\mu$ all of whose moments are finite, its monic orthogonal polynomials $\left\{P_{n}\right\}$ satisfy a three-term recursion relation (1), with initial conditions $P_{-1}=0, P_{0}=1$. Since this recursion is second order, there is another family of polynomials satisfying the same recursion, with initial conditions $Q_{0}=0, Q_{1}=1$, which can also be defined via

$$
Q_{n-1}(x)=(I \otimes \mu)\left[\partial P_{n}\right] .
$$

These are polynomials of the first and second kind corresponding to $\mu$, see Section 1.2 .1 of [Akh65]; one also says that $\left\{Q_{n}\right\}$ are associated to $\left\{P_{n}\right\}$. In general, $\left\{Q_{n}\right\}$ are orthogonal with respect to a different measure, obtained from $\mu$ by deleting the first terms of its Jacobi parameter sequences. There is a unique case when the formula above does not give a new family: the Chebyshev polynomials of the second kind are a fixed point for this operation (up to a shift in degree), and are associated to themselves. We now show that, if we drop the condition of orthogonality and only keep centeredness, i.e., orthogonality to the constants, such fixed points are exactly the free Appell polynomials. The following proposition actually describes a more general multivariate case.

Proposition 1. For any $\psi$, the free Appell polynomials are the unique polynomial family satisfying

$$
(I \otimes \psi) \partial_{i} P\left(X_{1}, X_{2}, \ldots, X_{n}\right)=\delta_{i n} P\left(X_{1}, \ldots, X_{n-1}\right)
$$

and

$$
\psi\left[P\left(X_{1}, X_{2}, \ldots, X_{n}\right)\right]=0
$$

Proof. It immediately follows from their definition that the free Appell polynomials satisfy these properties. To prove uniqueness, it suffices to show that the map

$$
P \mapsto\left((I \otimes \psi) \partial_{1} P,(I \otimes \psi) \partial_{2} P, \ldots,(I \otimes \psi) \partial_{d} P\right)
$$

on polynomials contains only constants in its kernel. For this, in turn, it suffices to show that the images under this map of different monomials $x_{\vec{u}}$ are linearly independent. Indeed, take any distinct $\vec{u}_{1}, \vec{u}_{2}, \ldots, \vec{u}_{k}$. Choose some $i, j$ with $(I \otimes \psi) \partial_{i}\left(x_{\vec{u}_{j}}\right)$ of the highest degree. Then, denoting $n=\left|\vec{u}_{j}\right|$, it follows that $u_{j}(n)=i$ and all $\left|\vec{u}_{s}\right| \leq n$. So $(I \otimes \psi) \partial_{i}\left(x_{\vec{u}_{j}}\right)$ contains the term
$x_{u_{j}(1)} x_{u_{j}(2)} \cdots x_{u_{j}(n-1)}$, and the only way one of the other $(I \otimes \psi) \partial_{i}\left(x_{\vec{u}_{s}}\right)$ could contain this term is if $\vec{u}_{s}=\vec{u}_{j}$, which is not the case.

Definition and Remark 2. In [BN09], Belinschi and Nica defined a map $\Phi$ from states to states via

$$
\eta^{\Phi[\psi]}(\mathbf{w})=1-\left(1+M^{\Phi[\psi]}(\mathbf{w})\right)^{-1}=\sum_{i=1}^{d} w_{i}\left(1+M^{\psi}(\mathbf{w})\right) w_{i}
$$

As mentioned in the Introduction, in one variable this map can be described as the transformation coming from the shift on Jacobi parameter sequences: if $\mu$ has the Jacobi parameter sequences

$$
\left\{\left(\beta_{0}, \beta_{1}, \beta_{2}, \ldots\right),\left(\gamma_{1}, \gamma_{2}, \gamma_{3}, \ldots\right)\right\}
$$

it follows from the continued fraction representations for $\eta^{\Phi[\mu]}(w)$ and $M^{\mu}(w)$ that the Jacobi parameter sequences for $\Phi[\mu]$ are

$$
\left\{\left(0, \beta_{0}, \beta_{1}, \ldots\right),\left(1, \gamma_{1}, \gamma_{2}, \ldots\right)\right\}
$$

In particular, the free Meixner distributions (Section 4.5) are exactly the images under $\Phi$ of various semicircular distributions:

$$
\mu_{b, c}=\Phi[\operatorname{SC}(b, 1+c)] .
$$

Theorem 2. Let $\psi$ be a state with $\operatorname{MOPS}\left\{Q_{\vec{u}}(\mathbf{x})\right\}$, corresponding to

$$
\left\{\mathcal{T}_{i}^{(n)}, 1 \leq i \leq d, n \geq 0\right\}, \quad\left\{\mathcal{C}^{(n)}, n \geq 1\right\}
$$

where $\mathcal{T}_{i}^{(n)}, \mathcal{C}^{(n)}$ are $d^{n} \times d^{n}$ matrices. The following are equivalent conditions on a state $\varphi$ with mean zero and identity covariance.
(a) $\varphi=\Phi[\psi]$, that is, $1-\left(1+M^{\varphi}(\mathbf{w})\right)^{-1}=\sum_{i=1}^{d} w_{i}\left(1+M^{\psi}(\mathbf{w})\right) w_{i}$.
(b) $\varphi$ is the state with MOPS corresponding to the matricial sequences

$$
\left\{0, \mathcal{T}_{i}^{(n-1)} \otimes I, 1 \leq i \leq d, n \geq 1\right\}, \quad\left\{I, \mathcal{C}^{(n-1)} \otimes I, n \geq 2\right\}
$$

(c) $\varphi$ is a state with $\operatorname{MOPS}\left\{P_{\vec{u}}(\mathbf{x})\right\}$ which satisfy

$$
(I \otimes \varphi) \partial_{j} P_{(\vec{u}, m)}(\mathbf{x})=0
$$

for $j \neq m$ and

$$
Q_{\vec{u}}(\mathbf{x})=(I \otimes \varphi) \partial_{m} P_{(\vec{u}, m)}(\mathbf{x}) .
$$

In this case, we call the polynomials $\left\{Q_{\vec{u}}(\mathbf{x})\right\}$ the orthogonal polynomials of the second kind for $\varphi$.

Proof. The first two statements are equivalent using the results in the Appendix of [Ans09a]. Next, we show that $(c) \Rightarrow(b)$. Let $\varphi=\varphi_{\left\{\Delta_{i}\right\}, \Gamma}$, so that by Theorem 2 of [Ans08a], its MOPS satisfy the recursions

$$
\begin{aligned}
x_{i} P_{(\vec{u}, m)}(\mathbf{x})= & P_{(i, \vec{u}, m)}+\sum_{\vec{v}, k} \Delta_{i,(\vec{v}, k),(\vec{u}, m)} P_{(\vec{v}, k)}(\mathbf{x}) \\
& +\delta_{i, u(1)} \Gamma_{(\vec{u}, m)} P_{(u(2), \ldots, m)}(\mathbf{x}) .
\end{aligned}
$$

If

$$
(I \otimes \varphi) \partial_{j} P_{(\vec{u}, m)}(\mathbf{x})=\delta_{j m} Q_{\vec{u}}(\mathbf{x}),
$$

then using

$$
\begin{aligned}
(I \otimes \varphi) \partial_{j}\left(x_{i} P_{(\vec{u}, m)}(\mathbf{x})\right) & =\delta_{i j} \varphi\left[P_{(\vec{u}, m)}(\mathbf{x})\right]+x_{i}(I \otimes \varphi) \partial_{j} P_{(\vec{u}, m)}(\mathbf{x}) \\
& =x_{i}(I \otimes \varphi) \partial_{j} P_{(\vec{u}, m)}(\mathbf{x})
\end{aligned}
$$

we get

$$
\begin{aligned}
& x_{i} \delta_{j m} Q_{\vec{u}}(\mathbf{x}) \\
& \quad=\delta_{j m} Q_{(i, \vec{u})}+\sum_{\vec{v}, k} \delta_{j k} \Delta_{i,(\vec{v}, k),(\vec{u}, m)} Q_{\vec{v}}(\mathbf{x})+\delta_{i, u(1)} \delta_{j m} \Gamma_{(\vec{u}, m)} Q_{(u(2), \ldots)}(\mathbf{x}) \\
& \quad=\delta_{j m} Q_{(i, \vec{u})}+\sum_{\vec{v}} \Delta_{i,(\vec{v}, j),(\vec{u}, m)} Q_{\vec{v}}(\mathbf{x})+\delta_{i, u(1)} \delta_{j m} \Gamma_{(\vec{u}, m)} Q_{(u(2), \ldots)}(\mathbf{x}) .
\end{aligned}
$$

Since this equality holds for any $j=m$ and the coefficients on the right-hand side are uniquely determined, it follows that they do not depend on $m$, so that $\Delta_{i,(\vec{v}, j),(\vec{u}, m)}=\delta_{j m} \mathcal{T}_{i, \vec{v}, \vec{u}}$ and $\Gamma_{(\vec{u}, m)}=\mathcal{C}_{\vec{u}}$, in other words $\Delta_{i}^{(n)}=\mathcal{T}_{i}^{(n-1)} \otimes I$ and $\Gamma^{(n)}=\mathcal{C}^{(n-1)} \otimes I$ for

$$
\psi=\varphi_{\left\{\mathcal{T}_{i}\right\}, \mathcal{C}} .
$$

The converse is similar, and follows by induction.
Remark 3. Further statements equivalent to the conditions of the preceding theorem are proven in Section 5.2:
(d) The two-state free cumulant generating function $R^{\varphi, \psi}$ of $(\varphi, \psi)$ is simple quadratic.
(e) The c-free Appell polynomials $A^{\varphi, \psi}$ are orthogonal to the degree one cfree Appell polynomials, and $\varphi$ has mean zero and identity covariance (see Lemma 7).
(f) For fixed $\psi$, the c-free Fisher information for the pair $(\varphi, \psi)$ is minimal among all states $\varphi$ with mean zero and identity covariance (see Proposition 9).

## 4. Preliminaries II

4.1. Partitions. $\mathrm{NC}(n)$ is the lattice of noncrossing partitions of $n$ elements, and $\operatorname{Int}(n)$ is the corresponding lattice of interval partitions. A class $B \in \pi$ of a noncrossing partition is inner if for $j \in B$,

$$
\exists i \stackrel{\pi}{\sim} k \nsim \nsim j: i<j<k,
$$

otherwise $B$ is outer. The collection of all the inner classes of $\pi$ will be denoted $\operatorname{Inner}(\pi)$, and similarly for $\operatorname{Outer}(\pi)$.
4.2. Cumulants. For a state $\varphi$, its Boolean cumulant generating function is defined by

$$
\eta^{\varphi}(\mathbf{z})=1-\left(1+M^{\varphi}(\mathbf{z})\right)^{-1}
$$

and its coefficients are the Boolean cumulants of $\varphi$. They can also be expressed in terms of moments of $\varphi$ using the lattice of interval partitions. Similarly, the free cumulant generating function of a state $\psi$ is defined by either of the equivalent implicit equations

$$
\begin{equation*}
M^{\psi}(\mathbf{w})=R^{\psi}\left(\mathbf{w}\left(1+M^{\psi}(\mathbf{w})\right)\right) \tag{4}
\end{equation*}
$$

or

$$
\begin{equation*}
M^{\psi}(\mathbf{w})=R^{\psi}\left(\left(1+M^{\psi}(\mathbf{w})\right) \mathbf{w}\right) \tag{5}
\end{equation*}
$$

where

$$
\left(1+M^{\psi}(\mathbf{w})\right) \mathbf{w}=\left(\left(1+M^{\psi}(\mathbf{w})\right) w_{1},\left(1+M^{\psi}(\mathbf{w})\right) w_{2}, \ldots,\left(1+M^{\psi}(\mathbf{w})\right) w_{d}\right)
$$

We will frequently, sometimes without comment, use the change of variables

$$
\begin{equation*}
z_{i}=\left(1+M^{\psi}(\mathbf{w})\right) w_{i}, \quad w_{i}=\left(1+R^{\psi}(\mathbf{z})\right)^{-1} z_{i} \tag{6}
\end{equation*}
$$

The coefficients of $R^{\psi}(\mathbf{z})$ are the free cumulants of $\psi$, and can also be expressed in terms of the moments of $\psi$ using the lattice of noncrossing partitions.
4.3. Two-state cumulants. The typical setting in this paper is a triple $(\mathcal{A}, \varphi, \psi)$, where $\mathcal{A}$ is an algebra and $\varphi, \psi$ are functionals on it. If necessary, we will assume that both $\varphi, \psi$ are states with MOPS. By rotation, we can assume without loss of generality that $\varphi$ is normalized to have zero means and identity covariance. Then no such assumptions can be made on $\psi$, but the MOPS condition still guarantees that the covariance of $\psi$ is diagonal.

We define the two-state free cumulants of the pair $(\varphi, \psi)$ via

$$
\varphi\left[x_{1} \cdots x_{n}\right]=\sum_{\pi \in \mathrm{NC}(n)} \prod_{B \in \operatorname{Outer}(\pi)} R^{\varphi, \psi}\left[\prod_{i \in B} x_{i}\right] \prod_{C \in \operatorname{Inner}(\pi)} R^{\psi}\left[\prod_{j \in C} x_{j}\right]
$$

Their generating function is

$$
R^{\varphi, \psi}(\mathbf{z})=\sum_{\vec{u}} R^{\varphi, \psi}\left[x_{\vec{u}}\right] z_{\vec{u}}
$$

Equivalently (up to changes of variables, this is Theorem 5.1 of [BLS96]), we could have defined the two-state free cumulant generating function via the condition

$$
\begin{equation*}
\eta^{\varphi}(\mathbf{w})=\left(1+M^{\psi}(\mathbf{w})\right)^{-1} R^{\varphi, \psi}\left(\left(1+M^{\psi}(\mathbf{w})\right) \mathbf{w}\right) \tag{7}
\end{equation*}
$$

We also note that for $z_{i}=\left(1+M^{\psi}(\mathbf{w})\right) w_{i}$,

$$
\begin{align*}
1+R^{\psi}(\mathbf{z})-R^{\varphi, \psi}(\mathbf{z}) & =1+M^{\psi}(\mathbf{w})-R^{\varphi, \psi}\left(\left(1+M^{\psi}(\mathbf{w})\right) \mathbf{w}\right)  \tag{8}\\
& =\left(1+M^{\psi}(\mathbf{w})\right)\left(1+M^{\varphi}(\mathbf{w})\right)^{-1}
\end{align*}
$$

For elements $X_{1}, X_{2}, \ldots, X_{n} \in \mathcal{A}^{\text {sa }}$, we will denote their joint cumulants

$$
R^{\varphi, \psi}\left[X_{1}, X_{2}, \ldots, X_{n}\right]=R^{\varphi^{X_{1}, x_{2}, \ldots, X_{n}}, \psi^{x_{1}, x_{2}, \ldots, x_{n}}\left[x_{1}, x_{2}, \ldots, x_{n}\right]}
$$

to be the corresponding joint cumulants with respect to their joint distributions.

Definition 4. Let $(\mathcal{A}, \varphi, \psi)$ be an algebra with two states.
(a) Subalgebras $\mathcal{A}_{1}, \ldots, \mathcal{A}_{d} \subset \mathcal{A}$ are conditionally free, or c-free, with respect to $(\varphi, \psi)$ if for any $n \geq 2$,

$$
X_{i} \in \mathcal{A}_{u(i)}, \quad i=1,2, \ldots, n, \quad u(1) \neq u(2) \neq \cdots \neq u(n)
$$

the relation

$$
\psi\left[X_{1}\right]=\psi\left[X_{2}\right]=\cdots=\psi\left[X_{n}\right]=0
$$

implies

$$
\begin{equation*}
\varphi\left[X_{1} X_{2} \cdots X_{n}\right]=\varphi\left[X_{1}\right] \varphi\left[X_{2}\right] \cdots \varphi\left[X_{n}\right] \tag{9}
\end{equation*}
$$

(b) The subalgebras are $(\varphi \mid \psi)$ free if for $X_{1}, X_{2}, \ldots, X_{n} \in \bigcup_{j=1}^{d} \mathcal{A}_{j}$,

$$
R^{\varphi, \psi}\left[X_{1}, X_{2}, \ldots, X_{n}\right]=0
$$

unless all $X_{i}$ lie in the same subalgebra.
As pointed out in [BB09], these properties are not equivalent, however they become equivalent under the extra requirement that the subalgebras are $\psi$-freely independent. In any case, throughout most of the paper we will be working with cumulants, and will only invoke conditional freeness itself in Section 6.2.

Example 5. If $X, Z$ are c-free from $Y$, then (Lemma 2.1 of [BLS96])

$$
\begin{aligned}
\varphi[X Y] & =\varphi[X] \varphi[Y] \\
\varphi[X Y Z] & =\varphi[X] \varphi[Y] \varphi[Z]+(\varphi[X Z]-\varphi[X] \varphi[Z]) \psi[Y]
\end{aligned}
$$

Lemma 3. Under the hypothesis of the preceding definition, the conclusion (9) remains valid without any assumptions on the endpoints $\psi\left[X_{1}\right]$ and $\psi\left[X_{n}\right]$.

Proof. For $n=2$, the result is stated in the preceding example. For $n \geq 3$, denote $Y=X_{2} \cdots X_{n-1}$. Then

$$
\begin{aligned}
\varphi\left[X_{1} Y X_{n}\right]= & \varphi\left[\left(X_{1}-\psi\left[X_{1}\right]\right) Y\left(X_{n}-\psi\left[X_{n}\right]\right)\right]+\psi\left[X_{1}\right] \varphi\left[Y\left(X_{n}-\psi\left[X_{n}\right]\right)\right] \\
& +\varphi\left[\left(X_{1}-\psi\left[X_{1}\right]\right) Y\right] \psi\left[X_{n}\right]+\psi\left[X_{1}\right] \varphi[Y] \psi\left[X_{n}\right]=0,
\end{aligned}
$$

since for each of these terms, the argument of $\varphi$ satisfies the hypothesis of the definition.

Example 6. The following are important particular cases of conditional freeness.
(a) If $\varphi=\psi$, so that $(\mathcal{A}, \varphi)$ is an algebra with a single state, conditional freeness with respect to $(\varphi, \varphi)$ is the same as free independence with respect to $\varphi$. Moreover, $R^{\varphi, \varphi}=R^{\varphi}$.
(b) If $\mathcal{A}$ is a nonunital algebra, define a state $\delta_{0}$ on its unitization $\mathbb{C} 1 \oplus \mathcal{A}$ by $\delta_{0}[1]=1, \delta_{0}[\mathcal{A}]=0$. Then conditional freeness of subalgebras $(\mathbb{C} 1 \oplus$ $\left.\mathcal{A}_{1}\right), \ldots,\left(\mathbb{C} 1 \oplus \mathcal{A}_{d}\right)$ with respect to $\left(\varphi, \delta_{0}\right)$ is the same as Boolean independence of subalgebras $\mathcal{A}_{1}, \ldots, \mathcal{A}_{d}$ with respect to $\varphi$. Moreover, $R^{\varphi, \delta_{0}}=\eta^{\varphi}$. The Boolean theory has been treated as a particular case of the c-free theory in [Fra08] and in a number of other sources.
(c) Specializing the preceding example, if $\mathcal{A}=\mathbb{C}\langle\mathbf{x}\rangle$, it is a unitization of the algebra of polynomials without constant term, and $\delta_{0}[P]$ is the constant term of a polynomial, so that we denote, even for non-commuting polynomials,

$$
\delta_{0}[P]=P(0)
$$

See [Len98], [Mło02], [Yos03], [Leh04], [Ora05], [Fra06], [Pop08], as well as references in [Ans09b] for other particular cases and generalizations of conditional freeness; the appearance of the free Meixner laws (see below) in related contexts has been observed even more widely.
4.4. Convolutions. If $\varphi, \psi$ are two unital linear functionals on $\mathbb{C}\langle\mathbf{x}\rangle$, then $\varphi \boxplus \psi$ is their free convolution, that is a unital linear functional on $\mathbb{C}\langle\mathbf{x}\rangle$ determined by

$$
R^{\varphi}(\mathbf{z})+R^{\psi}(\mathbf{z})=R^{\varphi \boxplus \psi}(\mathbf{z}) .
$$

Similarly, $\varphi \uplus \psi$, their Boolean convolution, is a unital linear functional on $\mathbb{C}\langle\mathbf{x}\rangle$ determined by

$$
\eta^{\varphi}(\mathbf{z})+\eta^{\psi}(\mathbf{z})=\eta^{\varphi \uplus \psi}(\mathbf{z})
$$

See Lecture 12 of [NS06] for the relation between free convolution and free independence; the relation in the Boolean case is similar.
4.5. Free Meixner distributions and states. The semicircular distribution with mean $\alpha$ and variance $\beta$ is

$$
d \mathrm{SC}(\alpha, \beta)(x)=\frac{1}{2 \pi \beta} \sqrt{4 \beta-(x-\alpha)^{2}} \mathbf{1}_{[\alpha-2 \sqrt{\beta}, \alpha+2 \sqrt{\beta}]}(x) d x
$$

For $b \in \mathbb{R}, 1+c \geq 0$, the free Meixner distributions, normalized to have mean zero and variance one, are

$$
d \mu_{b, c}(x)=\frac{1}{2 \pi} \frac{\sqrt{4(1+c)-(x-b)^{2}}}{1+b x+c x^{2}} d x+\text { zero }, \text { one, or two atoms. }
$$

They are characterized by their Jacobi parameter sequences having the special form

$$
(0, b, b, b, \ldots), \quad(1,1+c, 1+c, 1+c, \ldots)
$$

or by the special form of the generating function of their orthogonal polynomials. In particular, $\mu_{0,0}=\operatorname{SC}(0,1)$ is the standard semicircular distribution,
$\mu_{b, 0}$ are the centered free Poisson distributions, and $\mu_{b,-1}$ are the normalized Bernoulli distributions.

More generally, free Meixner states are states on $\mathbb{C}\langle\mathbf{x}\rangle$, characterized by a number of equivalent conditions (see [Ans07]), among them the equations

$$
\begin{equation*}
D_{i} D_{j} R^{\varphi}(\mathbf{z})=\delta_{i j}+\sum_{k=1}^{d} B_{i j}^{k} D_{k} R^{\varphi}(\mathbf{z})+C_{i j} D_{i} R^{\varphi}(\mathbf{z}) D_{j} R^{\varphi}(\mathbf{z}) \tag{10}
\end{equation*}
$$

for certain $\left\{B_{i j}^{k}, C_{i j}\right\}$. In [Ans09a], these equations were shown to be equivalent to

$$
\begin{equation*}
D_{i} D_{j} \eta^{\varphi}(\mathbf{z})=\delta_{i j}+\sum_{k=1}^{d} B_{i j}^{k} D_{k} \eta^{\varphi}(\mathbf{z})+\left(1+C_{i j}\right) D_{i} \eta^{\varphi}(\mathbf{z}) D_{j} \eta^{\varphi}(\mathbf{z}) \tag{11}
\end{equation*}
$$

## 5. Appell polynomials

### 5.1. Definition and basic properties.

Definition 7. Let $(\mathcal{A}, \varphi, \psi)$ be an algebra with two functionals. Define the c-free Appell polynomials to be, for each $n \in \mathbb{N}$, maps

$$
A^{\varphi, \psi}:\left(\mathcal{A}^{s a}\right)^{n} \rightarrow \mathcal{A}, \quad\left(X_{1}, X_{2}, \ldots, X_{n}\right) \mapsto A^{\varphi, \psi}\left(X_{1}, X_{2}, \ldots, X_{n}\right)
$$

by specifying that $A^{\varphi, \psi}\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ is a polynomial in $X_{1}, X_{2}, \ldots, X_{n}$,

$$
\begin{equation*}
\partial_{i} A^{\varphi, \psi}\left(X_{1}, X_{2}, \ldots, X_{n}\right)=A^{\psi}\left(X_{1}, \ldots, X_{i-1}\right) \otimes A^{\varphi, \psi}\left(X_{i+1} \ldots, X_{n}\right) \tag{12}
\end{equation*}
$$

with the obvious modifications for $i=1, n$ corresponding to $A^{\varphi, \psi}(\emptyset)=1$, and

$$
\begin{equation*}
\varphi\left[A^{\varphi, \psi}\left(X_{1}, X_{2}, \ldots, X_{n}\right)\right]=0 \tag{13}
\end{equation*}
$$

for $n \geq 1$. This determines the polynomials uniquely. Here, $A^{\psi}(\cdot)$ are the free Appell polynomials for $\psi$ (Section 2.3).

Each $A^{\varphi, \psi}(\cdot)$ is a multilinear map, and its value is a polynomial in its arguments. In particular, define $A_{\vec{u}}\left(x_{1}, x_{2}, \ldots, x_{d}\right) \in \mathbb{C}\langle\mathbf{x}\rangle$ to be the polynomial such that

$$
A^{\varphi, \psi}\left(X_{u(1)}, X_{u(2)}, \ldots, X_{u(n)}\right)=A_{\vec{u}}\left(X_{1}, X_{2}, \ldots, X_{d}\right)
$$

Note that the polynomial $A_{\vec{u}}(\mathbf{x})$ depends on the choice of $X_{1}, X_{2}, \ldots, X_{d}$, so in cases where confusion may arise we will denote this polynomial by

$$
A_{\vec{u}}^{X_{1}, X_{2}, \ldots, X_{d}}\left(x_{1}, x_{2}, \ldots, x_{d}\right) .
$$

Example 8. The low order c-free Appell polynomials are

$$
\begin{aligned}
A^{\varphi, \psi}\left(X_{1}\right)= & X_{1}-R^{\varphi, \psi}\left[X_{1}\right] \\
A^{\varphi, \psi}\left(X_{1}, X_{2}\right)= & X_{1} X_{2}-X_{1} R^{\varphi, \psi}\left[X_{2}\right]-R^{\psi}\left[X_{1}\right] X_{2} \\
& +R^{\psi}\left[X_{1}\right] R^{\varphi, \psi}\left[X_{2}\right]-R^{\varphi, \psi}\left[X_{1}, X_{2}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
A^{\varphi, \psi} & \left(X_{1}, X_{2}, X_{3}\right) \\
= & X_{1} X_{2} X_{3}-X_{1} X_{2} R^{\varphi, \psi}\left[X_{3}\right]-X_{1} R^{\psi}\left[X_{2}\right] X_{3}-R^{\psi}\left[X_{1}\right] X_{2} X_{3} \\
& +X_{1} R^{\psi}\left[X_{2}\right] R^{\varphi, \psi}\left[X_{3}\right]-X_{1} R^{\varphi, \psi}\left[X_{2}, X_{3}\right]+R^{\psi}\left[X_{1}\right] X_{2} R^{\varphi, \psi}\left[X_{3}\right] \\
& +R^{\psi}\left[X_{1}\right] R^{\psi}\left[X_{2}\right] X_{3}-R^{\psi}\left[X_{1}, X_{2}\right] X_{3}-R^{\psi}\left[X_{1}\right] R^{\psi}\left[X_{2}\right] R^{\varphi, \psi}\left[X_{3}\right] \\
& +R^{\psi}\left[X_{1}\right] R^{\varphi, \psi}\left[X_{2}, X_{3}\right]+R^{\psi}\left[X_{1}, X_{2}\right] R^{\varphi, \psi}\left[X_{3}\right]-R^{\varphi, \psi}\left[X_{1}, X_{2}, X_{3}\right] .
\end{aligned}
$$

Proposition 4. Fix $(\mathcal{A}, \varphi, \psi)$.
(a) For fixed $\left(X_{1}, X_{2}, \ldots, X_{d}\right)$, the generating function of their c-free Appell polynomials is

$$
\begin{aligned}
H^{\varphi, \psi}(\mathbf{x}, \mathbf{z}) & =1+\sum_{\vec{u}} A_{\vec{u}}(\mathbf{x}) z_{\vec{u}} \\
& =\left(1-\mathbf{x} \cdot \mathbf{z}+R^{\psi}(\mathbf{z})\right)^{-1}\left(1+R^{\psi}(\mathbf{z})-R^{\varphi, \psi}(\mathbf{z})\right)
\end{aligned}
$$

(b) The polynomials satisfy a recursion relation

$$
\begin{aligned}
& X A^{\varphi, \psi}\left(X_{1}, \ldots, X_{n}\right) \\
& \quad=A^{\varphi, \psi}\left(X, X_{1}, \ldots, X_{n}\right) \\
& \quad+\sum_{j=0}^{n-1} R^{\psi}\left[X, X_{1}, \ldots, X_{j}\right] A^{\varphi, \psi}\left(X_{j+1}, \ldots, X_{n}\right)+R^{\varphi, \psi}\left[X, X_{1}, \ldots, X_{n}\right] .
\end{aligned}
$$

(c) The monomials have an expansion in terms of the c-free Appell polynomials

$$
\begin{aligned}
X_{1} X_{2} \cdots X_{n}= & \sum_{k=0}^{n} \sum_{\substack{B \subset\{1, \ldots, n\} \\
B=\{i(1), \ldots, i(k)\}}} \prod_{j=1}^{k} \psi\left[X_{i(j-1)+1} \cdots X_{i(j)-1}\right] \\
& \times \varphi\left[X_{i(k)+1} \cdots X_{u(n)}\right] A^{\varphi, \psi}\left(X_{i(1)}, X_{i(2)}, \ldots, X_{i(k)}\right) .
\end{aligned}
$$

(d) The explicit formula for the $c$-free Appell polynomials is

$$
\begin{aligned}
A^{\varphi, \psi}\left(X_{1}, \ldots, X_{n}\right)= & \sum_{\pi \in \operatorname{Int}(n)} \sum_{S \subset \operatorname{Sing}(\pi)}(-1)^{\left|S^{c}\right|} \prod_{\substack{B \in S^{c} \\
n \notin B}} R^{\psi}\left[X_{i}: i \in B\right] \\
& \times \prod_{\substack{B \in S^{c} \\
n \in B}} R^{\varphi, \psi}\left[X_{i}: i \in B\right] \prod_{\{i\} \in S} X_{i} .
\end{aligned}
$$

See Proposition 10, part (c) for notation.
Proof. For part (a), we check that, identifying $\mathbb{C}\langle\mathbf{x}\rangle \otimes \mathbb{C}\langle\mathbf{x}\rangle=\mathbb{C}\langle\mathbf{x}, \mathbf{y}\rangle$,

$$
\begin{aligned}
\partial_{x_{i}} H^{\varphi, \psi}(\mathbf{x}, \mathbf{z})= & \left(1-\mathbf{x} \cdot \mathbf{z}+R^{\psi}(\mathbf{z})\right)^{-1} z_{i}\left(1-\mathbf{y} \cdot \mathbf{z}+R^{\psi}(\mathbf{z})\right)^{-1} \\
& \times\left(1+R^{\psi}(\mathbf{z})-R^{\varphi, \psi}(\mathbf{z})\right) \\
= & H^{\psi}(\mathbf{x}, \mathbf{z}) z_{i} H^{\varphi, \psi}(\mathbf{y}, \mathbf{z})
\end{aligned}
$$

where

$$
H^{\psi}(\mathbf{x}, \mathbf{z})=\left(1-\mathbf{x} \cdot \mathbf{z}+R^{\psi}(\mathbf{z})\right)^{-1}=1+\sum_{\vec{u}} A_{\vec{u}}^{\psi}(\mathbf{x}) z_{\vec{u}}
$$

is the generating function for the free Appell polynomials of $\psi$. Also, making the change of variables (6) and using relation (8),

$$
\begin{align*}
\varphi\left[H^{\varphi, \psi}(\mathbf{x}, \mathbf{z})\right]= & \varphi\left[\left(1-\mathbf{x} \cdot \mathbf{z}+R^{\psi}(\mathbf{z})\right)^{-1}\right]\left(1+R^{\psi}(\mathbf{z})-R^{\varphi, \psi}(\mathbf{z})\right)  \tag{14}\\
= & \varphi\left[\left(1-\left(1+M^{\psi}(\mathbf{w})\right) \mathbf{x} \cdot \mathbf{w}+M^{\psi}(\mathbf{w})\right)^{-1}\right] \\
& \times\left(1+M^{\psi}(\mathbf{w})\right)\left(1+M^{\varphi}(\mathbf{w})\right)^{-1} \\
= & \varphi\left[(1-\mathbf{x} \cdot \mathbf{w})^{-1}\right]\left(1+M^{\psi}(\mathbf{w})\right)^{-1} \\
& \times\left(1+M^{\psi}(\mathbf{w})\right)\left(1+M^{\varphi}(\mathbf{w})\right)^{-1} \\
= & \left(1+M^{\varphi}(\mathbf{w})\right)\left(1+M^{\varphi}(\mathbf{w})\right)^{-1}=1
\end{align*}
$$

It follows that the coefficients in the power series expansion of $H^{\varphi, \psi}(\mathbf{x}, \mathbf{z})$ satisfy conditions (12) and (13), which determine these coefficients uniquely.

For part (b), we observe that

$$
\begin{aligned}
1+R^{\psi}(\mathbf{z})-R^{\varphi, \psi}(\mathbf{z}) & =\left(1-\mathbf{x} \cdot \mathbf{z}+R^{\psi}(\mathbf{z})\right) H^{\varphi, \psi}(\mathbf{x}, \mathbf{z}) \\
& =\left(1-\mathbf{x} \cdot \mathbf{z}+R^{\psi}(\mathbf{z})\right)\left(1+\sum_{\vec{u}} A_{\vec{u}}(\mathbf{x}) z_{\vec{u}}\right)
\end{aligned}
$$

or

$$
\begin{aligned}
-R^{\varphi, \psi}(\mathbf{z})= & -\sum_{i} x_{i} z_{i}+\sum_{\vec{u}} A_{\vec{u}}(\mathbf{x}) z_{\vec{u}} \\
& -\sum_{i, \vec{u}} x_{i} A_{\vec{u}}(\mathbf{x}) z_{i} z_{\vec{u}}+\sum_{\vec{u}} A_{\vec{u}}(\mathbf{x}) R^{\psi}(\mathbf{z}) z_{\vec{u}}
\end{aligned}
$$

Identifying coefficients of $z_{i} z_{\vec{u}}$ with $|\vec{u}|=n$, we get

$$
\begin{aligned}
x_{i} A_{\vec{u}}(\mathbf{x})= & A_{(i, \vec{u})}(\mathbf{x})+\sum_{j=0}^{n-1} R^{\psi}\left[x_{i} x_{u(1)} \cdots x_{u(j)}\right] A_{(u(j+1), \ldots, u(n))}(\mathbf{x}) \\
& +R^{\varphi, \psi}\left[x_{i} x_{\vec{u}}\right] .
\end{aligned}
$$

For part (c),

$$
H^{\varphi, \psi}\left(\mathbf{x},\left(1+M^{\psi}(\mathbf{w})\right) \mathbf{w}\right)=(1-\mathbf{x} \cdot \mathbf{w})^{-1}\left(1+M^{\varphi}(\mathbf{w})\right)^{-1}
$$

so that

$$
(1-\mathbf{x} \cdot \mathbf{w})^{-1}=\left(1+\sum_{\vec{v}} A_{\vec{v}}(\mathbf{x})\left[\left(1+M^{\psi}(\mathbf{w})\right) \mathbf{w}\right]_{\vec{v}}\right)\left(1+M^{\varphi}(\mathbf{w})\right)
$$

It follows that for $|\vec{u}|=n$,

$$
\begin{array}{r}
x_{\vec{u}}=\sum_{k=0}^{n} \sum_{\substack{B \subset\{1, \ldots, n\} \\
B=\{i(1), \ldots, i(k)\}}} \prod_{j=1}^{k} \psi\left[x_{u(i(j-1)+1)} \cdots x_{u(i(j)-1)}\right] \\
\times \varphi\left[x_{u(i(k)+1)} \cdots x_{u(n)}\right] A_{(\vec{u}: B)}(\mathbf{x}) .
\end{array}
$$

Part (d) is obtained by combining parts (c) and (d) of Proposition 10.
Proposition 5. For any $\varphi, \psi$, the $c$-free Appell polynomials are the unique polynomial family satisfying

$$
(\psi \otimes I) \partial_{i} P\left(X_{1}, X_{2}, \ldots, X_{n}\right)=\delta_{i 1} P\left(X_{2}, \ldots, X_{n}\right)
$$

and

$$
\varphi\left[P\left(X_{1}, X_{2}, \ldots, X_{n}\right)\right]=0
$$

The proof is similar to Proposition 1.
Corollary 6. The Boolean Appell polynomials of [Ans09a] are, in agreement with part (b) of Example 6, the c-free Appell polynomials corresponding to $\psi=\delta_{0}$.

Proof. For any monomial,

$$
\begin{aligned}
& \left(\delta_{0} \otimes I\right) \partial_{i}\left(X_{u(1)} X_{u(2)} \cdots X_{u(n)}\right) \\
& \quad=\sum_{j: u(j)=i}\left(\delta_{0} \otimes I\right)\left(\left(X_{u(1)} \cdots X_{u(j-1)}\right) \otimes\left(X_{u(j+1)} \cdots X_{u(n)}\right)\right) \\
& \quad=\delta_{i, u(1)} X_{u(2)} \cdots X_{u(n)}=D_{i}\left(X_{u(1)} X_{u(2)} \cdots X_{u(n)}\right) .
\end{aligned}
$$

So polynomials satisfying the conditions in the preceding proposition with $\psi=\delta_{0}$ are exactly those satisfying the definition in Section 3.2 of [Ans09a].
5.2. Orthogonality. The argument in equation (14) shows that for any $\psi$, the c-free Appell polynomials are also Boolean (and hence free) Sheffer polynomials for $\varphi$ :

$$
H^{\varphi, \psi}(\mathbf{x}, \mathbf{z})=(1-\mathbf{x} \cdot \mathbf{V}(\mathbf{z}))^{-1}\left(1-\eta^{\varphi}(\mathbf{V}(\mathbf{z}))\right)
$$

where

$$
V_{i}(\mathbf{z})=\left(1+R^{\psi}(\mathbf{z})\right)^{-1} z_{i} .
$$

In one variable, every Boolean Sheffer family of $\varphi$ is of this form, but this is not the case in several variables because of the special form of the series $\mathbf{V}$. By Proposition 7 of [Ans09a], these polynomials are orthogonal if and only if

$$
\left(D_{i} \eta^{\varphi}\right)(\mathbf{V}(\mathbf{z}))=z_{i}
$$

and $\varphi$ is a free Meixner state. Lemma 7 and Theorem 8 below separate these two conditions and describe a number of other properties equivalent to them. The orthogonality is with respect to the state $\varphi$.

LEMMA 7. The following are equivalent.
(a) The two-state free cumulant generating function of $(\varphi, \psi)$ is simple quadratic:

$$
R^{\varphi, \psi}(\mathbf{z})=\sum_{i=1}^{d} z_{i}^{2}
$$

(b) $\varphi=\Phi[\psi]$.
(c) All of the $c$-free Appell polynomials for $(\varphi, \psi)$ are orthogonal to the degree one c-free Appell polynomials, and $\varphi$ has mean zero and identity covariance.

Proof.

$$
\begin{aligned}
\sum_{i=1}^{d}\left(1+M^{\psi}(\mathbf{w})\right) w_{i}\left(1+M^{\psi}(\mathbf{w})\right) w_{i} & =R^{\varphi, \psi}\left(\left(1+M^{\psi}(\mathbf{w})\right) \mathbf{w}\right) \\
& =\left(1+M^{\psi}(\mathbf{w})\right) \eta^{\varphi}(\mathbf{w})
\end{aligned}
$$

if and only if

$$
\eta^{\varphi}(\mathbf{w})=\sum_{i=1}^{d} w_{i}\left(1+M^{\psi}(\mathbf{w})\right) w_{i}
$$

so that $\varphi=\Phi[\psi]$. Thus (a) $\Leftrightarrow(\mathrm{b})$.
It follows from the recursion relation in part (b) of Proposition 4 that

$$
\begin{aligned}
\varphi\left[A^{\varphi, \psi}(X) A^{\varphi, \psi}\left(X_{1}, X_{2}, \ldots, X_{n}\right)\right] & =\varphi\left[(X-\varphi[X]) A^{\varphi, \psi}\left(X_{1}, X_{2}, \ldots, X_{n}\right)\right] \\
& =R^{\varphi, \psi}\left[X, X_{1}, \ldots, X_{n}\right]
\end{aligned}
$$

So the degree one c-free Appell polynomials are orthogonal to the rest if and only if

$$
R^{\varphi, \psi}\left[x_{u(1)}, x_{u(2)}, \ldots, x_{u(n)}\right]=0
$$

for $n>2$ and $R^{\varphi, \psi}\left[x_{i}, x_{j}\right]=0$ for $i \neq j$, so that $R^{\varphi, \psi}(\mathbf{z})=\sum_{i=1}^{d}\left(a_{i} z_{i}+b_{i} z_{i}^{2}\right)$. The normalization of $\varphi$ forces $R^{\varphi, \psi}(\mathbf{z})=\sum_{i=1}^{d} z_{i}^{2}$.

Remark 9. A free version of the mapping $\Phi$ was considered in the last section of [Ans08b]; the states described there are the image under the appropriate Bercovici-Pata bijection of the states in the next theorem.

ThEOREM 8. Let $\varphi, \psi$ be states with MOPS, $\varphi$ with mean zero and identity covariance. The c-free Appell polynomials $A^{\varphi, \psi}$ are orthogonal if and only if either of the following equivalent conditions holds:
(a) $R^{\varphi, \psi}$ and $R^{\psi}$ are both quadratic,

$$
R^{\varphi, \psi}(\mathbf{z})=\sum_{i=1}^{d} z_{i}^{2}
$$

and

$$
R^{\psi}(\mathbf{z})=\sum_{i=1}^{d} b_{i} z_{i}+\sum_{i=1}^{d}\left(1+c_{i}\right) z_{i}^{2} .
$$

(b) $\psi$ is the joint distribution of freely independent semicircular elements with means $b_{i}$ and variances $1+c_{i}, b_{i} \in \mathbb{R}, c_{i} \geq-1$, and

$$
\varphi=\Phi[\psi] .
$$

In any case, $\varphi$ is a free Meixner state, and

$$
D_{i} D_{j} \eta^{\varphi}=\delta_{i j}+b_{i} D_{j} \eta^{\varphi}+\left(1+c_{i}\right) D_{i} \eta^{\varphi} D_{j} \eta^{\varphi} .
$$

Proof. The main result (Theorem 2) of [Ans08a] states that polynomials with respect to a state with MOPS are orthogonal if any only if they satisfy a recursion relation involving polynomials of only three consecutive total degrees. Comparing that result with the recursion in part (b) of Proposition 4, this is the case exactly when

$$
R^{\varphi, \psi}\left[X_{1}, X_{2}, \ldots, X_{n}\right]=R^{\psi}\left[X_{1}, X_{2}, \ldots, X_{n}\right]=0
$$

for $n \geq 3$, so that both the cumulant functions are quadratic.
For the change of variable (6), the generating function for the c-free Appell polynomials is

$$
H^{\varphi, \psi}(\mathbf{x}, \mathbf{z})=(1-\mathbf{x} \cdot \mathbf{w})^{-1}\left(1+M^{\varphi}(\mathbf{w})\right)^{-1}=(1-\mathbf{x} \cdot \mathbf{w})^{-1}\left(1-\eta^{\varphi}(\mathbf{w})\right)
$$

By Proposition 7 of [Ans09a], the polynomials with such a generating function are orthogonal if and only if $\varphi$ is a free Meixner state and

$$
D_{i} \eta^{\varphi}(\mathbf{w})=z_{i} .
$$

That is,

$$
\eta^{\varphi}(\mathbf{w})=\sum_{i} w_{i} z_{i}=\sum_{i} w_{i}\left(1+M^{\psi}(\mathbf{w})\right) w_{i}
$$

and $\varphi=\Phi[\psi]$.
It remains to show that the only $\psi$ such that $\Phi[\psi]$ is a free Meixner state are the ones in the statement of the theorem. Indeed,

$$
D_{j} \eta^{\varphi}(\mathbf{w})=\left(1+M^{\psi}(\mathbf{w})\right) w_{j}
$$

and so

$$
D_{i} D_{j} \eta^{\varphi}(\mathbf{w})=\delta_{i j}+D_{i} M^{\psi}(\mathbf{w}) w_{j} .
$$

On the other hand,

$$
\begin{align*}
D_{i} \eta^{\varphi}(\mathbf{w}) & =D_{i}\left(\left(1+M^{\psi}(\mathbf{w})\right)^{-1} R^{\varphi, \psi}\left(\left(1+M^{\psi}(\mathbf{w})\right) \mathbf{w}\right)\right)  \tag{15}\\
& =\left(D_{i} R^{\varphi, \psi}\right)\left(\left(1+M^{\psi}(\mathbf{w})\right) \mathbf{w}\right)
\end{align*}
$$

and using equation (4),

$$
D_{i} M^{\psi}(\mathbf{w})=\left(1+M^{\psi}(\mathbf{w})\right)\left(D_{i} R^{\psi}\right)\left(\mathbf{w}\left(1+M^{\psi}(\mathbf{w})\right)\right) .
$$

It follows that if $\varphi$ is a free Meixner state, with $\eta^{\varphi}$ satisfying equation (11), then

$$
\begin{aligned}
D_{i} D_{j} \eta^{\varphi}(\mathbf{w})= & \delta_{i j}+D_{i} M^{\psi}(\mathbf{w}) w_{j} \\
= & \delta_{i j}+\sum_{k} B_{i j}^{k}\left(1+M^{\psi}(\mathbf{w})\right) w_{k} \\
& +\left(1+C_{i j}\right)\left(1+M^{\psi}(\mathbf{w})\right) w_{i}\left(1+M^{\psi}(\mathbf{w})\right) w_{j} \\
= & \delta_{i j}+\left(1+M^{\psi}(\mathbf{w})\right)\left(D_{i} R^{\psi}\right)\left(\mathbf{w}\left(1+M^{\psi}(\mathbf{w})\right)\right) w_{j} .
\end{aligned}
$$

Therefore, for any $i, j$,

$$
\sum_{k} B_{i j}^{k} w_{k}+\left(1+C_{i j}\right) w_{i}\left(1+M^{\psi}(\mathbf{w})\right) w_{j}=\left(D_{i} R^{\psi}\right)\left(\mathbf{w}\left(1+M^{\psi}(\mathbf{w})\right)\right) w_{j}
$$

It follows that $B_{i j}^{k}=\delta_{j k} b_{i j}$ and for all $j$,

$$
b_{i j}+\left(1+C_{i j}\right) z_{i}=D_{i} R^{\psi}(\mathbf{z})
$$

for $z_{i}=w_{i}\left(1+M^{\psi}(\mathbf{w})\right)$, so that

$$
R^{\psi}(\mathbf{z})=\sum_{i} b_{i j} z_{i}+\sum_{i}\left(1+C_{i j}\right) z_{i}^{2} .
$$

This is true for any $j$, therefore $b_{i j}=b_{i}, C_{i j}=c_{i}$, and finally

$$
R^{\psi}(\mathbf{z})=\sum_{i}\left(b_{i} z_{i}+\left(1+c_{i}\right) z_{i}^{2}\right)
$$

so that $\psi$ is a free product of semicircular distributions with means $b_{i}$ and variances $\left(1+c_{i}\right)$.

Example 10. Similarly to Proposition 5, the c-free Appell polynomials satisfy, and are characterized by, the properties

$$
(I \otimes \varphi) \partial_{i} A^{\varphi, \psi}\left(X_{1}, X_{2}, \ldots, X_{n}\right)=\delta_{i n} A^{\psi}\left(X_{1}, \ldots, X_{n-1}\right)
$$

and

$$
\varphi\left[A^{\varphi, \psi}\left(X_{1}, X_{2}, \ldots, X_{n}\right)\right]=0
$$

In particular, if $A^{\varphi, \psi}\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ are orthogonal with respect to $\varphi$, then

$$
A^{\psi}\left(X_{1}, \ldots, X_{n}\right)
$$

are the corresponding orthogonal polynomials of the second kind. Theorem 8, combined with Proposition 3.18 of [Ans04], shows that the free Appell polynomials $A^{\psi}$ are orthogonal if and only if $\psi$ is a free product of semicircular distributions. Thus, $A^{\psi}$ are orthogonal if and only if they are the polynomials of the second kind for $\varphi$ and $A^{\varphi, \psi}$ are orthogonal.

Remark 11 (Conjugate variables in two-state free probability theory). For

$$
X_{1}, X_{2}, \ldots, X_{d} \in(\mathcal{A}, \varphi, \psi)
$$

we can define their (formal) c-free conjugate variables $\xi_{i}$ via

$$
(\psi \otimes \varphi)\left[\partial_{i} P\left(X_{1}, X_{2}, \ldots, X_{d}\right)\right]=\varphi\left[\xi_{i} P\left(X_{1}, X_{2}, \ldots, X_{d}\right)\right] .
$$

In particular,

$$
\varphi\left[\xi_{i} A^{\varphi, \psi}\left(X_{1}, X_{2}, \ldots, X_{d}\right)\right]=(\psi \otimes \varphi)\left[\partial_{i} A^{\varphi, \psi}\left(X_{1}, X_{2}, \ldots, X_{d}\right)\right]=\delta_{i 1} \delta_{d 1}
$$

and more generally

$$
\varphi\left[\xi_{i} A_{\vec{u}}^{X_{1}, X_{2}, \ldots, X_{d}}\left(X_{1}, X_{2}, \ldots, X_{d}\right)\right]=\delta_{i, \vec{u}} .
$$

In one variable, if $\varphi[p]=\int_{\mathbb{R}} p(x) d \mu(x), \psi[p]=\int_{\mathbb{R}} p(x) d \nu(x)$, under appropriate conditions on $\mu, \nu$

$$
\xi(x)=\pi\left(H \nu(x)+H \mu(x) \frac{d \nu}{d \mu}(x)\right)
$$

where $H \nu(x)=\frac{1}{\pi} \int_{\mathbb{R}} \frac{1}{x-y} d \nu(y)$ is the Hilbert transform. Without a random matrix connection, the use of these objects at this point is unclear, so we list only one basic result. It elucidates the connection between minimization of the free Fisher information on free semicircular variables, and the orthogonality of the Chebyshev polynomials. In particular, it implies a version of Proposition 6.9 of [Voi98].

Proposition 9. $X_{1}, X_{2}, \ldots, X_{d} \in(\mathcal{A}, \varphi, \psi)$ with well-defined formal c-free conjugate variables satisfy

$$
\varphi\left[\sum_{i=1}^{d} \xi_{i}^{2}\right] \varphi\left[\sum_{i=1}^{d} X_{i}^{2}\right] \geq d^{2}
$$

Denoting their joint distributions $\mu=\varphi^{X_{1}, \ldots, X_{d}}$ and $\nu=\psi^{X_{1}, \ldots, X_{d}}$, the equality is achieved exactly for $\mu=\Phi[\nu]^{\uplus \lambda}$ (here $\uplus$ is the Boolean convolution, see Section 4.4).

Proof. Since

$$
\sum_{i=1}^{d} \varphi\left[A^{\varphi, \psi}\left(X_{i}\right)^{2}\right]=\sum_{i=1}^{d} \varphi\left[\left(X_{i}-\varphi\left[X_{i}\right]\right)^{2}\right]=\sum_{i=1}^{d} \operatorname{Var}\left[X_{i}\right]
$$

it follows that

$$
\begin{aligned}
\varphi\left[\sum_{i=1}^{d} \xi_{i}^{2}\right] & =\left\|\left(\xi_{1}, \xi_{2}, \ldots, \xi_{d}\right)\right\|_{\varphi}^{2} \\
& \geq \frac{\left\langle\left(\xi_{1}, \xi_{2}, \ldots, \xi_{d}\right),\left(A^{\varphi, \psi}\left(X_{1}\right), A^{\varphi, \psi}\left(X_{1}\right), \ldots, A^{\varphi, \psi}\left(X_{d}\right)\right)\right\rangle_{\varphi}^{2}}{\left\|\left(A^{\varphi, \psi}\left(X_{1}\right), A^{\varphi, \psi}\left(X_{1}\right), \ldots, A^{\varphi, \psi}\left(X_{d}\right)\right)\right\|_{\varphi}^{2}} \\
& =\frac{\left(\sum_{i=1}^{d} \varphi\left[\xi_{i} A^{\varphi, \psi}\left(X_{i}\right)\right]\right)^{2}}{\sum_{i=1}^{d} \varphi\left[A^{\varphi, \psi}\left(X_{i}\right)^{2}\right]}=\frac{d^{2}}{\sum_{i=1}^{d} \operatorname{Var}\left[X_{i}\right]} .
\end{aligned}
$$

Therefore,

$$
\varphi\left[\sum_{i=1}^{d} \xi_{i}^{2}\right] \varphi\left[\sum_{i=1}^{d} X_{i}^{2}\right] \geq \varphi\left[\sum_{i=1}^{d} \xi_{i}^{2}\right] \sum_{i=1}^{d} \operatorname{Var}\left[X_{i}\right] \geq d^{2}
$$

The equality is achieved if and only if each $X_{i}$ is $\varphi$-centered and $\left(\xi_{1}, \xi_{2}, \ldots, \xi_{d}\right)$ is a multiple of

$$
\left(A^{\varphi, \psi}\left(X_{1}\right), A^{\varphi, \psi}\left(X_{2}\right), \ldots, A^{\varphi, \psi}\left(X_{d}\right)\right)
$$

Using the proof of Lemma 7, this says that $R^{\varphi, \psi}(\mathbf{z})=\lambda \sum_{i=1}^{d} z_{i}^{2}$, in other words

$$
\eta^{\mu}(\mathbf{w})=\lambda \sum_{i=1}^{d} w_{i}\left(1+M^{\nu}(\mathbf{w})\right) w_{i}=\lambda \eta^{\Phi[\nu]}
$$

and $\mu=\Phi[\nu]^{\uplus \lambda}$.

## 6. Fock space representation and processes

6.1. Fock space representation. Let $\mathcal{A}_{0}$ be an algebra without identity, and $\mu, \nu$ functionals on it. Let $\mathcal{A}$ be the unital algebra generated by noncommuting symbols $\left\{X(f): f \in \mathcal{A}_{0}^{s a}\right\}$ subject to the linearity relations

$$
X(\alpha f+\beta g)=\alpha X(f)+\beta X(g)
$$

Equivalently, $\mathcal{A}$ is the tensor algebra of $\mathcal{A}_{0}$. The star-operation on it is determined by the requirement that all $X(f), f \in \mathcal{A}_{0}^{s a}$ are self-adjoint. For such $f, f_{i}$, define the c-free Kailath-Segall polynomials to be multilinear maps $W$ from $\mathcal{A}_{0}^{\text {sa }}$ to $\mathcal{A}$ determined by

$$
\begin{aligned}
X(f)= & W(f)+\mu[f] \\
X(f) W\left(f_{1}\right)= & W\left(f, f_{1}\right)+W\left(f f_{1}\right)+\mu\left[f f_{1}\right]+\nu[f] W\left(f_{1}\right) \\
X(f) W\left(f_{1}, f_{2}, \ldots, f_{n}\right)= & W\left(f, f_{1}, f_{2}, \ldots, f_{n}\right)+W\left(f f_{1}, f_{2}, \ldots, f_{n}\right) \\
& +\nu\left[f f_{1}\right] W\left(f_{2}, \ldots, f_{n}\right)+\nu[f] W\left(f_{1}, f_{2}, \ldots, f_{n}\right)
\end{aligned}
$$

Denoting

$$
f_{\Lambda}=\prod_{i \in \Lambda} f_{i}
$$

$W\left(f_{1}, f_{2}, \ldots, f_{n}\right)$ is a polynomial in $\left\{X\left(f_{\Lambda}\right): \Lambda \subset\{1,2, \ldots, n\}\right\}$.
In the case that $\mu, \nu$ are positive (semi-)definite, the c-free Kailath-Segall polynomials have a representation on the Fock space

$$
\mathbb{C} \Omega \oplus L^{2}\left(\mathcal{A}_{0}, \mu\right) \oplus \bigoplus_{n=1}^{\infty}\left(L^{2}\left(\mathcal{A}_{0}, \nu\right)^{\otimes n} \otimes L^{2}\left(\mathcal{A}_{0}, \mu\right)\right)
$$

via

$$
\begin{equation*}
W\left(f_{1}, f_{2}, \ldots, f_{n}\right) \Omega=f_{1} \otimes f_{2} \otimes \cdots \otimes f_{n} \tag{16}
\end{equation*}
$$

so that for $f \in \mathcal{A}_{0}^{s a}, X(f)$ is a symmetric operator.

Example 12. We recover the limiting distributions in the central and Poisson limit theorems of [BLS96] as follows. Let

$$
\mathcal{A}_{0}=\{P(x) \in \mathbb{C}[x] \mid P(0)=0\} .
$$

In the analog of the Gaussian representation, we take $\mu[x]=\nu[x]=0$, skip the second term in the recursions, and quotient out by the relation $x^{2}-1$ (see Example 4.14 of [Ans04] for more details). Then each $W$ is a polynomial in $x$, with recursions

$$
\begin{aligned}
x & =W_{1}(x), \\
x W_{1}(x) & =W_{2}(x)+\mu\left[x^{2}\right], \\
x W_{n}(x) & =W_{n+1}(x)+\nu\left[x^{2}\right] W_{n-1}(x) .
\end{aligned}
$$

Similarly, for the analog of the Poisson distribution, we take $\mu\left[x^{i}\right]=\mu\left[x^{j}\right]$, $\nu\left[x^{i}\right]=\nu\left[x^{j}\right]$ for all $i, j$, and quotient out by the relation $x^{2}-x$. Again each $W$ is a polynomial in $x$, with recursions

$$
\begin{aligned}
x & =W_{1}(x)+\mu[x], \\
x W_{1}(x) & =W_{2}(x)+(1+\nu[x]) W_{1}(x)+\mu[x], \\
x W_{n}(x) & =W_{n+1}(x)+(1+\nu[x]) W_{n}(x)+\nu[x] W_{n-1}(x) .
\end{aligned}
$$

Proposition 10. For $S \subset \operatorname{Outer}(\pi)$, $C \in \operatorname{Outer}(\pi) \backslash S$, denote

$$
C<S \quad \text { if } \exists c \in C, B \in S, b \in B: \quad c<b
$$

and

$$
C>S \quad \text { if } \forall c \in C, B \in S, b \in B: \quad c>b .
$$

(a) The monomials have an expansion in terms of the $c$-free Kailath-Segall polynomials:

$$
\begin{aligned}
& X\left(f_{1}\right) \cdots X\left(f_{n}\right)= \sum_{k=1}^{n} \sum_{\substack{\pi \in \mathrm{NC}(n) \\
\operatorname{Outer}(\pi)=\left\{B_{1}, \ldots, B_{k}\right\}}} \sum_{\substack{S \subset \operatorname{Outer}(\pi)}} \prod_{C \in \operatorname{Inner}(\pi)} \nu\left[f_{C}\right] \\
& \times \prod_{\substack{C \in \operatorname{Outer}(\pi) \backslash S \\
C<S}} \nu\left[f_{C}\right] \\
& \prod_{\substack{C \in \operatorname{Outer}(\pi) \backslash S \\
C>S}} \mu\left[f_{C}\right] \quad W\left(f_{B}: B \in S\right) .
\end{aligned}
$$

Pictorially, the outer classes $C$ with $C<S$ are "potentially inner," since they will become inner if the "open" classes of $S$ are closed with something to the left of them. See Figure 1 for an example.
(b) In the Fock space representation (16),

$$
\mu\left[f_{1} f_{2} \cdots f_{n}\right]=R^{\varphi, \psi}\left[X\left(f_{1}\right), X\left(f_{2}\right), \ldots, X\left(f_{n}\right)\right]
$$

and

$$
\nu\left[f_{1} f_{2} \cdots f_{n}\right]=R^{\psi}\left[X\left(f_{1}\right), X\left(f_{2}\right), \ldots, X\left(f_{n}\right)\right]
$$



Figure 1. Graphical representation of the term $\nu\left[f_{6} f_{7}\right] \times$ $\nu\left[f_{10}\right] \nu\left[f_{1} f_{2}\right] \nu\left[f_{4}\right] \mu\left[f_{9} f_{11}\right] W\left(f_{3}, f_{5} f_{8}\right)$, with $\pi=\{(1,2),(3)$, $(4),(5,8),(6,7),(9,11),(10)\}$ and $S=\{(3),(5,8)\}$.
for

$$
\varphi\left[X\left(f_{1}\right) X\left(f_{2}\right) \cdots X\left(f_{n}\right)\right]=\left\langle\Omega, X\left(f_{1}\right) \cdots X\left(f_{n}\right) \Omega\right\rangle
$$

and

$$
\psi\left[X\left(f_{1}\right) \cdots X\left(f_{n}\right)\right]=\sum_{\pi \in \mathrm{NC}(n)} \prod_{C \in \pi} \nu\left[f_{C}\right] .
$$

It follows that if $\left\{f_{i}\right\}$ are mutually orthogonal, meaning $f_{i} f_{j}=0$ for $i \neq j$, then $\left\{X\left(f_{i}\right)\right\}$ are freely independent with respect to $\psi$ and $c$-free with respect to $(\varphi, \psi)$ (and also $(\varphi \mid \psi)$-free).
(c) The $c$-free Kailath-Segall polynomials are

$$
\begin{array}{r}
W\left(f_{1}, f_{2}, \ldots, f_{n}\right) \\
\left.=\sum_{\pi \in \operatorname{Int}(n)} \sum_{S \subset \operatorname{Sing}(\pi)}(-1)^{n-\left|S^{c}\right|} \prod_{\substack{\{i\} \in S \\
i \neq n}} \nu\left[f_{i}\right] \prod_{\{n\} \in S} \mu\left[f_{n}\right] \prod_{B \in S^{c}} X\left(f_{B}\right),,{ }^{2}\right)
\end{array}
$$

where $\operatorname{Sing}(\pi)$ are all the singletons (one-element classes) of $\pi$, and

$$
\prod_{\{n\} \in S} \mu\left[f_{n}\right]=1
$$

if $\{n\} \notin S$. See Figure 2 for an example.
(d) The c-free Appell polynomials have an expansion in terms of the c-free Kailath-Segall polynomials:

$$
A^{\varphi, \psi}\left(X\left(f_{1}\right), X\left(f_{2}\right), \ldots, X\left(f_{n}\right)\right)=\sum_{\substack{\pi \in \operatorname{Int}(n) \\ \pi=\left(B_{1}, B_{2}, \ldots, B_{k}\right)}} W\left(f_{B_{1}}, f_{B_{2}}, \ldots, f_{B_{k}}\right)
$$



Figure 2. $W\left(f_{1}, f_{2}\right)$ expanded as $X\left(f_{1}\right) X\left(f_{2}\right)-X\left(f_{1} f_{2}\right)-$ $X\left(f_{1}\right) \mu\left[f_{2}\right]-\nu\left[f_{1}\right] X\left(f_{2}\right)+\nu\left[f_{1}\right] \mu\left[f_{2}\right]$.


Figure 3. $A^{\varphi, \psi}\left(X\left(f_{1}\right), X\left(f_{2}\right), X\left(f_{3}\right)\right)$ expanded as $W\left(f_{1}\right.$, $\left.f_{2}, f_{3}\right)+W\left(f_{1}, f_{2} f_{3}\right)+W\left(f_{1} f_{2}, f_{3}\right)+W\left(f_{1} f_{2} f_{3}\right)$.

In particular, this linear combination of the Kailath-Segall polynomials is in fact a polynomial in $\left\{X\left(f_{1}\right), X\left(f_{2}\right), \ldots, X\left(f_{n}\right)\right\}$ only. See Figure 3 for an example.

Proof. The proofs are by induction and very similar to the calculations in [Ans04], so we only outline them. For part (a), multiplying the sum by $X\left(f_{0}\right)$ on the left and applying the recursions results in the following transformations of the pair $(\pi, S)$ : for $B$ the left-most class of $S$,

$$
\begin{array}{rlll}
\text { If } S=\emptyset, & & \pi \mapsto\{0\} \cup \pi, & S \mapsto\{0\} \quad \text { or } \quad S \mapsto S, \\
\text { If }|S| \geq 1, & & \pi \mapsto\{0\} \cup \pi, & S \mapsto\{0\} \cup S \quad \text { or } \quad S \mapsto S, \\
& \pi \mapsto\{\{0\} \cup B\} \cup(\pi \backslash\{B\}), & \\
& S \mapsto\{\{0\} \cup B\} \cup(S \backslash\{B\}) \quad \text { or } \quad S \mapsto S \backslash\{B\},
\end{array}
$$

which produce all possible choices of new such pairs.
Part (b) follows from part (a) since

$$
\left\langle\Omega, X\left(f_{1}\right) \cdots X\left(f_{n}\right) \Omega\right\rangle=\sum_{\pi \in \mathrm{NC}(n)} \prod_{C \in \operatorname{Inner}(\pi)} \nu\left[f_{C}\right] \prod_{B \in \operatorname{Outer}(\pi)} \mu\left[f_{B}\right]
$$

For part (c), using this expansion for $W\left(f_{0}, f_{1}, \ldots, f_{n}\right)$ and applying the recursions gives the following transformations: for $C$ the left-most class of $\pi$,

$$
\begin{array}{lll}
\pi \mapsto\{0\} \cup \pi, \quad S \mapsto S \quad \text { or } & S \mapsto\{0\} \cup S, \\
\pi \mapsto\{\{0\} \cup C\} \cup(\pi \backslash\{C\}), & S \mapsto\{\{0\} \cup C\} \cup(S \backslash\{C\}) \quad \text { or } \quad S \mapsto S, \\
\pi \mapsto\{\{0\} \cup C\} \cup(\pi \backslash\{C\}), & S \mapsto\{\{0\} \cup C\} \cup(S \backslash\{C\}) .
\end{array}
$$

The identical terms in the second and third line come with opposite signs, and as a result one again gets all possible pairs such that $S$ consists of singletons.

For part (d), we show that the sum on the right-hand side satisfies the recursion of the c-free Appell polynomials. The proof is identical to Proposition 3.22 of [Ans04].
6.2. Processes with c-free increments and polynomial martingales. There are two natural ways to evolve pairs of states in two-state free probability theory. One way is to choose a freely infinitely divisible state $\rho$ and an arbitrary state $\psi$, and evolve $\varphi$ with $R^{\varphi, \psi}(\mathbf{z})=R^{\rho}(\mathbf{z})$ as

$$
R^{\varphi(t), \psi}(\mathbf{z})=t R^{\rho}(\mathbf{z})=R^{\rho^{\boxplus t}}(\mathbf{z}) .
$$

It is not hard to see that in this case, $\varphi(t)=\varphi^{\uplus t}$, and so for any $\psi$, we get a Boolean convolution semigroup, which corresponds to a process with Boolean independent increments. The other way is the evolution $\varphi(t)$ of Remark 8 of [Ans09b], which corresponds to processes with c-free increments and $\psi$-free increments. A Fock space representation in Remark 13, or the constructions in [BS91], provide examples of such processes.

Proposition 11. Let $\pi \in \mathcal{P}(n)$ have the property that the collections

$$
\left\{X_{i}: i \in B\right\}_{B \in \pi}
$$

are c-free with respect to $(\varphi, \psi)$ and freely independent with respect to $\psi$. Let $\sigma \in \operatorname{Int}(n)$,

$$
\sigma=\left(C_{1}, C_{2}, \ldots, C_{k}\right)
$$

be the largest partition in $\operatorname{Int}(n)$ with $\sigma \leq \pi$. In other words, classes of $\sigma$ are the largest consecutive subsets of classes of $\pi$. Then

$$
A^{\varphi, \psi}\left(X_{1}, X_{2}, \ldots, X_{n}\right)=\prod_{i=1}^{k-1} A^{\psi}\left(X_{j}: j \in C_{i}\right) A^{\varphi, \psi}\left(X_{j}: j \in C_{k}\right)
$$

Proof. It suffices to show that the right-hand side of the equation above satisfies the two conditions in the definition of $A^{\varphi, \psi}$. Indeed, for $s \in C_{l}, l<k$,

$$
\begin{aligned}
& \partial_{s}\left(\prod_{i=1}^{k-1} A^{\psi}\left(X_{j}: j \in C_{i}\right) A^{\varphi, \psi}\left(X_{j}: j \in C_{k}\right)\right) \\
& \quad=\prod_{i=1}^{l-1} A^{\psi}\left(X_{j}: j \in C_{i}\right) A^{\psi}\left(X_{j}: j \in C_{l}, j<s\right) \\
& \quad \otimes A^{\psi}\left(X_{j}: j \in C_{l}, j>s\right) A^{\varphi, \psi}\left(X_{j}: j \in C_{k}\right) \\
& \quad=A^{\psi}\left(X_{j}: j<s\right) \otimes A^{\psi}\left(X_{j}: j \in C_{l}, j>s\right) A^{\varphi, \psi}\left(X_{j}: j \in C_{k}\right)
\end{aligned}
$$

and for $s \in C_{k}$,

$$
\begin{aligned}
\partial_{s} & \left(\prod_{i=1}^{k-1} A^{\psi}\left(X_{j}: j \in C_{i}\right) A^{\varphi, \psi}\left(X_{j}: j \in C_{k}\right)\right) \\
= & \prod_{i=1}^{k-1} A^{\psi}\left(X_{j}: j \in C_{i}\right) A^{\psi}\left(X_{j}: j \in C_{k}, j<s\right) \\
& \otimes A^{\varphi, \psi}\left(X_{j}: j \in C_{k}, j>s\right) \\
= & A^{\psi}\left(X_{j}: j<s\right) \otimes A^{\varphi, \psi}\left(X_{j}: j \in C_{k}, j>s\right)
\end{aligned}
$$

where we have used Proposition 3.13 of [Ans04], which states the same factorization property for the free Appell polynomials. Also, by Lemma 3,

$$
\begin{aligned}
\varphi & {\left[\prod_{i=1}^{k-1} A^{\psi}\left(X_{j}: j \in C_{i}\right) A^{\varphi, \psi}\left(X_{j}: j \in C_{k}\right)\right] } \\
& =\prod_{i=1}^{k-1} \varphi\left[A^{\psi}\left(X_{j}: j \in C_{i}\right)\right] \varphi\left[A^{\varphi, \psi}\left(X_{j}: j \in C_{k}\right)\right]=0 .
\end{aligned}
$$

See Remark 5 of [Ans09a] or Remark 2.2 of [BB09] on the relation which the following result bears to the statement "the c-free Appell polynomials are martingale polynomials."

Proposition 12. If $\left\{X_{i}, Y_{i} \mid i=1, \ldots, n\right\} \subset\left(\mathcal{A}^{\text {sa }}, \varphi, \psi\right), \mathcal{B} \subset \mathcal{A}$ a subalgebra, $\left\{X_{i}\right\} \subset \mathcal{B} \subset \mathcal{A}$ and $\left\{Y_{i}\right\}$ are $c$-free and $\psi$-freely independent from $\mathcal{B}$, then for any $X \in \mathcal{B}$,

$$
\varphi\left[X A^{\varphi, \psi}\left(X_{1}+Y_{1}, X_{2}+Y_{2}, \ldots, X_{n}+Y_{n}\right)\right]=\varphi\left[X A^{\varphi, \psi}\left(X_{1}, X_{2}, \ldots, X_{n}\right)\right]
$$

Proof. Using the preceding proposition, the expression

$$
\varphi\left[X A^{\varphi, \psi}\left(X_{1}+Y_{1}, X_{2}+Y_{2}, \ldots, X_{n}+Y_{n}\right)\right]
$$

can be expanded as

$$
\begin{aligned}
& \sum_{\substack{\vec{u}=(u(1), u(2), \ldots, u(2 k)) \\
u(1)+u(2)+\cdots+u(2 k)=n}} \varphi\left[X A^{\psi}\left(X_{1}, \ldots, X_{u(1)}\right) A^{\psi}\left(Y_{u(1)+1}, \ldots, Y_{u(1)+u(2)}\right) \cdots\right. \\
& \left.\times A^{\varphi, \psi}\left(Y_{u(1)+\cdots+u(2 k-1)+1}, \ldots, Y_{u(1)+\cdots+u(2 k)}\right)\right] \\
& +\sum \varphi\left[X A^{\psi}\left(X_{1}, \ldots\right) \cdots A^{\varphi, \psi}\left(\ldots, X_{n}\right)\right] \\
& +\sum \varphi\left[X A^{\psi}\left(Y_{1}, \ldots\right) \cdots A^{\varphi, \psi}\left(\ldots, X_{n}\right)\right] \\
& +\sum \varphi\left[X A^{\psi}\left(Y_{1}, \ldots\right) \cdots A^{\varphi, \psi}\left(\ldots, Y_{n}\right)\right] .
\end{aligned}
$$

Each term in this sum is of the form $\varphi\left[x_{1} y_{2} x_{2} y_{2} \cdots\right]$, with $x_{i} \in \mathcal{B}, y_{i}$ c-free and $\psi$-freely independent from $\mathcal{B}$, and all the terms satisfying $\psi\left[x_{i}\right]=\psi\left[y_{i}\right]=0$, except $x_{1}$ and the last term. Applying conditional freeness and Lemma 3, this equals the product

$$
\varphi\left[x_{1}\right] \varphi\left[y_{1}\right] \varphi\left[x_{2}\right] \varphi\left[y_{2}\right] \cdots .
$$

Moreover, unless there are no $y$ terms at all, the last term is $A^{\varphi, \psi}$ and $\varphi$ applied to it is zero. So the only nonzero term in the sum is

$$
\varphi\left[X A^{\varphi, \psi}\left(X_{1}, X_{2}, \ldots, X_{n}\right)\right]
$$

REMARK 13 (Fock space representation of processes with c-free increments). Let $\varphi, \psi$ be states on $\mathbb{C}\langle\mathbf{x}\rangle$ such that $(\varphi, \psi)$ are c-freely infinitely divisible and
$\psi$ is freely infinitely divisible. In other words, $R^{\varphi, \psi}$ and $R^{\psi}$ are conditionally positive definite, see [Ans09b]. On

$$
\mathcal{A}_{0}=\{P(\mathbf{x}) \in \mathbb{C}\langle\mathbf{x}\rangle \mid P(0)=0\} \otimes L^{\infty}[0,1]
$$

define functionals

$$
\begin{aligned}
& \mu[P(\mathbf{x}) \otimes f]=R^{\varphi, \psi}[P(\mathbf{x})] \int_{0}^{1} f(t) d t \\
& \nu[P(\mathbf{x}) \otimes f]=R^{\psi}[P(\mathbf{x})] \int_{0}^{1} f(t) d t
\end{aligned}
$$

Then $\mu, \nu$ are positive semi-definite, so one has a Fock representation for the corresponding c-free Kailath-Segall polynomials as in Proposition 10. Denote

$$
X_{i}(t)=X\left(x_{i} \otimes \mathbf{1}_{[0, t)}\right)
$$

Then $\{X(t)\}$ is a process with stationary c-free and $\psi$-freely independent increments.

Let

$$
\begin{aligned}
& \varphi\left[W\left(P_{1} \otimes f_{1}, P_{2} \otimes f_{2}, \ldots, P_{n} \otimes f_{n}\right) \mid t\right] \\
& \quad=W\left(P_{1} \otimes \mathbf{1}_{[0, t)} f_{1}, P_{2} \otimes \mathbf{1}_{[0, t)} f_{2}, \ldots, P_{n} \otimes \mathbf{1}_{[0, t)} f_{n}\right)
\end{aligned}
$$

and extend this operation to all of $\mathcal{A}$. It follows from Proposition 10 that

$$
\varphi\left[A_{\vec{u}}^{X_{1}(t), \ldots, X_{d}(t)}\left(X_{1}(t), \ldots, X_{d}(t)\right) \mid s\right]=A_{\vec{u}}^{X_{1}(s), \ldots, X_{d}(s)}\left(X_{1}(s), \ldots, X_{d}(s)\right)
$$

Acknowledgments. I would like to thank Andu Nica and Serban Belinschi for a number of discussions which contributed to the development of this paper, and for explaining their work to me. I also thank Jamie Mingo for a useful discussion.

## References

[AB98] L. Accardi and M. Bożejko, Interacting Fock spaces and Gaussianization of probability measures, Infin. Dimens. Anal. Quantum Probab. Relat. Top. 1 (1998), 663-670. MR 1665281
[Akh65] N. I. Akhiezer, The classical moment problem and some related questions in analysis, Hafner Publishing Co., New York, 1965; translated by N. Kemmer. MR 0184042
[Ans04] M. Anshelevich, Appell polynomials and their relatives, Int. Math. Res. Not. 65 (2004), 3469-3531. MR 2101359
[Ans07] M. Anshelevich, Free Meixner states, Comm. Math. Phys. 276 (2007), 863-899. MR 2350440
[Ans08a] M. Anshelevich, Monic non-commutative orthogonal polynomials, Proc. Amer. Math. Soc. 136 (2008), 2395-2405. MR 2390506
[Ans08b] M. Anshelevich, Orthogonal polynomials with a resolvent-type generating function, Trans. Amer. Math. Soc. 360 (2008), 4125-4143. MR 2395166
[Ans09a] M. Anshelevich, Appell polynomials and their relatives II. Boolean theory, Indiana Univ. Math. J. 58 (2009), 929-968. MR 2514394
[Ans09b] M. Anshelevich, Free evolution on algebras with two states, to appear in Reine und Angew. Math., available at arXiv:0803. 4280 [math.OA], 2009.
[App80] M. P. Appell, Sur une classe de polynômes, Ann. Sci. Ecole Norm. Sup. 9 (1880), 119-144. MR 1508688
[BN08] S. T. Belinschi and A. Nica, On a remarkable semigroup of homomorphisms with respect to free multiplicative convolution, Indiana Univ. Math. J. 57 (2008), 1679-1713. MR 2440877
[BN09] S. T. Belinschi and A. Nica, Free Brownian motion and evolution towards田-infinite divisibility for $k$-tuples, Internat. J. Math. 20 (2009), 309-338. MR 2500073
[BB09] M. Bożejko and W. Bryc, A quadratic regression problem for two-state algebras with application to the central limit theorem, Infin. Dimens. Anal. Quantum Probab. Relat. Top. 12 (2009), 231-249. MR 2541395
[BLS96] M. Bożejko, M. Leinert and R. Speicher, Convolution and limit theorems for conditionally free random variables, Pacific J. Math. 175 (1996), 357-388. MR 1432836
[BS91] M. Bożejko and R. Speicher, $\psi$-independent and symmetrized white noises, Quantum probability \& related topics, QP-PQ, vol. VI, World Scientific, River Edge, NJ, 1991, pp. 219-236. MR 1149828
[CDI97] T. Cabanal-Duvillard and V. Ionescu, Un théorème central limite pour des variables aléatoires non-commutatives, C. R. Acad. Sci. Paris Sér. I Math. 325 (1997), 1117-1120. MR 1614040
[DKS09] D. Damanik, R. Killip and B. Simon, Perturbations of orthogonal polynomials with periodic recursion coefficients, to appear in Ann. Math.; available at arXiv:math/0702388v2 [math.SP], 2009.
[Fra06] U. Franz, Multiplicative monotone convolutions, Quantum probability, Banach Center Publ., vol. 73, Polish Acad. Sci., Warsaw, 2006, pp. 153-166. MR 2423123
[Fra08] U. Franz, Boolean convolution of probability measures on the unit circle, Analyse et probabilités (J. Faraut, P. Biane and H. Ouerdiane, eds.), Séminaires et Congrès, vol. 16, Soc. Math. France, Paris, 2008, pp. 83-94.
[Kat86] Y. Kato, Mixed periodic Jacobi continued fractions, Nagoya Math. J. 104 (1986), 129-148. MR 0868441
[Leh04] F. Lehner, Cumulants in noncommutative probability theory. I. Noncommutative exchangeability systems, Math. Z. 248 (2004), 67-100. MR 2092722
[Len98] R. Lenczewski, Unification of independence in quantum probability, Infin. Dimens. Anal. Quantum Probab. Relat. Top. 1 (1998), 383-405. MR 1638097
[Mło99] W. Młotkowski, Free probability on algebras with infinitely many states, Probab. Theory Related Fields 115 (1999), 579-596. MR 1728922
[Mło2] W. Młotkowski, Operator-valued version of conditionally free product, Studia Math. 153 (2002), 13-30. MR 1948925
[NS06] A. Nica and R. Speicher, Lectures on the combinatorics of free probability, London Math. Soc. Lecture Note Ser., vol. 335, Cambridge Univ. Press, Cambridge, 2006. MR 2266879
[Ora05] F. Oravecz, The number of pure convolutions arising from conditionally free convolution, Infin. Dimens. Anal. Quantum Probab. Relat. Top. 8 (2005), 327355. MR 2172303
[Pop08] M. Popa, Multilinear function series in conditionally free probability with amalgamation, Commun. Stoch. Anal. 2 (2008), 307-322. MR 2446696
[VS93] L. Verde-Star, Polynomial sequences of interpolatory type, Stud. Appl. Math. 88 (1993), 153-172. MR 1204869
[Voi98] D. Voiculescu, The analogues of entropy and of Fisher's information measure in free probability theory. V. Noncommutative Hilbert transforms, Invent. Math. 132 (1998), 189-227. MR 1618636
[VDN92] D. V. Voiculescu, K. J. Dykema and A. Nica, Free random variables, A noncommutative probability approach to free products with applications to random matrices, operator algebras and harmonic analysis on free groups, CRM Monograph Series, vol. 1, Amer. Math. Soc., Providence, RI, 1992. MR 1217253
[Yos03] H. Yoshida, The weight function on non-crossing partitions for the $\Delta$ convolution, Math. Z. 245 (2003), 105-121. MR 2023956
Michael Anshelevich, Department of Mathematics, Texas A\&M University, College Station, TX 77843-3368, USA
E-mail address: manshel@math.tamu.edu


[^0]:    Received March 29, 2008; received in final form August 11, 2009.
    This work was supported in part by NSF Grant DMS-06-13195.
    2000 Mathematics Subject Classification. Primary 46L53. Secondary 46L54, 05E35.

