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## 1. Introduction

The heat kernel on a manifold provides a natural analog for $n$ dimensional Gauss measure. If $\Delta$ is the Laplace-Beltrami operator on a Riemannian manifold then the heat kernel $p_{t}(x, \cdot)$ is the measure on $M$ given by $\left(e^{t \Delta} f\right)(x)=\int_{M} f(y) p_{t}(x, d y) . p_{t}(x, \cdot)$ reduces to Gauss measure centered at $x$ in case $M=R^{n}$. Put $t=1$, fix $x$ and write $\mu(d y)=p_{1}(x, d y)$. The Dirichlet form operator $L$ for $\mu$ is the self-adjoint operator on $L^{2}(\mu)$ defined by

$$
\begin{equation*}
(L f, g)_{L^{2}(\mu)}=\int_{M} \operatorname{grad} f(y) \cdot \operatorname{grad} \bar{g}(y) \mu(d y) \tag{1.1}
\end{equation*}
$$

for $f$ and $g$ in $C_{c}^{\infty}(M)$. In case $M=R^{n}, L$ is the harmonic oscillator Hamiltonian in its ground state representation. Ever since E. Nelson [32] showed the usefulness to quantum field theory of operator bounds on $\exp (-s L)$ as an operator from $L^{p}(\mu)$ to $L^{q}(\mu)$, the boundedness and in particular the contractivity of this operator and similar operators has been explored with great intensity. A variety of techniques for exploring exp ( $-s L$ ) as an operator from $L^{p}$ to $L^{q}$ for the harmonic oscillator Hamiltonian and for other second order elliptic operators have been investigated. Among them is the use of an equivalence between boundedness properties of $e^{-t L}$ : $L^{p} \rightarrow L^{q}$ (hypercontractivity) and direct inequalities on the quadratic form of $L$ itself. The latter have the form of logarithmic Sobolev inequalities [17] (see e.g. (3.7) below). A survey of these topics is given in [9] and a more recent bibliography is given in [18]. In the present paper it will be shown that a technique used in [17] for proving logarithmic Sobolev inequalities for Gauss measure on $R^{n}$ goes over to the heat kernel measure on Lie groups.

Denote by $W$ the space $C_{0}([0, T] ; G)$ of continuous functions $g(\cdot)$ on $[0, T]$ with values in a connected Lie group $G$ for which $g(0)=$ identity. In Section

[^0]2 we discuss a notion of differentiability for functions on $W$ which reduces, in case $G=R$, to a much studied notion of differentiability of functions on Wiener space. In fact $W$ is a Banach space if $G=R$, and if $H$ is the Cameron-Martin Hilbert space for Wiener measure on $W$ then for a function $f: W \rightarrow R$ the derivative of $f$ in $H$ directions plays a central role in Gaussian integration theory, unlike the Frechet derivative which usually plays only a technical role in this context. R.H. Cameron [8] was the first to recognize that the derivative in $H$ directions relates well to the Wiener integral and in fact allows an integration by parts formula. (Actually he considered only derivatives in $W^{*}$ directions with $W^{*}$ properly contained in $H$ by the usual injection $W^{*} \hookrightarrow H^{*}=H \rightarrow W$. But the extension of his formula to $H$ directions is immediate.) I.E. Segal [40,41] emphasized and clarified the central role of $H$ by dispensing with an ambient Banach space or other ambient vector space altogether. Directional derivatives in $H$ directions are ubiquitous in Boson quantum field theory because they represent annihilation operators. For functions on a Banach space $B$ with a given nondegenerate Gaussian measure $\mu$ and corresponding covariance Hilbert space $H$ the $H$-derivative (i.e., gradient in $H$ directions) is an intrinsic notion of differentiation relative to $\mu$. The $H$-derivative was systematically exploited in [16] for regularity theorems in infinite dimensional potential theory and in many other works [2], [10], [12], [13], [14], [15], [22], [23], [24], [25], [26], [36], [37], [38] in the 1960's and early 1970's. More recently the closure of the $H$-derivative as a densely defined operator from $L^{p}(\mu)$ to $L^{p}(\mu) \otimes H$ has been intensely explored. The literature on the closed intrinsic derivative (i.e., closed $H$-derivative) is too vast to survey here. For extensive lists of some of the early work on these operators and their applications (e.g. to regularity of heat kernels for hypoelliptic operators) see the bibliographies of [1], [5], [7] as well as [20], [21], [27], [28], [30], [31], [45]. In Section 2 we describe the analogous intrinsic derivative (i.e., $H$-derivative) for functions on $W:=$ $C_{0}[(0,1] ; G)$ when $G$ is an arbitrary Lie group and Wiener measure is replaced by the $G$ valued Brownian motion path space measure $P$ on $W$. We do this by first defining an operation of "addition" of a finite energy Lie algebra valued function $h$ with an element $g$ of $W$. The operation $h, g \rightarrow$ $h+g$ is defined on all of $H \times W$ by direct analytic means without reference to stochastic integrals or any probability measures. But in fact it is a thinly disguised version of ordinary translation $B \rightarrow h+B$ in the Lie algebra valued Wiener space when the Wiener path $B$ is identified with $g$ via an Ito-Stratonovich differential equation. In this paper we take an analytic viewpoint, avoiding direct use of stochastic differential equations (however, cf. [19]). Moreover since $W$ is a group under pointwise multiplication there is another more natural notion of differentiation of functions on $W$ and we shall explain the relation between these two derivatives (cf. Proposition 2.7).

In Section 3 we represent the $G$ valued Brownian motion as a limit of random walks in $G$. We use the representation to derive a logarithmic

Sobolev inequality on $W$ for $P$ (cf. equation 3.6)) with best constant (§5). A logarithmic Sobolev inequality on the Lie group itself for the heat kernel measure follows from this (Section 4). But in Section 5 we show by example why we cannot expect our method to produce always the best Sobolev constant for the heat kernel measure on $G$. The example is motivated by the preceding random walk representation with the random walk taken as a simple random walk in the Lie algebra of the circle group. Specifically, if $\mu$ is the symmetric probability measure on $R$ supported on the two point set $\{-1,1\}$ we look at the discrete Dirichlet form operator $N$ associated to the measure $\mu^{3} \equiv \mu * \mu * \mu$ and describe the effect on the Sobolev constant and spectrum of $N$ that occurs when one wraps $R$ around $S^{1}$, so as to identify the points -3 and 3 in the support of $\mu^{3}$.

It is a pleasure to acknowledge very useful discussions with G. Ben Arous, J. Deuschel, Z. Guo, A. Knapp, O. Rothaus, and D. Stroock.

## 2. Differential calculus on $C_{0}([0, T] ; G)$

Let $G$ be a connected Lie group and denote by $\mathscr{G}$ its Lie algebra. We denote by $W$ the set of continuous functions $g$ from $[0, T]$ into $G$ such that $g(0)=e$, the identity element of $G$. Throughout this paper we consider a fixed inner product ( , ) on $\mathscr{G}$ with associated norm | | which need not be invariant under the adjoint action of $G$ except when specified. We denote by $H$ the real Hilbert space consisting of absolutely continuous functions from $[0,1]$ into $\mathscr{G}$ such that

$$
\|\dot{h}\|^{2}=\int_{0}^{T}|\dot{h}(t)|^{2} d t<\infty \quad \text { and } \quad h(0)=0
$$

In this section we shall describe an action $g \rightarrow h+g$ of $H$ on $W$ which reduces, in case $G$ is the additive group $R$ of real numbers, to translation by $h:(h+g)(t)=h(t)+g(t)$. This action, which underlies all of advanced calculus on Wiener space, will play a similar role for us for a general Lie group. If $c(\cdot)$ is a smooth curve in $G$ then $c(t)_{*}^{-1} \dot{c}(t)$ is in $T_{e}(G)$, the tangent space to $G$ at $e$. We shall generally omit the $*$, writing $c(t)^{-1} \dot{c}(t)$ instead. Moreover we identify the Lie algebra with $T_{e}(G)$ and if $\alpha$ is in $T_{e}(G)$ then we put

$$
(\hat{\alpha} f)(x)=d f\left(x e^{s \alpha}\right) /\left.d s\right|_{s=0}
$$

for the corresponding left invariant vector field on $G$.
Lemma 2.1. Let $h$ be in $H$. Then there is a unique function $v$ in $W$ such that the equations
(a) $v(0)=e$
(b) $v(t)^{-1} \dot{v}(t)=\dot{h}(t) 0 \leq t \leq T$,
hold in the following sense. For any smooth function $f: G \rightarrow R$ and $0 \leq a<$ $b \leq T$

$$
\begin{equation*}
f(v(b))-f(v(a))=\int_{a}^{b}\left(h(t)^{\wedge} f\right)(v(t)) d t \tag{2.1}
\end{equation*}
$$

Moreover if $h_{n}$ converges in $H$ to $h$ then the corresponding solutions $v_{n}$ converge uniformly on $[0, T]$ to $v$.

Let $B$ be a ball centered at the origin of $\mathscr{G}$ such that the exponential map is a diffeomorphism from $2 B$ onto a neighborhood $U$ of $e$ in $G$. There is a number $\varepsilon>0$ such that if $\|h\|<\varepsilon$ then $v(t)$ is in $U$ for $0 \leq t \leq T$. For such an $h$ put $\chi(h)(t)=\log v(t)$. Then for some $c>0, h \rightarrow \chi(h)$ is a $C^{\infty}$ diffeomorphism from $S \equiv\{h \in H:\|h\|<c\}$ into $H$ and the Frechet derivative $\chi^{\prime}$ of this map satisfies

$$
\begin{equation*}
\chi^{\prime}(0)=I_{H} \tag{2.2}
\end{equation*}
$$

Proof. If $\alpha$ is in $T_{e}(G)$ then $\hat{\alpha}$ is represented on $2 B$ in exponential coordinates by a vector field $y \rightarrow \beta(y) \alpha$ where the linear map $\beta(y): \mathscr{G} \rightarrow \mathscr{G}$ is defined by

$$
\beta(y) \alpha=d \log ((\exp y)(\exp t \alpha)) /\left.d t\right|_{t=0}
$$

$\beta(y)$ is $C^{\infty}$ on $2 B$, has bounded derivatives on $B$ and clearly $\beta(0)=I_{\mathscr{S}} . \quad \mathrm{A}$ standard proof of the existence theorem proceeds by showing that once one has established the existence of a solution $v$ up to time $t_{0}$ one may continue the solution into the neighborhood $v\left(t_{0}\right) \exp B$ by solving the integral equation

$$
\begin{equation*}
w(t)=\int_{t_{0}}^{t} \beta(w(s)) \dot{h}(s) d s, \quad\left|t-t_{0}\right|<\delta \tag{2.3}
\end{equation*}
$$

where $v(t)=v\left(t_{0}\right) \exp w(t)$ and $\delta$ depends on $h$ and $\beta$ but not on $t_{0}$. The continuity of $h \rightarrow v$ from $H$ (in fact also with respect to $\|\dot{h}\|_{L^{1}}$ ) to $W$ (with uniform convergence) is also standard. Now if $\|\beta(y)\| \leq M$ for all $y \in B$ then $|w(t)| \leq M \int_{0}^{t}|\dot{h}(s)| d s$. So if $B$ has radius $a$ and $M T^{1 / 2}\|h\| \leq a$ then the solution $w(t)$ to (2.3), with $t_{0}=0$, remains in $B$ up to time $T$, and we may therefore use just one coordinate patch up to time $T$ for such small $h$. Moreover standard O.D.E. methods show that $w(t)$ is a $C^{\infty}$ function of $\dot{h}$ in $L^{1}$ norm, hence in $H$ norm uniformly in $t$. Thus for small $h, h \rightarrow \beta(w(t))$ is $C^{\infty}$ in $h$ into $C([0, T] ; \operatorname{Hom}(\mathscr{G}, \mathscr{G}))$. But $\chi(h)(t)=w(t)$ and, denoting time derivative with a dot, (2.3) gives $\dot{\chi}(h)(t)=\beta(w(t)) \dot{h}(t)$ which is a "product" of a smooth, uniformly bounded multiplication operator on $H$ with $\dot{h}$ itself. $h \rightarrow \chi(h)$ is therefore $C^{\infty}$ into $H$ for small $h$. We may compute the Frechet
derivative by the formula

$$
\begin{aligned}
\partial \dot{\chi}(h+r k) /\left.\partial r\right|_{r=0}(t)= & \beta^{\prime}(w(t)) \\
& \times\langle\partial \chi(h+r k) / \partial r\rangle_{r=0} \dot{h}(t)+\beta(w(t)) \dot{k}(t)
\end{aligned}
$$

But $w \equiv 0$ if $h=0$. Thus at $h=0$ we have $\dot{\chi}^{\prime}(0)\langle k\rangle(t)=\beta(0) \dot{k}(t)=\dot{k}(t)$. Hence $\chi^{\prime}(0)=I_{H}$. By the inverse function theorem $\chi$ is a diffeomorphism on a neighborhood of zero in $H$.

Definition 2.2. Let $g$ be in $W$ and $h$ in $H$. Let $v$ be the solution to

$$
\begin{equation*}
v(t)^{-1} \dot{v}(t)=(\operatorname{Ad} g(t)) \dot{h}(t) \quad v(0)=e \tag{2.4}
\end{equation*}
$$

as in Lemma 2.1. Put $u(t)=v(t) g(t), 0 \leq t \leq T$ and write $h+g=u$. Then $h+g$ is in $W$.

Remark 2.3. For each $t, \operatorname{Ad} g(t)$ is a bounded operator on $\mathscr{G}$. Since the image of $g(\cdot)$ is compact for $g$ in $W|\operatorname{Ad} g(t)|_{\mathscr{G} \rightarrow \mathscr{g}}$ is uniformly bounded on $[0, T]$. Hence the function $t \rightarrow(\operatorname{Ad} g(t)) \dot{h}(t)$ is in $L^{2}$ when $h$ is in $H$. Thus Lemma 2.1 is applicable to (2.4) and $h+g$ is therefore well defined.

Theorem 2.4. The map $h, g \rightarrow h+g$ from $H \times W$ to $W$ has the following properties:
(a) $0+g=g$.
(b) $\left(h_{1}+h_{2}\right)+g=h_{1}+\left(h_{2}+g\right)$ for $h_{1}, h_{2} \in H, g \in W$.
(c) If $g \in W$ and $h_{1}+g=h_{2}+g$ then $h_{1}=h_{2}$.
(d) $h+g$ is continuous as a function from $H \times W$ to $W$.
(e) If $g \in W$ then $\left\{h+g: h \in C^{\infty}([0, T] ; \mathscr{G})\right\}$ is dense in $W$.
(f) If $g$ is piecewise $C^{1}, h$ is in $H$, and $u=h+g$ then $u$ is absolutely continuous and is the unique solution to the initial value problem

$$
\begin{equation*}
u(t)^{-1} \dot{u}(t)=g(t)^{-1} \dot{g}(t)+\dot{h}(t) \text { a.e. } \quad u(0)=e \tag{2.5}
\end{equation*}
$$

(g) If $\dot{h}=0$ on $(a, b)$ then $(h+g)(a)^{-1}(h+g)(b)=g(a)^{-1} g(b)$ for all $g$ in $W$.

Proof. (a) If $h=0$ then $(\operatorname{Ad} g(t)) \dot{h}(t)=0$. The unique solution to (2.4) is $v(t)=e$. Hence $(0+g)(t)=e \cdot g(t)=g(t)$.
(b) Let $u_{1}=h_{1}+g$. If $v_{1}(t)^{-1} \dot{v}_{1}(t)=(\operatorname{Ad} g(t)) \dot{h}_{1}(t)$ and $v_{1}(0)=e$ then $u_{1}(t)=v_{1}(t) g(t)$. Let $v_{2}$ be the solution to

$$
v_{2}(t)^{-1} \dot{v}_{2}(t)=\left(\operatorname{Ad} u_{1}(t)\right) \dot{h}_{2}(t) \quad \text { with } v_{2}(0)=e
$$

Then $\left(h_{2}+\left(h_{1}+g\right)\right)(t)=v_{2}(t) u_{1}(t)$. Put $v(t)=v_{2}(t) v_{1}(t)$. Then for almost all $t$,

$$
v(t)^{-1} \dot{v}(t)=v_{1}(t)_{*}^{-1} v_{2}(t)_{*}^{-1}\left(v_{2}(t)_{*} \dot{v}_{1}(t)+\dot{v}_{2}(t) v_{1}(t)_{*}\right)
$$

where $v_{1}(t)_{*}$ on the right in the last term means the differential of right multiplication acting on the tangent vector $\dot{v}_{2}(t)$. Thus for a.e. $t$,

$$
\begin{aligned}
v(t)^{-1} \dot{v}(t) & =v_{1}(t)_{*}^{-1} \dot{v}_{1}(t)+v_{1}(t)_{*}^{-1} v_{2}(t)_{*}^{-1} \dot{v}_{2}(t) v_{1}(t)_{*} \\
& =(\operatorname{Ad} g(t)) \dot{h}_{1}(t)+v_{1}(t)_{*}^{-1}\left\{\operatorname{Ad}\left(v_{1}(t) g(t)\right) \dot{h}_{2}(t)\right\} v_{1}(t)_{*} \\
& =(\operatorname{Ad} g(t)) \dot{h}_{1}(t)+(\operatorname{Ad} g(t)) \dot{h}_{2}(t)
\end{aligned}
$$

since $(\operatorname{Ad} a)=\left(L_{a}\right)_{*}\left(R_{a^{-1}}\right)_{*}$ on $\mathscr{G}$ where $L_{a}$ and $R_{a^{-1}}$ are left and right multiplication. Hence $v(t)^{-1} \dot{v}(t)=(\operatorname{Ad} g(t))\left(\dot{h}_{1}(t)+\dot{h}_{2}(t)\right)$ while $v(0)=e$. Thus

$$
\begin{aligned}
\left(\left(h_{1}+h_{2}\right)+g\right)(t) & =v(t) g(t)=v_{2}(t) v_{1}(t) g(t)=v_{2}(t) u_{1}(t) \\
& =\left(h_{2}+\left(h_{1}+g\right)\right)(t)
\end{aligned}
$$

This proves (b). We emphasize that the + sign has two different meanings in (b). $\quad h_{1}+h_{2}$ is the sum in the vector space $H$.
(c) Suppose $h_{1}+g=h_{2}+g$. Write $\left(h_{i}+g\right)(t)=v_{i}(t) g(t), i=1,2$. Then $v_{1}=v_{2}$. So

$$
(\operatorname{Ad} g(t)) \dot{h}_{1}(t)=v_{1}(t)^{-1} \dot{v}_{1}(t)=v_{2}(t)^{-1} \dot{v}_{2}(t)=(\operatorname{Ad} g(t)) \dot{h}_{2}(t) \text { a.e. }
$$

Hence $\dot{h}_{1}=\dot{h}_{2}$ a.e.
(e) Choose a left invariant metric $\rho$ on $G$. The topology on $W$ is determined by the metric

$$
\operatorname{dist}(f, g)=\sup \{\rho(f(t), g(t)): 0 \leq t \leq T\}
$$

Fix $f$ and $g$ in $W$ and $\varepsilon>0$. By choosing local charts in $G$ along $f$ and $g$ one can find $f_{0}$ and $g_{0}$ in $W \cap C^{\infty}([0, T] ; G)$ such that $\operatorname{dist}\left(f, f_{0}\right)<\varepsilon$ and $\operatorname{dist}\left(g, g_{0}\right)<\varepsilon$. Let

$$
k(t)=f_{0}(t) g_{0}(t)^{-1}
$$

and

$$
\dot{h}_{0}(t)=\left(\operatorname{Ad} g(t)^{-1}\right)\left(k(t)^{-1} \dot{k}(t)\right)
$$

Then $h_{0}$ is in $C([0, T], \mathscr{G})$, but may not be smooth. Since

$$
k(t)^{-1} \dot{k}(t)=(\operatorname{Ad} g(t)) \dot{h}_{0}(t)
$$

we have

$$
\left(h_{0}+g\right)(t)=k(t) g(t)=f_{0}(t)\left(g_{0}(t)^{-1} g(t)\right)
$$

Thus

$$
\begin{aligned}
\operatorname{dist}\left(h_{0}+g, f\right) & \leq \operatorname{dist}\left(h_{0}+g, f_{0}\right)+\varepsilon=\operatorname{dist}\left(f_{0} \cdot\left(g_{0}^{-1} \cdot g\right), f_{0}\right)+\varepsilon \\
& =\operatorname{dist}\left(g, g_{0}\right)+\varepsilon \leq 2 \varepsilon
\end{aligned}
$$

Since $C^{\infty}([0, T] ; \mathscr{G})$ is dense in $H$ we may, by $\left.d\right)$, find $h$ in $C^{\infty}([0, T] ; \mathscr{G})$ close to $h_{0}$ such that $\operatorname{dist}\left(h+g, h_{0}+g\right)<\varepsilon$. Then $\operatorname{dist}(h+g, f)<3 \varepsilon$.
(d) Suppose that $h_{n}$ converges to $h$ in $H$ while $g_{n}$ converges to $g$ in the topology of $W$ (i.e., uniformly on $[0, T]$ ). Then $\operatorname{Ad} g_{n}(t)$ - Ad $g(t)$ converges to zero in operator norm on $\mathscr{G}$ uniformly in $t$. Hence

$$
\begin{aligned}
& \left(\int_{0}^{T}\left|\left(\operatorname{Ad} g_{n}(t)\right) \dot{h}_{n}(t)-(\operatorname{Ad} g(t)) \dot{h}(t)\right|^{2} d t\right)^{1 / 2} \\
& \quad \leq\left(\int_{0}^{T}\left|\left(\operatorname{Ad} g_{n}(t)-\operatorname{Ad} g(t)\right) \dot{h}_{n}(t)\right|^{2}\right)^{1 / 2} \\
& \quad+\left(\int_{0}^{T}\left|\operatorname{Ad} g(t)\left(\dot{h}_{n}(t)-\dot{h}(t)\right)\right|^{2} d t\right)^{1 / 2} \\
& \quad \leq \sup _{t}\left\|\operatorname{Ad} g_{n}(t)-\operatorname{Ad} g(t)\right\|\left\|h_{n}\right\|_{H}+\sup _{t}\|\operatorname{Ad} g(t)\|\left\|h_{n}-h\right\|_{H}
\end{aligned}
$$

But since $g(\cdot)$ has compact range $\sup \{\|\operatorname{Ad} g(t)\|: 0 \leq t \leq T\}$ is finite. So the function $\left(\operatorname{Ad} g_{n}(t)\right) \dot{h}_{n}(t)$ converges to $(\operatorname{Ad} g(t)) \dot{h}(t)$ in $H$. By Lemma 2.1 the solutions to

$$
v_{n}(t)^{-1} \dot{v}_{n}(t)=\left(\operatorname{Ad} g_{n}(t)\right) \dot{h}_{n}(t)
$$

converge uniformly to $v$. The functions $\left(h_{n}+g_{n}\right)(t) \equiv v_{n}(t) g_{n}(t)$ also converge to $v(t) g(t) \equiv(h+g)(t)$ in $W$ because if $V$ is a neighborhood of $e$ in $G$ then, since range $g$ is compact, there are neighborhoods $U$ and $U^{\prime}$ of $e$ such that $x^{\prime} g(t)^{-1} x g(t)$ is in $V$ for all $t$ if $x^{\prime}$ is in $U^{\prime}$ and $x$ is in $U$. Thus if $n$ is so large that $g_{n}(t)^{-1} g(t) \in U^{\prime}$ for all $t$ and $v_{n}(t)^{-1} v(t) \in U$ for all $t$ we
have

$$
\left(v_{n}(t) g_{n}(t)\right)^{-1} v(t) g(t)=\left(g_{n}(t)^{-1} g(t)\right) g(t)^{-1}\left(v_{n}(t)^{-1} v_{n}(t)\right) g(t)
$$

is in $V$ for all $t$ in $[0, T]$.
(f) If $v$ is defined by (2.4) then $u(t) \equiv v(t) g(t)$ is a product of two absolutely continuous functions on $[0, T]$ and is therefore absolutely continuous. Moreover

$$
\begin{aligned}
u(t)^{-1} \dot{u}(t) & =g(t)^{-1} v(t)^{-1} d(v(t) g(t)) / d t \\
& =g(t)^{-1} v(t)^{-1}(\dot{v}(t) g(t)+v(t) \dot{g}(t)) \\
& =g(t)^{-1}\{(\operatorname{Ad} g(t)) \dot{h}(t)\} g(t)+g(t)^{-1} \dot{g}(t) \\
& =\dot{h}(t)+g(t)^{-1} \dot{g}(t)
\end{aligned}
$$

We have used, as in part (b), the identity $(\operatorname{Ad} a)=\left(L_{a}\right)_{*}\left(R_{a^{-1}}\right)_{*}$ and the notation $\xi a=\left(R_{a}\right)_{*} \xi$ for $\xi \in \mathscr{G}$ and $a \in G$.
(g) Write

$$
(h+g)(t)=v(t) g(t) \quad \text { where } v(t)^{-1} \dot{v}(t)=(\operatorname{Ad} g(t)) \dot{h}(t) \text { a.e. }
$$

as in Lemma 2.1. Since $(\operatorname{Ad} g(t)) \dot{h}(t)=0$ on $(a, b)$ it follows from (2.1) that $f(v(b))-f(v(a))=0$ for all $f$ in $C^{\infty}(G)$. Hence $v(b)=v(a)$. This proves $(\mathrm{g})$.

Definition 2.5. If $f$ is a function from $W$ to $R$ and $h$ is in $H$ we put

$$
\left(\partial_{h} f\right)(g)=d f(s h+g) /\left.d s\right|_{s=0}, \quad h \in H, g \in W
$$

if the derivative exists. We say $f$ has a gradient at $g$ if there is a vector $(\nabla f)(g)$ in $H$ such that $\left(\partial_{h} f\right)(g)=((\nabla f)(g), h)_{H}$ for all $h$ in $H$. We say $f$ is in $C^{1}(W)$ if $(\nabla f)(g)$ exists for each $g$ in $W$ and $\nabla f: W \rightarrow H$ is continuous.

Notation 2.6. For $g$ in $W$ and $h$ in $H$ let

$$
(g \cdot h)(s)=\int_{0}^{s}(\operatorname{Ad} g(\sigma)) \dot{h}(\sigma) d \sigma
$$

Note that $g \cdot h$ is again in $H$ because $\{\operatorname{Ad} g(\sigma)\}_{0 \leq \sigma \leq T}$ is a uniformly bounded family of operators on $\mathscr{G}$ for each $g$ in $W$. $W$ is a group under pointwise multiplication. In the next proposition we relate the group structure of $W$ to the preceding notion of gradient.

Proposition 2.7. Let

$$
\left(e^{h} g\right)(s)=(\exp h(s)) g(s)
$$

for $h$ in $H$ and $g$ in $W$. Let $f: W \rightarrow R$ and fix $g$ in $W$. Then the functions $h \rightarrow f(h+g)$ and $h \rightarrow f\left(e^{g \cdot h} g\right)$ are both Frechet differentiable at $h=0$ if either is. Moreover they have the same Frechet derivative. In particular if $u$ is in $C^{\infty}\left(G^{k}\right)$ and $f$ has the form

$$
\begin{equation*}
f(g)=u\left(g\left(t_{1}\right), g\left(t_{1}\right)^{-1} g\left(t_{2}\right), g\left(t_{2}\right)^{-1} g\left(t_{3}\right), \ldots, g\left(t_{k-1}\right)^{-1} g\left(t_{k}\right)\right) \tag{2.6}
\end{equation*}
$$

where $0<t_{1}<\cdots<t_{k} \leq T$ then $\left(\partial_{h} f\right)(g)$ exists for all $h$ in $H$ and $g$ in $W$ and is given by

$$
\begin{align*}
\left(\partial_{h} f\right)(g)= & \sum_{i=1}^{k} u_{i}\left(g\left(t_{1}\right), \ldots, g\left(t_{k-1}\right)^{-1} g\left(t_{k}\right)\right)  \tag{2.7}\\
& \times\left\langle\int_{t-1}^{t_{i}}\left(\operatorname{Ad} g\left(t_{i}\right)^{-1} g(s)\right) \dot{h}(s) d s\right\rangle
\end{align*}
$$

where

$$
u_{i}\left(x_{1}, \ldots, x_{k}\right)\langle\xi\rangle=d u\left(x_{1}, \ldots, x_{i} e^{s \xi}, x_{i+1}, \ldots, x_{k}\right) /\left.d s\right|_{s=0}
$$

for $\xi$ in $\mathscr{G}$. Moreover $(\nabla f)(g)$ exists for all $g$ and

$$
\begin{equation*}
|(\nabla f)(g)|^{2}=\sum_{i=1}^{k} \int_{t_{i-1}}^{t_{i}}\left|\left(\operatorname{Ad} g\left(t_{i}\right)^{-1} g(s)\right)^{\operatorname{tr}} u_{i}\right|_{\mathcal{G}^{*}}^{2} d s \tag{2.8}
\end{equation*}
$$

where $u_{i}=u_{i}\left(g\left(t_{1}\right), \ldots, g\left(t_{k-1}\right)^{-1} g\left(t_{k}\right)\right)$ is in the dual space $\mathcal{G}^{*}$ and the superscript $\operatorname{tr}$ denotes the transposed operator.

Proof. By Definition 2.2 we may write

$$
(h+g)(s)=[\exp \chi(g \cdot h)(s)] g(s)
$$

where $\chi$ is defined in Lemma 2.1 for $h$ with small norm. Let $\varphi(h)=f\left(e^{h} g\right)$ and $\psi(h)=f\left(e^{\chi(h)} g\right)$ where $\left(e^{\chi(h)} g\right)(s)=[\exp \chi(h)(s)] g(s)$. Then $\psi(h)=$ $\varphi(\chi(h)$ ). By Lemma 2.1, $\varphi$ and $\psi$ have the same Frechet derivative at $h=0$. Hence so do the functions $h \rightarrow \varphi(g \cdot h)=f\left(e^{g \cdot h} g\right)$ and $h \rightarrow \psi(g \cdot h)=f(h$ $+g$ ) since the map $h \rightarrow g \cdot h$ is a bounded linear map from $H$ into $H$ with inverse $h \rightarrow g^{-1} \cdot h$ where $g^{-1}(s)=g(s)^{-1}$. We now use this to verify (2.7).

For real $r$ we have

$$
\begin{aligned}
\left(e^{r g \cdot h} g\right) & \left(t_{i-1}\right)^{-1}\left(e^{r g \cdot h} g\right)\left(t_{i}\right) \\
= & g\left(t_{i-1}\right)^{-1} e^{-r(g \cdot h)\left(t_{i-1}\right)} e^{r(g \cdot h)\left(t_{i}\right)} g\left(t_{i}\right) \\
= & g\left(t_{i-1}\right)^{-1} g\left(t_{i}\right) \exp \left[-r \operatorname{Ad} g\left(t_{i}\right)^{-1}(g \cdot h)\left(t_{i-1}\right)\right] \\
& \cdot \exp \left[r \operatorname{Ad} g\left(t_{i}\right)^{-1}(g \cdot h)\left(t_{i}\right)\right]
\end{aligned}
$$

If we use the identity to compute $f\left(e^{g \cdot h} g\right)$ with $f$ given by (2.6) we see that $h \rightarrow f\left(e^{g \cdot h} g\right)$ is a Frechet differentiable function of $h$ at $h=0$. Moreover for $X$ and $Y$ in $\mathscr{G}$ the tangent vector to the curve $\exp (-r X) \exp (r Y)$ is $Y-X$ at $r=0$. Hence at $r=0$,

$$
\begin{aligned}
& d f\left(e^{r g \cdot h} g\right) / d r \\
& \quad=\sum_{i=1}^{k} u_{i}\left(g\left(t_{1}\right), \ldots\right)\left\langle\left(\operatorname{Ad} g\left(t_{i}\right)^{-1}\right)\left\{(g \cdot h)\left(t_{i}\right)-(g \cdot h)\left(t_{i-1}\right)\right\}\right\rangle
\end{aligned}
$$

which is (2.7). Since the right side of (2.7) is a linear functional of $h$ given in each interval ( $t_{i-1}, t_{i}$ ] by integration against a continuous function into $\mathscr{E}^{*}\left(\partial_{h} f\right)(g)$ is, for each $g$ in $W$, a continuous linear functional of $h$ on $H$ whose norm is given by (2.8).

It is technically useful to have available functions on $W$ with bounded gradient. Unfortunately the simplest kinds of functions on $W$ may never have this property as the following corollary shows.

Corollary 2.8. Assume that the dual of the adjoint representation of $G$ has the property that every non zero orbit is unbounded. In other words, $\left\{\operatorname{Ad}(x)^{\mathrm{tr}} \eta: x \in G\right\}$ is an unbounded set in $\mathscr{E}^{*}$ for each non-zero $\eta$ in $\mathscr{G}^{*}$. Let $v$ be in $C^{\infty}\left(G^{k}\right)$ and let $0<t_{1}<t_{2}<\cdots<t_{k} \leq T$. Put

$$
\begin{equation*}
f(g)=v\left(g\left(t_{1}\right), g\left(t_{2}\right), \ldots, g\left(t_{k}\right)\right) \tag{2.10}
\end{equation*}
$$

Then $|(\nabla f)(g)|^{2}$ is unbounded on $W$ unless $v$ is constant.
Remark 2.9. If $G=S L(2, R)$ then the hypothesis of Corollary 2.8 holds because the image of the adjoint representation of $G$ is $S O(2,1)$ which is isomorphic to its contragredient representation.

Proof of Corollary 2.8. The map $S: G^{k} \rightarrow G^{k}$ defined by

$$
S\left(x_{1}, \ldots, x_{k}\right)=\left(x_{1}, x_{1} x_{2}, x_{1} x_{2} x_{3}, \ldots, x_{1} x_{2} \cdots x_{k}\right)
$$

is a diffeomorphism with inverse

$$
S^{-1}\left(y_{1}, \ldots, y_{k}\right)=\left(y_{1}, y_{1}^{-1} y_{2}, y_{2}^{-1} y_{3}, \ldots, y_{k-1}^{-1} y_{k}\right)
$$

Let $u=v \circ S$. Then $u$ is also in $C^{\infty}\left(G^{k}\right)$ and $f$ is given by (2.6). By Proposition 2.7, $(\nabla f)(g)$ exists for all $g$ and (2.8) holds. Suppose that $v$ and hence $u$ is not constant. Then there is a point $x_{1}, \ldots, x_{k}$ in $G^{k}$ such that $u_{i}\left(x_{1}, \ldots, x_{k}\right) \neq 0$ for some $i$. Consider all functions $g$ in $W$ for which $g\left(t_{1}\right)=x_{1}$ and $g\left(t_{j}\right)^{-1} g\left(t_{j}\right)=x_{j}$ for $j=2, \ldots, k$. Such functions are restricted only at the points $t_{j}$ and by the requirement of continuity in between. Since $\left(\operatorname{Ad} g\left(t_{i}\right)^{-1}\right)^{\mathrm{tr}} u_{i}$ is not zero $(\operatorname{Ad} x)^{\mathrm{tr}}\left(\operatorname{Ad} g\left(t_{i}\right)^{-1}\right)^{\mathrm{tr}} u_{i}$ is unbounded as a function of $x$ on $G$. Thus

$$
\int_{t_{i-1}}^{t_{i}}\left|(\operatorname{Ad} g(s))^{\operatorname{tr}}\left(\operatorname{Ad} g\left(t_{i}\right)^{-1}\right)^{\operatorname{tr}} u_{i}\right|_{\mathscr{g}^{*}}^{2} d s
$$

can be made arbitrarily large by choosing $g(s)$ suitably on $\left(t_{i-1}, t_{i}\right)$.
In order to construct bounded functions with bounded gradients on $W$ the function defined in the following Lemma will be useful.

Lemma 2.10. Let

$$
\begin{equation*}
\varphi(g)=\int_{0}^{T} \operatorname{trace}\left\{(\operatorname{Ad} g(t))^{*}(\operatorname{Ad} g(t))\right\} d t \tag{2.11}
\end{equation*}
$$

Then $(\nabla \varphi)(g)$ exists, is continuous from $W$ into $H^{*}$ and

$$
\begin{equation*}
|(\nabla \varphi)(g)| \leq 2 M \varphi(g)^{3 / 2} \tag{2.12}
\end{equation*}
$$

where $M$ is the operator norm of the map $\eta \rightarrow \operatorname{ad} \eta$ from $\mathscr{G}$ to operators on $\mathscr{G}$ and the superscript * denotes the adjoint relative to the given inner product on $\mathscr{G}$.

Proof. Let $u(x)=\operatorname{trace}\left\{(\operatorname{Ad} x)^{*} \operatorname{Ad}(x)\right\}$ for $x$ in $G$. Then

$$
\begin{aligned}
u^{\prime}(x)\langle\xi\rangle & :=d u\left(x e^{s \xi}\right) /\left.d s\right|_{s=0} \\
& =\operatorname{trace}\left\{(\operatorname{Ad} x)^{*}(\operatorname{Ad} x) \operatorname{ad} \xi\right\}+\operatorname{trace}\left\{(\operatorname{ad} \xi)^{*}(\operatorname{Ad} x)^{*} \operatorname{Ad} x\right\} \\
& =2 \operatorname{trace}\left\{(\operatorname{Ad} x)^{*}(\operatorname{Ad} x) \operatorname{ad} \xi\right\}
\end{aligned}
$$

Hence by (2.7) and the identity $\operatorname{Ad} x \operatorname{ad} \xi=\operatorname{ad}((\operatorname{Ad} x) \xi) \operatorname{Ad} x$ we have

$$
\begin{aligned}
& \partial_{h} u(g(t)) \\
& \quad=2 \operatorname{trace}\left\{(\operatorname{Ad} g(t))^{*}(\operatorname{Ad} g(t)) \operatorname{ad} \int_{0}^{t} \operatorname{Ad} g(t)^{-1}(\operatorname{Ad} g(s)) \dot{h}(s) d s\right\} \\
& \quad=2 \operatorname{trace}\left\{(\operatorname{Ad} g(t))^{*}\left(\operatorname{ad} \int_{0}^{t}(\operatorname{Ad} g(s)) \dot{h}(s) d s\right) \operatorname{Ad} g(t)\right\}
\end{aligned}
$$

As a function of $g$ from $W$ into $H^{*}$ this is clearly continuous and is bounded on bounded sets in $W$ uniformly in $t$. Hence $u((s h+g)(t)$ is continuously differentiable in $s$ for each $t$ with a uniformly bounded (in $t$ ) derivative in $|s| \leq 1$. Thus we may interchange the derivative and integral in $\varphi$ to get

$$
\left(\partial_{h} \varphi\right)(g)=\int_{0}^{T} \partial_{h} u(g(t)) d t
$$

The operator norm \| $\|$ satisfies $\|$ ad $\eta \| \leq M|\eta|$ by assumption and is of course majorized by the Hilbert-Schmidt norm. Hence

$$
\begin{aligned}
\left|\left(\partial_{h} \varphi\right)(g)\right| \leq & \int_{0}^{T}\left|\partial_{h} u(g(t))\right| d t \\
\leq & \int_{0}^{T} 2 \operatorname{trace}\left\{(\operatorname{Ad} g(t))^{*} \operatorname{Ad} g(t)\right\}\left\|\operatorname{ad} \int_{0}^{t}(\operatorname{Ad} g(s)) \dot{h}(s) d s\right\| d t \\
\leq & 2 \int_{0}^{T} \operatorname{trace}\left\{(\operatorname{Ad} g(t))^{*} \operatorname{Ad} g(t)\right\} M\left|\int_{0}^{t}(\operatorname{Ad} g(s)) \dot{h}(s) d s\right| d t \\
\leq & 2 \int_{0}^{T} \operatorname{trace}\left\{(\operatorname{Ad} g(t))^{*} \operatorname{Ad} g(t)\right\} M \int_{0}^{T}|(\operatorname{Ad} g(s)) \dot{h}(s)| d s d t \\
\leq & 2 \varphi(g) M \int_{0}^{T}|(\operatorname{Ad} g(s)) \dot{h}(s)| d s \\
\leq & 2 \varphi(g) M\left(\int_{0}^{T} \operatorname{trace}\left\{(\operatorname{Ad} g(s))^{*} \operatorname{Ad} g(s)\right\} d s\right)^{1 / 2} \\
& \times\left(\int_{0}^{T}|\dot{h}(s)|^{2} d s\right)^{1 / 2} \\
= & 2 \varphi(g) M \varphi(g)^{1 / 2}\|h\|
\end{aligned}
$$

which proves (2.12).

Corollary 2.11. Let $u$ and $v$ be in $C_{c}^{1}\left(G^{k}\right)$. Define $f: W \rightarrow R$ by (2.6) or (2.10) and define $\varphi$ by (2.11). Let $\varepsilon>0$ and put

$$
F_{\varepsilon}(g)=f(g)(1+\varepsilon \varphi(g))^{-1}
$$

Then $F_{\varepsilon}$ has a bounded continuous gradient on $W$.
Proof. Suppose $f$ is given by (2.6). Then

$$
\begin{align*}
\nabla F_{\varepsilon}(g)= & (\nabla f)(g)(1+\varepsilon \varphi(g))^{-1}  \tag{2.13}\\
& -\varepsilon f(g)(1+\varepsilon \varphi(g))^{-2}(\nabla \varphi)(g)
\end{align*}
$$

By (2.8) we have

$$
\begin{align*}
|\nabla f(g)|^{2} & \leq \sum_{i=1}^{k} \int_{t_{i-1}}^{t_{i}}\left\|(\operatorname{Ad} g(s))^{\mathrm{tr}}\right\|_{\mathscr{G}^{*} \rightarrow \mathscr{G}^{*}}^{2} d s\left|\left(\operatorname{Ad} g\left(t_{i}\right)^{-1}\right)^{\mathrm{tr}} u_{i}\right|_{\mathscr{G}^{*}}^{2}  \tag{2.14}\\
& \leq \int_{0}^{T}\|\operatorname{Ad} g(s)\|_{\mathscr{G} \rightarrow \mathscr{G}}^{2} d s \max _{i}\left|\left(\operatorname{Ad} g\left(t_{i}\right)^{-1}\right)^{\mathrm{tr}} u_{i}\right|_{\mathscr{G}^{*}}^{2} \\
& \leq C \varphi(g)
\end{align*}
$$

where

$$
C=\sup _{i, x}\left|\left(\operatorname{Ad} x_{i}^{-1}\right)^{\operatorname{tr}} u_{i}\left(x_{1}, \ldots, x_{k}\right)\right|_{\mathscr{Q}^{*}}
$$

which is finite because $u \in C_{c}^{1}\left(G^{k}\right)$. Thus by Lemma 2.10,

$$
\begin{aligned}
\left|\left(\nabla F_{\varepsilon}\right)(g)\right| \leq & C^{1 / 2} \varphi(g)^{1 / 2}(1+\varepsilon \varphi(g))^{-1} \\
& +\varepsilon|f(g)| 2 M \varphi(g)^{3 / 2}(1+\varepsilon \varphi(g))^{-2}
\end{aligned}
$$

Both terms are bounded. The continuity of $g \rightarrow\left(\nabla F_{\varepsilon}\right)(g)$ from $W$ to $H^{*}$ follows from Lemma 2.10 and (2.7).

In case $f$ is given by (2.10) then it is also given by (2.6) where $u=v \circ S$ and $S$ is the diffeomorphism of $G^{k}$ defined in the proof of Corollary 2.8. Since $u$ is then in $C_{c}^{1}\left(G^{k}\right)$ the previous case applies.

Next we define polygonal functions in $W$. Choose a partition $0=t_{0}<t_{1}<$ $t_{2}<\cdots<t_{k} \leq T$ and let $y_{1}, \ldots, y_{k}$ be in $\mathscr{G}$. Define

$$
\begin{align*}
& \psi\left(y_{1}, \ldots, y_{k}\right)(t)  \tag{2.15}\\
& \quad= \begin{cases}\left(\exp y_{1}\right)\left(\exp y_{2}\right) \cdots\left(\exp y_{r-1}\right)\left(\exp \frac{t-t_{r-1}}{t_{r}-t_{r-1}} y_{r}\right) \\
& \text { if } t_{r-1} \leq t \leq t_{r} \\
\text { constant } & \text { if } t_{k} \leq t \leq T\end{cases}
\end{align*}
$$

Then $\psi\left(y_{1}, \ldots, y_{k}\right)(\cdot)$ is continuous and has bounded derivatives of all orders on each interval $\left(t_{r-1}, t_{r}\right)$. In particular it is absolutely continuous on [0, T].

Proposition 2.12. Suppose that $f: W \rightarrow R$ has a gradient $\nabla f(g)$ for all $g$ in $W$. Define $\psi$ by (2.15) and put $v=f \circ \psi: \mathscr{G}^{k} \rightarrow R$. Let $\xi_{1}, \ldots, \xi_{d}$ be an O.N. of $\mathscr{G}$. Then the partial derivative

$$
\left(\partial_{r, j} v\right)\left(y_{1}, \ldots, y_{k}\right)=d v\left(y_{1}, \ldots, y_{r}+s \xi_{j}, y_{r+1}, \ldots, y_{k}\right) /\left.d s\right|_{s=0}
$$

exists and is given by

$$
\begin{equation*}
\partial_{r, j} v=\left(\partial_{h_{r, j}} f\right) \circ \psi \tag{2.16}
\end{equation*}
$$

where $h_{r, j}$ is the element of $H$ determined by

$$
\dot{h}_{r, j}(t)= \begin{cases}\left(t_{r}-t_{r-1}\right)^{-1} \xi_{j} & \text { if } t_{r-1}<t<t_{r}  \tag{2.17}\\ 0 & \text { otherwise }\end{cases}
$$

Moreover if $t_{r}=r / n, r=1, \ldots, k$ then

$$
\begin{equation*}
n^{-1}\left|(\nabla v)\left(y_{1}, \ldots, y_{k}\right)\right|^{2} \leq\left|(\nabla f)\left(\psi\left(y_{1}, \ldots, y_{k}\right)\right)\right|^{2} \tag{2.18}
\end{equation*}
$$

where $\nabla v$ is the gradient on the Euclidean space $\mathscr{G}^{k}$.
Proof. Fix $y_{1}, \ldots, y_{k}$ in $\mathscr{G}^{k}$ and write $g=\psi\left(y_{1}, \ldots, y_{k}\right)$. Put $g_{s}=$ $s h_{r, j}+g$. Since $g$ is piecewise $C^{1}$, by Theorem 2.4(f) we have

$$
\begin{equation*}
g_{s}(t)^{-1} \dot{g}_{s}(t)=g(t)^{-1} \dot{g}(t)+s \dot{h}_{r, j}(t) \quad \text { for a.e. } t \tag{2.19}
\end{equation*}
$$

But (2.15) shows that $\dot{g}(t)=g(t)_{*}\left(t_{r}-t_{r-1}\right)^{-1} y_{r}$ for $t_{r-1}<t<t_{r}$. Hence $g(t)^{-1} \dot{g}(t)=\left(t_{r}-t_{r-1}\right)^{-1} y_{r}$ on the $r$ th interval for each $r$ and in particular for the $r$ in the statement of the proposition. Thus $g_{s}(t)^{-1} \dot{g}_{s}(t)=g(t)^{-1} \dot{g}(t)$
on each of these open intervals except the $r$ th interval where it takes the constant value $\left(t_{r}-t_{r-1}\right)^{-1}\left(y_{r}+s \xi_{j}\right)$. The unique solution to (2.19) is therefore

$$
g_{s}(t)=\psi\left(y_{1}, \ldots, y_{r}+s \xi_{j}, y_{r+1}, \ldots, y_{k}\right)(t)
$$

Hence

$$
\begin{equation*}
s h_{r, j}+\psi\left(y_{1}, \ldots, y_{k}\right)=\psi\left(y_{1}, \ldots, y_{r}+s \xi_{j}, \ldots, y_{k}\right) \tag{2.20}
\end{equation*}
$$

Thus

$$
d f\left(s h_{r, j}+\psi\left(y_{1}, \ldots, y_{k}\right)\right) / d s=d f\left(\psi\left(y_{1}, \ldots, y_{r}+s \xi_{j}, \ldots, y_{k}\right)\right) / d s
$$

which proves (2.16). Finally, if $t_{r}=r / n$ for $r=1, \ldots, k$ then

$$
\left\|h_{r, j}\right\|^{2}=\int_{(r-1) / n}^{r / n}\left|\left(t_{r}-t_{r-1}\right)^{-1} \xi_{j}\right|^{2} d t=n
$$

Hence the functions $n^{-1 / 2} h_{r, j}$ form an O.N. set in $H$. Thus, writing $y=$ $\left(y_{1}, \ldots, y_{k}\right)$ in $\boldsymbol{G}^{k}$, we have

$$
\begin{aligned}
|\nabla v(y)|^{2} & =\sum_{r=1}^{k} \sum_{j=1}^{d}\left|\left(\partial_{r, j} v\right)(y)\right|^{2} \\
& =\sum_{r=1}^{k} \sum_{j=1}^{d}\left((\nabla f)(\psi(y)), h_{r, j}\right)^{2} \\
& =n \sum_{r=1}^{k} \sum_{j=1}^{d}\left((\nabla f)(\psi(y)), n^{-1 / 2} h_{r, j}\right)^{2} \\
& \leq n|(\nabla f)(\psi(y))|^{2} .
\end{aligned}
$$

## 3. Logarithmic Sobolev inequality on path space

Let $k$ be the integer part of $n T$. Define $\psi_{n}: \mathscr{G}^{k} \rightarrow W$ by

$$
\begin{align*}
\psi_{n}\left(y_{1}, \ldots, y_{k}\right)(t)= & \exp \left[y_{1}\right] \cdots \exp \left[y_{r-1}\right]  \tag{3.1}\\
& \times \exp \left[n(t-(r-1) / n) y_{r}\right] \\
& \text { if }(r-1) / n \leq t \leq r / n
\end{align*}
$$

for $r=1, \ldots, k$ and define $\psi_{n}\left(y_{1}, \ldots, y_{k}\right)(t)$ to be constant on $[k / n, T]$. Let
$\lambda$ be a probability measure on $\mathscr{G}$ such that
(a) $\int_{\mathscr{G}}|y|^{2} \lambda(d y)<\infty$
(b) $\int_{\mathscr{G}} y \lambda(d y)=0$
(c) $\int_{\mathscr{E}}\left(\xi_{i}, y\right)\left(\xi_{j}, y\right) \lambda(d y)=\delta_{i j}$
where $\xi_{1}, \ldots, \xi_{d}$ is an O.N. basis of $\mathscr{G}$.
Let $\lambda_{n}(E)=\lambda\left(n^{1 / 2} E\right)$ for Borel sets $E \subseteq \mathscr{G}$ and put $\lambda_{n}^{k}=\lambda_{n} \times \cdots \times \lambda_{n}$ on $\mathscr{G}^{k}$. Define, for a Borel set $B$ in $W$,

$$
\begin{equation*}
P_{n}(B)=\lambda_{n}^{k}\left(\psi_{n}^{-1} B\right) \tag{3.2}
\end{equation*}
$$

Then $P_{n}$ is a probability measure on $W$.
Proposition 3.1. The sequence of measures $P_{n}$ converges weakly on $W$ to the probability measure $P$ corresponding to the diffusion process on $G$ with initial value $X(0)=e$ and infinitesimal generator $(1 / 2) \sum_{j=1}^{d} \hat{\xi}_{j}^{2}$.

Proof. The proof consists largely of verifying the hypothesis of the central limit theorem of Stroock and Varadhan [43, Theorem 2.4] using largely standard techniques. Put

$$
\begin{equation*}
\chi_{n}\left(y_{1}, \ldots, y_{k}\right)(t)=\exp \left[y_{1}\right] \cdots \exp \left[y_{r}\right] \quad \text { if }(r-1) / n \leq t<r / n \tag{3.3}
\end{equation*}
$$

for $r=1, \ldots, k$ and define $\chi$ on $[k / n, T]$ so as to be constant on $[(k-1) / n, T]$. Then $\chi_{n}\left(y_{1}, \ldots, y_{k}\right)(\cdot)$ is piecewise constant, and lies in the space $\Omega_{d}$ of functions from $[0, T]$ into $G$ which are right continuous on $[0, T)$ and left continuous at $T$ and have only discontinuities of the first kind. The Skorohod topology on $\Omega_{d}$ may be defined with the aid of a left invariant metric $\rho$ on $G$ in the usual way $[6,35]$. For a Borel measurable set $B$ in $\Omega_{d}$ define

$$
R_{n}(B)=\lambda_{n}^{k}\left(\chi_{n}^{-1}(B)\right)
$$

The central limit theorem of Stroock and Varadhan [43, Theorem 2.4] asserts that $R_{n}$ converges weakly to $P$ on $\Omega_{d}$ under hypotheses which we will now verify. We adhere to the notation of [43] in the rest of this proof.

Let $\mu_{n}=\lambda_{n}{ }^{\circ} \exp ^{-1}$ be the probability measure on $G$ induced from $\lambda_{n}$ by the exponential map. With $B_{r} \equiv\{y \in \mathscr{G}:|y|<r\}$ we choose $a$ so that $\exp$ is a diffeomorphism of $B_{2 a}$ onto a neighborhood $N$ of $e$ in $G$ and put $V=\exp B_{a}$. We use exponential coordinates on $N$ defined by $\varphi_{j}\left(\exp \sum_{i=1}^{d} s_{i} \xi_{i}\right)=s_{j}$. The independent $G$ valued random variables on $\left(\mathscr{G}^{k}, \lambda_{n}^{k}\right), X_{n, j} \equiv \exp y_{j}$, have a common distribution $\alpha_{n, j}=\mu_{n}, j=1, \ldots, k$. We need to verify the Lindeberg condition, covariance and mean conditions
[43, (2.6), (2.22), (2.23)]. But in fact if $U=\exp B_{r}$ is a neighborhood of $e$ then

$$
\begin{aligned}
\mu_{n}\left(U^{c}\right) & \leq \lambda_{n}(|y| \geq r)=\lambda\left(|z| \geq n^{1 / 2} r\right) \leq r^{-2} n^{-1} \int_{|z| \geq n^{1 / 2} r}|z|^{2} \lambda(d z) \\
& =o\left(n^{-1}\right)
\end{aligned}
$$

Hence $n \mu_{n}\left(U^{c}\right) \rightarrow 0$, which verifies the Lindeberg condition. The mean $g_{n, j}$ in $V$ defined by [43, (2.8)] satisfies

$$
\begin{aligned}
\left|\varphi\left(g_{n, j}\right)\right| & =\left|\int_{V} \varphi(x) \alpha_{n, j}(d x)\right|=\left|\int_{\mathscr{G}} \varphi(\exp y) C_{V}(\exp y) \lambda_{n}(d y)\right| \\
& =\left|\int_{B_{a}} y \lambda_{n}(d y)+\int_{\mathscr{G}-B_{a}} \varphi(\exp y) C_{V}(\exp y) \lambda_{n}(d y)\right| \\
& \leq\left|\int_{B_{a}} y \lambda_{n}(d y)\right|+a \lambda_{n}\left(B_{a}^{c}\right)
\end{aligned}
$$

because $\left|\varphi(x) C_{V}(x)\right| \leq a$. But $\lambda_{n}\left(B_{a}^{c}\right)=o\left(n^{-1}\right)$. Since $\int y \lambda_{n}(d y)=0$ we have

$$
\begin{aligned}
\left|\int_{B_{a}} y \lambda_{n}(d y)\right| & =\left|-\int_{B_{a}^{c}} y \lambda_{n}(d y)\right| \\
& =\left|n^{-1 / 2} \int_{|z| \geq n^{1 / 2} a} z \lambda(d z)\right| \leq a^{-1} n^{-1} \int_{|z| \geq n^{1 / 2} a}|z|^{2} \lambda(d z) \\
& =o\left(n^{-1}\right)
\end{aligned}
$$

Hence $\left|\varphi\left(g_{n, j}\right)\right|=\varepsilon_{n} / n$ with $\varepsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$. If $y_{n}=\varphi\left(g_{n, j}\right)$ (which is independent of $j$ ) then $g_{n, 1} \cdots g_{n, r}=\exp \left(r y_{n}\right)$ and since $\left|r y_{n}\right|=(r / n) \varepsilon_{n} \leq$ $T \varepsilon_{n}$ the cumulative means $h_{n}(t)$ (cf. [43, (2.14)]) converge to $e$ uniformly on $[0, T]$.

Since

$$
\begin{aligned}
\int_{V} \varphi_{p} & (x) \varphi_{q}(x) \mu_{n}(d x) \\
& =\int_{B_{a}}\left(\xi_{p}, y\right)\left(\xi_{q}, y\right) \lambda_{n}(d y)+\int_{B_{a}^{c}} \varphi_{p}(\exp y) \varphi_{q}(\exp y) C_{V}(\exp y) \lambda_{n}(d y) \\
& =n^{-1} \int_{|z|<n^{1 / 2} a}\left(\xi_{p}, z\right)\left(\xi_{q}, z\right) \lambda(d z)+o\left(n^{-1}\right) \\
& =n^{-1}\left[\delta_{p q}-\int_{|z| \geq n^{1 / 2} a}\left(\xi_{p}, z\right)\left(\xi_{q}, z\right) \lambda(d z)\right]+o\left(n^{-1}\right) \\
& =n^{-1} \delta_{p q}+o\left(n^{-1}\right)
\end{aligned}
$$

and since $\varphi_{p}\left(g_{n, j}\right)=o\left(n^{-1}\right)$, the cumulative variance $A^{(n)}(t)$, cf. [43, (2.15)] converges uniformly on $[0, T]$ to $t$ times the identity matrix.

The central limit theorem of Stroock and Varadhan [43, Theorem 2.4] now shows that $R_{n}$ converges weakly to $P . \quad P$ is supported on $W$ and we want to show now that the measures $P_{n}$ (on $W$ ) converge in the weak sense on $W$ to $P$. Let $V_{\varepsilon}=\exp B_{\varepsilon}$ and put

$$
\begin{array}{r}
A_{\varepsilon}=\left\{\left(y_{1}, \ldots, y_{k}\right) \in \mathscr{G}^{k}: \chi_{n}\left(y_{1}, \ldots, y_{k}\right)(t)^{-1} \psi_{n}\left(y_{1}, \ldots, y_{k}\right)(t) \in V_{\varepsilon}\right. \\
\text { for } 0 \leq t \leq T\}
\end{array}
$$

By (3.1) and (3.3) the ratio $\chi_{n}(y)(t)^{-1} \psi_{n}(y)(t)$ is $\exp \left[n(t-r / n) y_{r}\right]$ if $(r-1) / n \leq t<r / n$ and is $e$ on $[k / n, T]$. But

$$
\left|n(t-r / n) y_{r}\right| \leq\left|y_{r}\right| \quad \text { if }(r-1) / n \leq t<r / n .
$$

Hence

$$
\begin{aligned}
\lambda_{n}^{k}\left(A_{\varepsilon}^{c}\right) & \leq \lambda_{n}^{k}\left(\sup _{r=1, \ldots, k}\left|y_{r}\right| \geq \varepsilon\right) \leq \sum_{r=1}^{k} \lambda_{n}^{k}\left(\left|y_{r}\right| \geq \varepsilon\right) \\
& \leq \operatorname{Tn} \lambda_{n}(|y| \geq \varepsilon)
\end{aligned}
$$

which goes to zero by the Lindeberg condition. Thus

$$
\begin{equation*}
\lambda_{n}^{k}\left(A_{\varepsilon}^{c}\right) \rightarrow 0 \quad \text { as } n \rightarrow \infty . \tag{3.4}
\end{equation*}
$$

So if $u: G^{m} \rightarrow R$ is bounded and uniformly continuous and if

$$
\left|u\left(x_{1}, \ldots, x_{m}\right)-u\left(x_{1}^{\prime}, \ldots, x_{m}^{\prime}\right)\right|<\delta
$$

whenever all $x_{i}^{-1} x_{i}^{\prime} \in V_{\varepsilon}$ then for any $0<t_{1}<\cdots<t_{m} \leq T$,

$$
\begin{align*}
& \left|\int_{\Omega_{d}} u\left(g\left(t_{1}\right), \ldots, g\left(t_{m}\right)\right) R_{n}(d g)-\int_{W} u\left(g\left(t_{1}\right), \ldots, g\left(t_{m}\right)\right) P_{n}(d g)\right|  \tag{3.5}\\
& =\mid \int_{\mathscr{G}^{k}}\left[u\left(\chi_{n}\left(y_{1}, \ldots, y_{k}\right)\left(t_{1}\right), \ldots, \chi_{n}\left(t_{m}\right)\right)\right. \\
& \left.\quad-u\left(\psi_{n}\left(y_{1}, \ldots, y_{k}\right)\left(t_{1}\right), \ldots, \psi_{n}\left(t_{m}\right)\right)\right] \lambda_{n}^{k}(d y) \mid \\
& \leq \int_{A_{\varepsilon}}|\cdots| \lambda_{n}^{k}(d y)+2\|u\|_{\infty} \lambda_{n}^{k}\left(A_{\varepsilon}^{c}\right) \\
& \leq \\
& \leq \delta+2\|u\|_{\infty} \lambda_{n}^{k}\left(A_{\varepsilon}^{c}\right)
\end{align*}
$$

The $\lim \sup _{n \rightarrow \infty}$ of the left side of (3.5) is therefore $\leq \delta$ for any $\delta>0$ and hence is zero. But

$$
\int_{\Omega_{d}} u R_{n} \rightarrow \int_{W} u\left(g\left(t_{1}\right), \ldots,\left(g\left(t_{m}\right)\right) P(d g)\right.
$$

for any $t_{1}, \ldots, t_{m}$ because $P$ is supported on $W$. Thus

$$
\int_{W} u\left(g\left(t_{1}\right), \ldots, g\left(t_{m}\right)\right) P_{n}(d g) \rightarrow \int_{W} u(\cdots) P(g) .
$$

It remains to show that $\left\{P_{n}\right\}$ is tight on $W$. For this it suffices to show that, regarded as measures on $\Omega_{d},\left\{P_{n}\right\}_{n=1}^{\infty}$ is tight. For if $K$ is a compact set in $\Omega_{d}$ with $P_{n}(K) \geq 1-\delta$ then, since $W$ is closed in $\Omega_{d}$ and has the relative topology, $K \cap W$ is compact in $W$ and $P_{n}(K \cap W)=P_{n}(K) \geq 1-\delta$. To show tightness of $\left\{P_{n}\right\}_{n=1}^{\infty}$ on $\Omega_{d}$ we use the already established [43] tightness of $\left\{R_{n}\right\}_{n=1}^{\infty}$ on $\Omega_{d}$. If $\rho$ is a left invariant metric on $G$ the modulus of continuity relevant for $\Omega_{d}$ may be defined as

$$
w_{g}^{\prime}(\delta)=\inf _{\left\{t_{i}\right\}} \sup _{i} \sup \left\{\rho(g(t), g(s)): t_{i-1} \leq s<t \leq t_{i}\right\}
$$

where the inf is taken over partitions $0=t_{0}<t_{1}<\cdots<t_{r}=T$ with $t_{i}-t_{i-1}>\delta, i=1, \ldots, r$ and $g$ is an arbitrary $G$ valued function. Note that if $g_{1}$ and $g_{2}$ are in $\Omega_{d}$ and

$$
\rho\left(g_{1}, g_{2}\right) \equiv \sup _{t} \rho\left(g_{1}(t), g_{2}(t)\right) \leq \varepsilon
$$

then

$$
w_{g_{1}}^{\prime}(\delta) \leq w_{g_{2}}^{\prime}(\delta)+2 \varepsilon
$$

Thus for fixed $y_{1}, \ldots, y_{k}$ and $\delta>0, w_{\chi_{n}}^{\prime}(\delta) \geq \varepsilon$ if $w_{\psi_{n}}^{\prime}(\delta) \geq 3 \varepsilon$ and $\rho\left(\psi_{n}, \chi_{n}\right) \leq \varepsilon$. Hence

$$
\lambda_{n}^{k}\left\{w_{\psi_{n}}^{\prime}(\delta) \geq 3 \varepsilon, \rho\left(\psi_{n}, \chi_{n}\right) \leq \varepsilon\right\} \leq \lambda_{n}^{k}\left\{w_{\chi_{n}}^{\prime}(\delta) \geq \varepsilon\right\}
$$

and therefore

$$
\lambda_{n}^{k}\left\{w_{\psi_{n}}^{\prime}(\delta) \geq 3 \varepsilon\right\} \leq \lambda_{n}^{k}\left\{w_{\chi_{n}}^{\prime}(\delta) \geq \varepsilon\right\}+\lambda_{n}^{k}\left\{\rho\left(\psi_{n}, \chi_{n}\right)>\varepsilon\right\}
$$

That is

$$
P_{n}\left\{w_{g}^{\prime}(\delta) \geq 3 \varepsilon\right\} \leq R_{n}\left\{w_{g}^{\prime}(\delta) \geq \varepsilon\right\}+\lambda_{n}^{k}\left\{\rho\left(\psi_{n}, \chi_{n}\right)>\varepsilon\right\}
$$

Given $\varepsilon>0$ and $\eta>0$ there exists $n_{0}$ and $\delta>0$ such that $R_{n}\left\{w_{g}^{\prime}(\delta) \geq \varepsilon\right\}<$ $\eta$ for $n \geq n_{0}$ by a standard tightness theorem (cf. [6, Theorem 15.2]). Since $\lambda_{n}^{k}[\rho(\psi, \chi)>\varepsilon\} \rightarrow 0$ by (3.4), there is an $n_{1}$ such that $P_{n}\left(w_{g}^{\prime}(\delta) \geq 3 \varepsilon\right)<2 \eta$ for $n \geq n_{1}$. Since $P_{n}\{g(0)=e\}=1$, the same tightness theorem establishes the tightness of $\left\{P_{n}\right\}_{n=1}^{\infty}$ on $\Omega_{d}$.

Example 3.2 (Bernoulli measure). If $\lambda$ assigns mass $2^{-d}$ to each of the points $\sum_{j=1}^{d} \varepsilon_{j} \xi_{j}$ where $d=\operatorname{dim} \mathscr{G}$ and each $\varepsilon_{j}= \pm 1$ then the conditions (a), (b), (c) for Proposition 3.1 hold. This will be useful for understanding the loss of best constants that we will explore in Section 5.

Example 3.3 (Gauss measure). $\quad \lambda(d z)=(2 \pi)^{-d / 2} e^{-|z|^{2} / 2} d z$. In this case a stronger version of Proposition 3.1 has been proved by McKean [29] and shows that $P$ is the measure on $W$ induced by "wrapping a $\mathscr{G}$ valued Wiener process around $G "$. For a manifold a similar theorem has been shown by Elworthy [11]. See also the method of Baxendale [3].

Theorem 3.4. Let $P$ be the distribution on $W$ of the diffusion process $X$ in $G$ with infinitesimal generator $(1 / 2) \sum_{j=1}^{d} \hat{\xi}_{j}^{2}$ and with $X(0)=e$. Let $f: W \rightarrow R$ be bounded and continuous and have a bounded continuous gradient on $W$. Then

$$
\begin{align*}
& \int_{W} f(g)^{2} \ln |f(g)| P(d g)  \tag{3.6}\\
& \quad \leq \int_{W}|(\nabla f)(g)|^{2} P(d g)+\|f\|_{L^{2}(P)}^{2} \ln \|f\|_{L^{2}(P)}
\end{align*}
$$

Proof. Denote by $\lambda$ Gauss measure as in Example 3.3. We may apply Proposition 3.1 to construct $P$. We start with the known [17] logarithmic Sobolev inequality for the Gauss measure $\lambda^{k}$ on $\boldsymbol{\mathscr { G }}^{k}$.

$$
\begin{align*}
& \int_{\mathscr{G}^{k}}|u(z)|^{2} \ln |u(z)| \lambda^{k}(d z)  \tag{3.7}\\
& \quad \leq \int_{\mathscr{G}^{k}}|(\nabla u)(z)|^{2} \lambda^{k}(d z)+\|u\|_{L^{2}\left(\lambda^{k}\right)}^{2} \ln \|u\|_{L^{2}\left(\lambda^{k}\right)}
\end{align*}
$$

where $z=\left(z_{1}, \ldots, z_{k}\right)$ is in $\mathscr{G}^{k}$ and $\nabla U$ is the gradient of the $C^{1}$ function u. Put $\lambda_{n}(E)=\lambda\left(n^{1 / 2} E\right)$ and let $u(z)=v\left(n^{-1 / 2} z\right)$. Then $(\nabla u)(z)=$ $n^{-1 / 2}(\nabla v)\left(n^{-1 / 2} z\right)$ by the chain rule. We change variables to $y=n^{-1 / 2} z$ in
(3.7) to get

$$
\begin{align*}
& \int_{\mathcal{G}^{k}}|v(y)|^{2} \ln |v(y)| \lambda_{n}^{k}(d y)  \tag{3.8}\\
& \quad \leq n^{-1} \int_{\mathcal{G}^{k}}|(\nabla v)(y)|^{2} \lambda_{n}^{k}(d y)+\|v\|_{L^{2}\left(\lambda_{n}^{k}\right)}^{2} \ln \|v\|_{L^{2}\left(\lambda_{n}^{k}\right)}^{2} .
\end{align*}
$$

With $\psi_{n}$ defined by (3.1) put $v(y)=f\left(\psi_{n}(y)\right)$. By the definition (3.2) of $P_{n}$ and by (2.18) we have

$$
\begin{align*}
& \int_{W}|f(g)|^{2} \ln |f(g)| P_{n}(d g)  \tag{3.9}\\
& \quad \leq \int_{W}|(\nabla f)(g)|^{2} P_{n}(d g)+\|f\|_{L^{2}\left(P_{n}\right)}^{2} \ln \|f\|_{L^{2}\left(P_{n}\right)}
\end{align*}
$$

Since the integrands are all bounded and continuous on $W$ we may let $n \rightarrow \infty$ in (3.9) to get (3.6).

We want now to extend the class of functions for which (3.6) holds to some unbounded functions.

Lemma 3.5. Let $M$ be the norm of the linear map $y \rightarrow \operatorname{ad} y$ from $\mathscr{G}$ to operators on $\mathscr{G}$ in operator norm. Put $\gamma=2 M^{2}$. Then for $0 \leq t \leq T$ we have

$$
\begin{equation*}
\int_{W}|(\operatorname{Ad} g(t)) \xi|^{2} P(d g) \leq e^{\gamma t}|\xi|^{2} \quad \text { for } \xi \text { in } \mathscr{G} \tag{3.10}
\end{equation*}
$$

and

$$
\begin{align*}
& \int_{W}\left|\left(\operatorname{Ad} g(b)^{-1} g(a)\right)^{\operatorname{tr}} \eta\right|^{2} P(d g) \leq e^{\gamma(b-a)}|\eta|^{2}  \tag{3.11}\\
& \qquad \text { for } \eta \in \mathscr{G}^{*}, 0 \leq a<b \leq T
\end{align*}
$$

Moreover if $\varphi$ is defined by (2.11) then

$$
\begin{equation*}
\int_{W} \varphi(g) P(d g)<\infty \tag{3.12}
\end{equation*}
$$

Proof. Two proofs of a related integrability theorem are given in [34], which would yield a proof. We give another short proof based on the random walk representation of $P$ given in Proposition 3.1. Let $\lambda$ be Gauss measure on $\mathscr{G}$ as in the proof of Theorem 3.4. Since $\|$ Ad exp $s y\|=\| e^{\text {ad } s y} \| \leq e^{M|s y|}$
the function

$$
u(s):=\int_{\mathscr{G}}\left|e^{s \mathrm{ad} y} \xi\right|^{2} \lambda(d y)
$$

extends to an entire function of $s$. Clearly $u(0)=|\xi|^{2}$. Moreover

$$
u^{\prime}(s)=\int 2\left((\operatorname{ad} y) e^{s \operatorname{ad} y} \xi, e^{s \operatorname{ad} y} \xi\right) \lambda(d y)
$$

and

$$
u^{\prime \prime}(s)=\int\left\{2\left((\operatorname{ad} y)^{2} e^{s \operatorname{ad} y} \xi, e^{s \operatorname{ad} y} \xi\right)+2\left|(\operatorname{ad} y) e^{s \operatorname{ad} y} \xi\right|^{2}\right\} \lambda(d y)
$$

Thus $u^{\prime}(0)=0$ since the integrand in $u^{\prime}(0)$ is odd. Similarly $u^{\prime \prime \prime}(0)=0$. Moreover

$$
u^{\prime \prime}(0) \leq \int 4 M^{2}|y|^{2}|\xi| \lambda(d y)=4 M^{2}|\xi|^{2}
$$

Hence $u(s)=\left(1+a s^{2}+s^{4} b(s, \xi)\right)|\xi|^{2}$ where $|a| \leq 2 M^{2}$ and $b(s, \xi)$ is bounded for $|s| \leq 1$. Thus if $0 \leq \alpha \leq 1$ then

$$
\begin{aligned}
\int\left|e^{\mathrm{ad} \alpha y} \xi\right|^{2} \lambda_{n}(d y) & =\int\left|e^{n^{-1 / 2} \alpha \mathrm{ad} z} \xi\right|^{2} \lambda(d z)=u\left(n^{-1 / 2} \alpha\right) \\
& =\left(1+a \alpha^{2} / n+O\left(n^{-2}\right)\right)|\xi|^{2}
\end{aligned}
$$

Hence

$$
\begin{equation*}
\int\left|e^{\mathrm{ad} \alpha y} \xi\right|^{2} \lambda_{n}(d y) \leq \beta_{n}|\xi|^{2} \tag{3.13}
\end{equation*}
$$

where $\beta_{n}=1+\gamma / n+O\left(n^{-2}\right)$. If $(r-1) / n \leq t<r / n$ put $\alpha=n(t-$ $(r-1) / n)$. Then $0 \leq \alpha \leq 1$ and by (3.2) and repeated use of (3.13) we have

$$
\begin{aligned}
\int_{W} \mid( & \operatorname{Ad} g(t))\left.\xi\right|^{2} P_{n}(d g) \\
& =\int_{\mathscr{Q}^{r}}\left|e^{\operatorname{ad} y_{1}} \cdots e^{\operatorname{ad} y_{r-1}} e^{\operatorname{ad} \alpha y_{r}} \xi\right|^{2} \lambda_{n}\left(d y_{1}\right) \cdots \lambda_{n}\left(d y_{r}\right) \\
& \leq \beta_{n}^{r}|\xi|^{2}
\end{aligned}
$$

Note that $\beta_{n}^{r}$ converges to $e^{\gamma t}$ as $n \rightarrow \infty$. Let

$$
\chi(g)=|(\operatorname{Ad} g(t)) \xi|^{2} \quad \text { and } \quad \chi_{m}(g)=\min (m, \chi(g))
$$

$\chi_{m}$ is bounded and continuous on $W$. Hence

$$
\begin{aligned}
\int \chi(g) P(d g) & =\lim _{m \rightarrow \infty} \int \chi_{m} P(d g)=\lim _{m} \lim _{n} \int \chi_{m} P_{n} \\
& \leq \lim _{n} \sup _{n} \int \chi P_{n} \leq \lim \sup _{n} \beta_{n}^{r}|\xi|^{2}=e^{\gamma t}|\xi|^{2}
\end{aligned}
$$

The proof of (3.11) is similar but with the factors $\left(e^{-\mathrm{ad} y_{j}}\right)^{\operatorname{tr}}$ occurring in reverse order. This time one integrates first w.r.t. $y_{j}$ for the largest $j$. Finally (3.12) follows by replacing $\xi$ by $\xi_{j}$, summing over $j$ to get the trace and then integrating over $[0, T]$. The integrand is continuous in $g$ and $t$ and positive so that the $P$ and $d t$ integrals can be interchanged.

Lemma 3.6. Let $u$ and $v$ be in $C_{c}^{1}\left(G^{k}\right)$. Define $f: W \rightarrow R$ by (2.6) or (2.10). Then all integrals in (3.6) are finite and (3.6) holds.

Proof. Just as in the proof of Corollary 2.11 it suffices to consider only the case in which $f$ is given by (2.6). Define $F_{\varepsilon}(g)$ as in Corollary 2.11. Since $F_{\varepsilon}$ and its gradient are bounded and continuous (3.6) holds for $F_{\varepsilon}$. As $\varepsilon \downarrow 0$ the nongradient terms converge to $\int|f|^{2} \ln |f| d P$ and $\|f\|_{2}^{2} \ln \|f\|_{2}$ respectively. By (2.14) we have $|\nabla f(g)|^{2} \leq C \varphi(g)$ which is integrable by Lemma 3.5. Hence the first term in (2.13) converges in $L^{2}(P)$ to $\nabla f$ as $\varepsilon \downarrow 0$. The second term in (2.13) converges pointwise to zero and is dominated by $2 M|f(g)| \varepsilon \varphi(g)(1+$ $\varepsilon \varphi(g))^{-2} \varphi(g)^{1 / 2}$ by Lemma 2.10. This is bounded by $2 M|f(g)| \varphi(g)^{1 / 2}$ which is in $L^{2}(P)$ by Lemma 3.5.

Remark 3.7. Even though $u$ and its derivatives are bounded in the preceding lemma $\nabla f(g)$ may be unbounded as we noted in Corollary 2.8.

Lemma 3.8. Let $u$ and $v$ be bounded functions in $C^{1}\left(G^{k}\right)$. Define $f: W \rightarrow R$ by (2.6) or (2.10). Then (3.6) holds.

Proof. It suffices as before to consider only $f$ given by (2.6). We must remove the compact support condition of Lemma 3.6. Let $U$ be a neighborhood of $e$ in $G$ with compact closure such that $U^{-1}=U$. Let $\beta \in C_{c}^{\infty}(G)$ with supt $\beta \subset U$ such that $\beta \geq 0$ and $\int_{G} \beta(z) d z=1$ where $d z$ is left invari-
ant Haar measure on $G$. Let

$$
\beta_{n}(x)=\int_{U^{n}} \beta\left(y^{-1} x\right) d y
$$

One verifies easily that (a) $\beta_{n} \in C_{c}^{\infty}(G)$, (b) $\beta_{n}(x)=1$ on $U^{n-1}$, (c) $0 \leq \beta_{n}(x) / 1$ on $G$ as $n \rightarrow \infty$ and (d) there is a constant $C$ such that $\left|\beta_{n}^{\prime}(x)\langle\xi\rangle\right| \leq C|\xi|$ for all $x$ in $G$ and all $n$. Now let

$$
u_{n}\left(x_{1}, \ldots, x_{k}\right)=u\left(x_{1}, \ldots, x_{k}\right) \prod_{i=1}^{k} \beta_{n}\left(x_{i}\right)
$$

Let

$$
f_{n}(g)=u_{n}\left(g\left(t_{1}\right), g\left(t_{1}\right)^{-1} g\left(t_{2}\right), \ldots\right)
$$

and put

$$
B_{n}(g)=\prod_{i=1}^{k} \beta_{n}\left(g\left(t_{i-1}\right)^{-1} g\left(t_{i}\right)\right)
$$

Then $u_{n}$ is in $C_{c}^{1}\left(G^{k}\right)$ and therefore by Lemma $3.6 f_{n}$ satisfies (3.6). Moreover

$$
f_{n}(g)=f(g) B_{n}(g)
$$

and

$$
\left(\nabla f_{n}\right)(g)=(\nabla f)(g) B_{n}(g)+f(g) \nabla B_{n}(g)
$$

Since $0 \leq B_{n}(g) / 1$ for each $g$ as $n \rightarrow \infty$ and $f$ is bounded we shall obtain (3.6) for $f$ in the limit as $n \rightarrow \infty$ if we only show that

$$
\int_{W}\left|\left(\nabla B_{n}\right)(g)\right|^{2} P(d g) \rightarrow 0 \quad \text { as } n \rightarrow \infty .
$$

But by (b) and (d) above, $\left|B_{n}^{\prime}(x)\langle\xi\rangle\right| \leq C \chi_{n}(x)|\xi|$ where $\chi_{n}(x)=0$ on $U^{n-1}$ and is one otherwise. Hence by (2.16),

$$
\begin{aligned}
\left|\left(\nabla B_{n}\right)(g)\right|^{2} & \leq \sum_{i=1}^{k} C \int_{t_{i-1}}^{t_{i}} \chi_{n}\left(g\left(t_{i-1}\right)^{-1} g\left(t_{i}\right)\right)\left\|\operatorname{Ad} g\left(t_{i}\right)^{-1} g(s)\right\|_{\mathrm{op}}^{2} d s \\
& \leq C \sum_{i=1}^{k} \int_{t_{i-1}}^{t_{i}} \chi_{n}\left(g\left(t_{i-1}\right)^{-1} g\left(t_{i}\right)\right) \varphi\left(s, t_{i}, g\right) d s
\end{aligned}
$$

where $\varphi(a, b, g)$ denotes the square of the Hilbert-Schmidt norm of Ad $g(b)^{-1} g(a)$. Hence

$$
\begin{aligned}
& \int_{W} \mid\left(\left.\nabla B_{n}(g)\right|^{2} P(d g)\right. \\
& \quad \leq C \sum_{i=1}^{k} \int_{t_{i-1}}^{t_{i}}\left[\int_{W} \chi_{n}\left(g\left(t_{i-1}\right)^{-1} g\left(t_{i}\right)\right) \varphi\left(s, t_{i}, g\right) P(d g)\right] d s .
\end{aligned}
$$

Since $\chi_{n}\left(g\left(t_{i-1}\right)^{-1} g\left(t_{i}\right)\right) \rightarrow 0$ for each $g$ in $W$, (3.11) shows that the $P$ integral on the right goes to zero for each $s$ and boundedly in $s$. Hence $\int\left|\left(\nabla B_{n}\right)(g)\right|^{2} P(d g) \rightarrow 0$ as $n \rightarrow \infty$.

Corollary 3.9. Let $u$ and $v$ be in $C^{1}\left(G^{k}\right)$. Define $f: W \rightarrow R$ by (2.6) or (2.10). Then (3.6) holds.

Proof. As usual we need to consider only the case (2.6). Put

$$
u_{n}(x)=n \tan ^{-1}\left(n^{-1} u(x)\right)
$$

Then $u_{n}$ is bounded, and by Lemma 3.8 the corresponding function

$$
f_{n}(g)=n \tan ^{-1}\left(n^{-1} f(g)\right)
$$

satisfies (3.6). Moreover $\left|f_{n}(g)\right|$ increases to $|f(g)|$ and $\left|\nabla f_{n}(g)\right|=(1+$ $\left.n^{-2} f(g)^{2}\right)^{-1}|\nabla f(g)|$ increases to $|\nabla f(g)|$. Since $t^{2} \ln |t|$ is bounded below on $(0, \infty)$ we may take the limit on $n$ to get (3.6) for $f$.

Remark 3.10. Just as we derived (3.6) by starting with the known logarithmic Sobolev inequality (3.7) for Gauss measure on $R^{n}$ it is also possible to derive (3.6) by starting with the known finite difference version of (3.7) which is in fact the most elementary form of a logarithmic Sobolev inequality. One starts with the purely atomic Bernoulli measure of Example 3.2. We will sketch how this may be done because it will be useful in understanding the failure of our method to produce best constants.

Let $\Omega=\{1,-1\}$ and let $\mu$ be the measure on $\Omega$ which assigns weight $1 / 2$ to each point. If $v: \Omega \rightarrow R$ put $A v=(1 / 2)(v(1)-v(-1))$. We regard $A$ as an operator on $L^{2}(\Omega, \mu)$. Then the inequality $\int_{\Omega} v^{2} \ln |v| d \mu \leq \int(A v)^{2} d \mu+$ $\|v\|_{2}^{2} \ln \|v\|_{2}$ is the simplest logarithmic Sobolev inequality [17]. It extends to product spaces [17] yielding

$$
\begin{equation*}
\int_{\Omega^{m}} v^{2} \ln |v| d \mu^{m} \leq \int \sum_{j}\left(A_{j} v\right)^{2} d \mu^{m}+\|v\|_{2}^{2} \ln \|v\|_{2} \tag{3.14}
\end{equation*}
$$

where $\left(A_{j} v\right)\left(s_{1}, \ldots, s_{m}\right)=\frac{1}{2}\left(v\left(\left.s\right|_{s_{j}=1}-\left.v(s)\right|_{s_{j}=-1}\right)\right.$ and $s=\left(s_{1}, \ldots, s_{n}\right)$. Now put $m=k d$ with $d=\operatorname{dim} \mathscr{G}$ and write $s=\left\{s_{r, j}\right\}_{r=1, j=1}^{k, d}$. We embed $\Omega^{k d}$ into $\mathcal{G}^{k}$ by mapping $s$ to

$$
y:=\bigoplus_{r=1}^{k} \sum_{j=1}^{d} s_{r, j} \xi_{j} / n^{1 / 2}
$$

with $k=[n \pi]$ as in (3.1). Then $\mu^{k d}$ clearly induces the measure $\lambda_{n}^{k}$ on $\mathcal{G}^{k}$ where $\lambda$ is the Bernoulli measure of Example 3.2. For each fixed $n$ we identify $\Omega^{k d}$ with its image in $\mathscr{G}^{k}$ henceforth. With $\psi_{n}$ defined in (3.1) and $v=f \circ \psi_{n}$ for some bounded function $f$ in $C^{1}(W)$ the inequality (3.14) reads

$$
\begin{align*}
& \int_{\mathcal{G}^{k}} v(y)^{2} \ln |v(y)| \lambda_{n}^{k}(d y)  \tag{3.15}\\
& \quad \leq \int_{\mathcal{G}^{k}} \sum_{r=1}^{k} \sum_{j=1}^{d}\left(A_{r, j} v(y)\right)^{2} \lambda_{n}^{k}(d y)+\|v\|_{2}^{2} \ln \|v\|_{2}
\end{align*}
$$

where

$$
\begin{equation*}
\left(A_{r, j} v\right)(y)=\frac{1}{2}\left(\left.v(y)\right|_{\left.y_{r, j}=n^{-1 / 2}-\left.v(y)\right|_{y_{r, j}=-n^{-1 / 2}}\right) .}\right. \tag{3.16}
\end{equation*}
$$

and $y=\oplus_{r=1}^{k} \sum_{j=1}^{d} y_{r, j} \xi_{j}$ is in $\Omega^{k d}$. The first and last terms in (3.15) converge to $\int_{W} f^{2} \ln |f| d P$ and $\|f\|_{L^{2}(P)}^{2} \ln \|f\|_{L^{2}(P)}$ respectively by Proposition 3.1. We shall show in the next proposition that the finite difference terms converge to at most $\int|\nabla f(g)|^{2} P(d g)$ under suitable conditions on $f$, giving another derivation of (3.6).

In the following proposition the conditions on $f$ are satisfied by functions of the form (2.6) when $u$ has compact support in $G$ and $G$ is compact times abelian. This case will be the only one of interest to us.

Proposition 3.11. Assume that $f: W \rightarrow R$ is bounded and in $C^{1}(W)$. Define the kernel $\nabla f(g)(t)$ by

$$
\left(\partial_{h} f\right)(g)=\int_{0}^{T}(\nabla f(g)(t), \dot{h}(t))_{\mathscr{G}} d t
$$

and put $\|\nabla f(g)\|_{\infty}=\sup \left\{|\nabla f(g)(t)|_{\mathscr{G}}: 0 \leq t \leq T\right\}$. Suppose there is a constant $C_{1}$ such that $\|\nabla f(g)\|_{\infty} \leq C_{1}$ for all $g$ in $W$ and that the map $g \rightarrow \nabla f(g)(\cdot)$ is
continuous from $W$ into $L^{\infty}([0, T] ; \mathscr{E})$. Then
(3.17) $\limsup _{n \rightarrow \infty} \int_{\mathscr{G}^{k}} \sum_{r=1}^{k} \sum_{j=1}^{d}\left(A_{r, j}\left(f \circ \psi_{n}\right)\right)^{2} \lambda_{n}^{k} \leq \int_{W}|(\nabla f)(g)|^{2} P(d g)$.

Proof. Write $a=n^{-1 / 2}$. If $u$ is in $C^{1}(R)$ then

$$
\begin{aligned}
(u(a)-u(-a)) / 2 & =\frac{1}{2} \int_{-a}^{a} u^{\prime}(t) d t=a u^{\prime}(a)+\frac{1}{2} \int_{-a}^{a}\left(u^{\prime}(t)-u^{\prime}(a)\right) d t \\
& =a u^{\prime}(a)+R(a)
\end{aligned}
$$

where $|R(a)| \leq a \sup \left\{\left|u^{\prime}(t)-u^{\prime}(a)\right| ;|t| \leq a\right\}$. Similarly we may approximate ( $u(a)-u(-a)) / 2$ by $a u^{\prime}(-a)$ with a similar estimate on the error. Thus

$$
(u(a)-u(-a)) / 2=a u^{\prime}( \pm a)+R( \pm a)
$$

with

$$
|R( \pm a)| \leq a \sup \left\{\left|u^{\prime}(t)-u^{\prime}( \pm a)\right| ;|t| \leq a\right\}
$$

Put $u=f \circ \psi_{n}$. By (3.16) we therefore may write, for $y$ in $\Omega^{k d}$,

$$
\left(A_{r, j} v\right)(y)=a \partial v(y) / \partial y_{r j}+R_{r, j}(y)
$$

where

$$
\left|R_{r, j}(y)\right| \leq a \sup \left\{\left|\partial v\left(y^{\prime}\right) / \partial y_{r, j}-\partial v(y) / \partial y_{r j}\right|\right\}
$$

and the supremum is taken over those $y^{\prime}$ in $\mathscr{G}^{k}$ which agree with $y$ except in the $(r, j)$ th coordinate while $\left|y_{r, j}^{\prime}-y_{r, j}\right| \leq 2 a$. Now if $\dot{h}_{r, j}(t)=n \xi_{j}$ for $(r-1) / n \leq t<r / n$ and is zero otherwise we put $\partial_{r, j} f(g)=n^{-1 / 2} \partial_{h_{r, j}} f(g)$. Since $\left\{n^{-1 / 2} h_{r, j}\right\}_{r=1, j=1}^{k d}$ is an O.N. set in $H$ we have $\sum_{r, j}\left(\partial_{r j} f(g)\right)^{2} \leq|\nabla f(g)|^{2}$ and in fact as $n \rightarrow \infty$ the left side converges to the right side because the projection $Q_{n}$ onto span $\left\{h_{r, j}\right\}_{r, j}$ converges strongly to the identity operator on $H$ as $n \rightarrow \infty$. In view of (2.16) we have

$$
\left(A_{r, j} v\right)(y)=\left(\partial_{r, j} f\right)\left(\psi_{n}(y)\right)+R_{r, j}(y)
$$

with

$$
\begin{equation*}
\left|R_{r, j}(y)\right| \leq \sup \left|\left(\partial_{r, j} f\right)\left(\psi_{n}\left(y^{\prime}\right)\right)-\left(\partial_{r, j} f\right)\left(\psi_{n}(y)\right)\right| \tag{3.18}
\end{equation*}
$$

the supremum being over the same set of $y^{\prime}$ as before. Now

$$
\begin{aligned}
\left(\partial_{r, j} f\right)(g) & =\int_{0}^{T}\left(\nabla f(g)(t), n^{-1 / 2} \dot{h}_{r, j}(t)\right)_{\mathscr{G}} d t \\
& =n^{1 / 2} \int_{(r-1) / n}^{r / n}\left(\nabla f(g)(t), \xi_{j}\right) d t
\end{aligned}
$$

So if $g$ and $g^{\prime}$ are in $W$ then

$$
\begin{equation*}
\left|\partial_{r, j} f(g)\right| \leq n^{-1 / 2} C_{1} \tag{3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\left(\partial_{r, j} f\right)\left(g^{\prime}\right)-\left(\partial_{r, j} f\right)(g)\right| \leq n^{-1 / 2}\left\|\nabla f\left(g^{\prime}\right)-\nabla f(g)\right\|_{\infty} \tag{3.20}
\end{equation*}
$$

Hence $\left|R_{r, j}(y)\right| \leq 2 C_{1} n^{-1 / 2}$ by the first of these inequalities. But

$$
\begin{align*}
& \sum_{r, j}\left(A_{r, j} v\right)(y)^{2}  \tag{3.21}\\
& \quad=\sum_{r, j}\left(\partial_{r, j} f\left(\psi_{n}(y)\right)+R_{r, j}(y)\right)^{2} \\
& \quad \leq \sum_{r, j}\left(\partial_{r, j} f\left(\psi_{n}(y)\right)^{2}+2\left|(\nabla f)\left(\psi_{n}(y)\right)\right|\left(\sum_{r, j} R_{r, j}(y)^{2}\right)^{1 / 2}+\sum_{r, j} R_{r, j}(y)^{2}\right. \\
& \quad \leq\left|(\nabla f)\left(\psi_{n}(y)\right)\right|^{2}+2\left|\nabla f\left(\psi_{n}(y)\right)\right|\left(4 C_{1}^{2} k d / n\right)^{1 / 2}+\left(4 C_{1}^{2} k d / n\right)
\end{align*}
$$

Since $k / n \leq T$ the left side of (3.21) is uniformly bounded in $n$ and $y$ by a constant $C_{2}$. Given $\varepsilon>0$ there is a compact set $C$ in $W$ such that $P_{n}(C) \geq$ $1-\varepsilon$ for all $n$ because the weakly convergent sequence $P_{n}$ is tight. There is a compact set $\alpha$ in $G$ such that $g(t)$ is in $\alpha$ for $0 \leq t \leq T$ whenever $g$ is in $C$. Since $g \rightarrow \nabla f(g)$ is continuous on $W$ to $L^{\infty}([0, T], \mathscr{G})$ and $C$ is compact there is a neighborhood $V$ of $e$ in $G$ such that $\left\|\nabla f\left(g^{\prime}\right)-\nabla f(g)\right\|_{\infty}<\varepsilon$ whenever $g$ is in $C$ and $g(t)^{-1} g^{\prime}(t)$ is in $V$ for all $t$ in [ $\left.0, T\right]$. There is moreover a neighborhood $V_{1}$ of $e$ such that

$$
\left(h^{-1} k\right)^{-1} V_{1}\left(h^{-1} k\right) \subset V
$$

for all $h$ and $k$ in $\alpha$. There is an integer $n_{0}$ such that $\exp z_{1} \exp z_{2}$ is in $V_{1}$ whenever $\max \left(\left|z_{1}\right|,\left|z_{2}\right|\right) \leq 2\left(d / n_{0}\right)^{1 / 2}$. Thus if $n \geq n_{0}, y$ is in $\Omega^{k d}, y^{\prime}$ differs from $y$ only in the $(r, j)$ th coordinate as before, with $\left|y_{r, j}^{\prime}-y_{r, j}\right| \leq 2 n^{-1 / 2}$,
and if $g=\psi_{n}(y), g^{\prime}=\psi_{n}\left(y^{\prime}\right)$ and $g$ is in $C$ then we see from (3.1) that $g(t)=g^{\prime}(t)$ for $t \leq(r-1) / n$, and $g(r / n)^{-1} g(t)=g^{\prime}(r / n)^{-1} g^{\prime}(t)$ for $t \geq$ $r / n$, so that

$$
\left.g(t)^{-1} g^{\prime}(t)=\left(g(r / n)^{-1} g(t)\right)^{-1}\left(\exp y_{r}\right)\left(\exp y_{r}^{\prime}\right)(g(r / n))^{-1} g(t)\right)
$$

is in $V$ for $t \geq r / n$, and that $g(t)^{-1} g^{\prime}(t)$ is in $V$ for $(r-1) / n \leq t \leq r / n$ also. Hence $\left\|\nabla f\left(\psi_{n}\left(y^{\prime}\right)\right)-\nabla f\left(\psi_{n}(y)\right)\right\|_{\infty}<\varepsilon$. By (3.18) and (3.20) $R_{r, j}(y) \leq$ $\varepsilon n^{-1 / 2}$ if $\psi(y)$ is in $C$ and $n \geq n_{0}$. Apply this estimate to the second line of (3.21) to get

$$
\begin{align*}
& \sum_{r, j}\left(A_{r, j} v\right)(y)^{2}  \tag{3.22}\\
& \quad \leq \sum_{r, j}\left(\partial_{r, j} f\right)\left(\psi_{n}(y)\right)^{2}+2\left|(\nabla f)\left(\psi_{n}(y)\right)\right|\left(\varepsilon^{2} T d\right)^{1 / 2}+\varepsilon^{2} T d \\
& \quad \leq \sum_{r, j}\left|\left(\partial_{r, j} f\right)\left(\psi_{n}(y)\right)\right|^{2}+\varepsilon C_{3}
\end{align*}
$$

if $\psi_{n}(y)$ is in $C$. Thus

$$
\begin{aligned}
\int_{\mathcal{G}^{k}} \sum_{r, j}\left(A_{r, j} v\right)(y)^{2} \lambda_{n}^{k}(d y) & \leq \int_{C}\left\{|\nabla f(g)|^{2}+\varepsilon C_{3}\right\} P_{n}(d g)+C_{2} \varepsilon \\
& \leq \int_{W}|\nabla f(g)|^{2} P_{n}(d g)+\varepsilon C_{4}
\end{aligned}
$$

for some constants $C_{3}$ and $C_{4}$ if $n \geq n_{0}$. This proves Proposition 3.11. However it might be useful to point out that if one lets $n$ run through the sequence $n=2^{m}$ then $\sum_{r, j}\left|\partial_{r, j} f(g)\right|^{2}$ increases to $|\nabla f(g)|^{2}$ hence the convergence is uniform on the compact set $C$. By reversing the inequality (3.22) along with the sign in front of $\varepsilon$ it then follows easily that (3.17) becomes equality and $\lim \sup _{n \rightarrow \infty}$ may be replaced by $\lim _{n=2^{m} \rightarrow \infty}$.

## 4. Logarithmic Sobolev inequalities on $G$ and quotient spaces

Now we shall derive from Corollary 3.9 a logarithmic Sobolev inequality for functions on $G$ itself with respect to the heat kernel measure. We fix $t>0$. Let $\mu_{t}$ be the distribution of $g(t)$ with respect to $P$. Then convolution by $\mu_{t}$ gives the solution to the heat equation on $G$ for the operator $\frac{1}{2} \sum_{j=1}^{d} \hat{\xi}_{j}^{2}$. In view of the integrability result of (3.11) there is a positive operator valued
function $A(t, x)$ which operates on $\mathscr{G}^{*}$ and which is defined by the equation

$$
\begin{align*}
A(t, x)= & \int_{W} \int_{0}^{t}\left(\operatorname{Ad} g(t)^{-1} g(s)\right)^{\operatorname{tr} *}  \tag{4.1}\\
& \times\left(\operatorname{Ad} g(t)^{-1} g(s)\right)^{\mathrm{tr}} d s P(d g \mid g(t)=x)
\end{align*}
$$

Note that the integrand is strictly positive and so therefore is $A(t, x)$ for a.e. $x$ [ $\mu_{t}$ ]. Explicitly $A(t, x)$ is determined a.e. [ $\mu_{t}$ ] by the equation

$$
\begin{align*}
\int_{G}( & A(t, x) \eta(x), \eta(x)) \mathscr{G}^{*} \mu_{t}(d x)  \tag{4.2}\\
& =\int_{W} \int_{0}^{t}\left|\left(\operatorname{Ad} g(t)^{-1} g(s)\right)^{\mathrm{tr}} \eta(g(t))\right|^{2} d s P(d g)
\end{align*}
$$

where $\eta: G \rightarrow \mathscr{G}^{*}$ runs over arbitrary bounded measurable functions. As usual the superscript $t r$ denotes transpose. In particular

$$
\int_{G} \operatorname{trace} A(t, x) \mu_{t}(d x)<\infty
$$

Theorem 4.1. Fix $t>0$. Let $u$ be in $C^{1}(G)$. Then

$$
\begin{align*}
& \int_{G} u(x)^{2} \ln |u(x)| \mu_{t}(d x)  \tag{4.3}\\
& \quad \leq \int_{G}\left(A(t, x) u^{\prime}(x), u^{\prime}(x)\right) \mu_{t}(d x)+\|u\|_{L^{2}\left(\mu_{t}\right)}^{2} \ln \|u\|_{L^{2}\left(\mu_{t}\right)}
\end{align*}
$$

where $u^{\prime}(x)\langle\xi\rangle=d u(x \exp s \xi) / d s$ at $s=0$.
Proof. Put $f(g)=u(g(t))$. By (2.8) and the equation (4.2), which clearly extends to arbitrary measurable $\eta$ by the monotone convergence theorem,

$$
\begin{align*}
& \int_{W}|(\nabla f)(g)|^{2} P(d g)  \tag{4.4}\\
&=\int_{W} \int_{0}^{t}\left|\left(\operatorname{Ad} g(t)^{-1} g(s)\right)^{\mathrm{tr}} u^{\prime}(g(t))\right|^{2} d s P(d g) \\
&=\int_{G}\left(A(t, x) u^{\prime}(x), u^{\prime}(x)\right)_{\mathscr{Q}^{*}} \mu_{t}(d x)
\end{align*}
$$

By Corollary 3.9, (3.6) holds and this is (4.3).

Theorem 4.2. Assume that Ad $G$ acts orthogonally on $\mathscr{G}$ with respect to the given inner product. That is, $|(\operatorname{Ad} x) \xi|=|\xi|$ for $x$ in $G$ and $\xi$ in $\mathscr{G}$. Then for $u$ in $C^{1}(G)$,

$$
\begin{align*}
& \int_{G} u(x)^{2} \ln |u(x)| \mu_{t}(d x)  \tag{4.5}\\
& \quad \leq t \int_{G}\left|u^{\prime}(x)\right|^{2} \mu_{t}(d x)+\|u\|_{L^{2}\left(\mu_{t}\right)}^{2} \ln \|u\|_{L^{2}\left(\mu_{t}\right)} .
\end{align*}
$$

Proof. Since $(\operatorname{Ad} x)^{\text {tr }}$ is also orthogonal the right side of the first equality in (4.4) is

$$
\int_{W} \int_{0}^{t}\left|u^{\prime}(g(t))\right|^{2} d s P(d g)=t \int_{G}\left|u^{\prime}(x)\right|^{2} \mu_{t}(d x)
$$

Thus $A(t, x)=t I_{\mathscr{G}^{*}}$. (4.5) now follows from (4.3).
Remark 4.3. The hypothesis of Corollary 4.2 is very restrictive. The only groups whose adjoint action is orthogonal for some inner product are compact $\times$ abelian.

Let $K$ be a closed subgroup of $G$ with Lie algebra $\mathscr{K} \subset \mathscr{G}$. Write $M=G / K=\{K x: x \in G\}$ for the manifold of right $K$ cosets. Let $\mathscr{K}_{x}=$ (Ad $x^{-1}$ ) $\mathscr{K}$ for $x$ in $G$ and denote by $\mathscr{K}_{x}^{0}$ the annihilator of $\mathscr{K}_{x}$ in $\mathscr{\mathscr { G }}^{*}$. If $u$ is in $C^{1}(G)$ and is $K$ invariant; i.e., $u(k x)=u(x)$ for $k$ in $K$ and $x$ in $G$ then for any $\xi$ in $\mathscr{K}_{x}$ we have $u(x \exp s \xi)=u(\{\exp s(\operatorname{Ad} x) \xi\} x)=u(x)$ because $(\operatorname{Ad} x) \xi$ is in $\mathscr{K}$. Hence $u^{\prime}(x)\langle\xi\rangle=0$. Therefore $u^{\prime}(x)$ is in $\mathscr{K}_{x}^{0}$. Since $\mathscr{K}_{k x}=\mathscr{K}_{x}$ for $k$ in $K$ we may identify $\mathscr{K}_{x}^{0}$ with the dual space to the tangent space $T_{y}(M)$ if $y=\pi(x)$ and we write $\mathscr{K}_{[x]}$ and $\mathscr{K}_{[x]}^{0}$ to emphasize dependence only on $\pi(x)$. If $v$ is in $C^{1}(M)$ then its derivative $v^{\prime}(y)$ takes its value in $\mathscr{K}_{y}^{0}$ and may be computed as $v^{\prime}(y)=u^{\prime}(x)$ where $u=v \circ \pi$ and $y=\pi(x)$.

We summarize in the following lemma a well known fact.
Lemma 4.4. Let $p(x)$ be a strictly positive continuous function on $G$ such that $\int_{G} p(x) d x=1$ where $d x$ is right Haar measure on G. Let $\mu(d x)=p(x) d x$ and let $\nu=\mu \circ \pi^{-1}$ be the induced probability measure on $M$. For each point $y$ in $M$ there is a unique measure $\gamma(y, \cdot)$ on $\pi^{-1}(y)$ such that for any bounded continuous function $u$ on $G \int_{\pi^{-1} y} u(z) \gamma(y, d z)$ is continuous in $y$ and

$$
\begin{equation*}
\int_{G} u(x) p(x) d x=\int_{M}\left(\int_{\pi^{-1} y} u(z) \gamma(y, d z)\right) \nu(d y) \tag{4.6}
\end{equation*}
$$

We apply this Lemma to $\mu_{t}$, which has a smooth density $p_{t}$ with respect to Haar measure on $G$. We write $\nu_{t}=\mu_{t} \circ \pi^{-1}$ for the induced measure on $M$ and $\gamma_{t}$ in place of $\gamma$.

Define $B(t, y): \mathscr{K}_{y}^{0} \rightarrow \mathscr{K}_{y}^{0}$ for $y$ in $M$ by

$$
\begin{equation*}
(B(t, y) \eta, \eta)_{\mathscr{G}^{*}}=\int_{\pi^{-1} y}(A(t, z) \eta, \eta) \gamma_{t}(y, d z) \quad \eta \in \mathscr{K}_{y}^{0} \tag{4.7}
\end{equation*}
$$

The integrand is nonnegative and $B(t, y)$ exists for almost all $y\left[\nu_{t}\right]$ since

$$
\begin{align*}
\int_{M}( & B(t, y) \eta(y), \eta(y)) \mathscr{G}^{*} \nu_{t}(d y)  \tag{4.8}\\
& =\int_{G}(A(t, x) \eta(x), \eta(x)) \mu_{t}(d x)<\infty
\end{align*}
$$

in case $\eta$ is a left $K$ invariant continuous function on $G$ with compact support with $\eta(x) \in \mathscr{K}_{x}^{0}$. That is, $\eta$ is a continuous section of $T^{*}(M)$ with compact support.

Corollary 4.5. Let $v$ be in $C^{1}(M)$. Then

$$
\begin{align*}
\int_{M} v(y)^{2} \ln |v(y)| \nu_{t}(d y) \leq & \int_{M}\left(B(t, y) v^{\prime}(y), v^{\prime}(y)\right) \nu_{t}(d y)  \tag{4.9}\\
& +\|v\|_{L^{2}\left(\nu_{t}\right)}^{2} \ln \|v\|_{L^{2}\left(\nu_{t}\right)}
\end{align*}
$$

Proof. Let $u(x)=v(\pi(x))$. Then $u$ is in $C^{1}(G)$ and (4.3) holds. The first and third terms of (4.3) agree with those of (4.9). Moreover since $u$ is constant on right $K$ cosets and $u^{\prime}(x)$ is in $\mathscr{K}_{x}^{0}$ for all $x$ we have by (4.6) and (4.8),

$$
\begin{aligned}
\int_{G}( & \left.A(t, x) u^{\prime}(x), u^{\prime}(x)\right) \mu_{t}(d x) \\
& =\int_{M} \int_{\pi^{-1} y}\left(A(t, z) v^{\prime}(y), v^{\prime}(y)\right) \gamma_{t}(y, d z) \nu_{t}(d x) \\
& =\int_{M}\left(B(t, y) v^{\prime}(y), v^{\prime}(y)\right) \nu_{t}(d y)
\end{aligned}
$$

Remark 4.6. In case the given inner product on $\mathscr{G}$ is $\operatorname{Ad} G$ invariant then $A(t, x)=t I_{\mathscr{Q}^{*}}$ as we noted in Corollary 4.2. In this case $B(y)=$ $t \gamma\left(y, \pi^{-1} y\right) I_{\mathscr{K}_{y}^{0}}$.

## 5. Best constants

We will show that the constant one in front of the gradient term in (3.6) is the smallest possible. On the other hand we will see by example that the coefficients of the gradient term in (4.3) and (4.5) are unlikely to be best possible in some cases.

Theorem 5.1. Define $P$ as in Theorem 3.4. Suppose that $c$ is a constant such that

$$
\begin{align*}
& \int_{W} f(g)^{2} \ln |f(g)| P(d g)  \tag{5.1}\\
& \quad \leq c \int_{W}|(\nabla f)(g)|^{2} P(d g)+\|f\|_{L^{2}(P)}^{2} \ln \|f\|_{L^{2}(p)}
\end{align*}
$$

for all bounded continuous real valued functions $f$ with bounded continuous gradient. Then $c \geq 1$.

Lemma 5.2. Let $v$ be in $C_{c}(\mathscr{G})$. Suppose that the exponential map is a diffeomorphism of $B_{2 a} \equiv\{y \in \mathscr{G}:|y|<2 a\}$ onto a neighborhood $U$ of $e$ in $G$ and that $\varphi(\exp y)=y$ for $y$ in $B_{2 a}$. Let $u(t, x)=v\left(t^{-1 / 2} \varphi(x)\right)$ if $x$ is in $U$ and define $u(t, x)$ to be zero otherwise. Then

$$
\begin{equation*}
\lim _{t \downarrow 0} \int_{W} u(t, g(t)) P(d g)=\int_{\mathscr{G}} v(y) \lambda(d y) \tag{5.2}
\end{equation*}
$$

where $\lambda$ is Gauss measure on $\mathscr{G}$ with mean zero and variance one, given in Example 3.3.

Proof. Let $\xi_{1}, \ldots, \xi_{d}$ be an O.N. basis of $\mathscr{G}$. Define $\beta(y)$ : $\mathscr{G} \rightarrow \mathscr{G}$ as in Lemma 2.1 for $|y|<2 a$ and denote by $\beta_{j, k}(y)$ its matrix: $\beta(y) \xi_{k}=$ $\sum_{j} \beta_{j, k}(y) \xi_{j}$. Since $\beta(0)=I_{\mathscr{G}}$ we have $\beta_{j, k}(0)=\delta_{j k}$. The left invariant vector field $\hat{\xi}_{k}$ is represented over $U$ in canonical coordinates by $\sum_{j} \beta_{j, k}(y) \partial / \partial y_{j}$. Put

$$
a_{i j}(y)=\sum_{k=1}^{d} \beta_{i, k}(y) \beta_{j, k}(y)
$$

and

$$
b_{i}(y)=\frac{1}{2} \sum_{j, k} \beta_{j, k}(y) \partial_{j} \beta_{i, k}(y)
$$

Then $a_{i j}$ and $b_{i}$ are in $C^{\infty}\left(B_{2 a}\right)$ and $a_{i j}(0)=\delta_{i j}$. Let $\zeta \in C_{c}^{\infty}(\mathscr{G})$ with
$0 \leq \zeta \leq 1, \zeta=1$ on $B_{a}$ and $\zeta=0$ outside $B_{3 a / 2}$. Let $\hat{a}_{i j}(y)$ be $a_{i j}(y) \zeta(y)+$ $\delta_{i j}(1-\zeta(y))$ on $B_{2 a}$ and equal to $\delta_{i j}$ off $B_{2 a}$. Then $\hat{a}_{i j}$ is bounded and smooth on $\mathscr{G}$ and uniformly elliptic and $\hat{a}_{i j}(y)=a_{i j}(y)$ for $|y| \leq a$. Extend $b_{i}$ similarly to a bounded $C^{\infty}$ function $\hat{b}_{i}$ on $\mathscr{G}$ which coincides with $b_{i}$ on $B_{a}$. For $\varepsilon \geq 0$ define

$$
\begin{equation*}
L^{\varepsilon}=\frac{1}{2} \sum_{i, j} \hat{a}_{i j}\left(\varepsilon^{1 / 2} y\right) \partial^{2} / \partial y_{i} \partial y_{j}+\varepsilon^{1 / 2} \sum_{i} b_{i}\left(\varepsilon^{1 / 2} y\right) \partial / \partial y_{i} \tag{5.3}
\end{equation*}
$$

Then the operator $L \equiv \frac{1}{2} \sum_{k=1}^{d}\left(\hat{\xi}_{k}\right)^{2}$ is correctly given in canonical coordinates over $B_{a}$ by the operator $L^{1}$, as one computes readily from the previous definitions.

Let $X$ be a Markov process on $[0, \infty)$ with state space $\mathscr{G}$, with continuous paths and infinitesimal generator $L^{1}$. Define $X_{\varepsilon}(t)=\varepsilon^{-1 / 2} X(\varepsilon t)$ for $\varepsilon>0$. Then $X_{\varepsilon}$ is again a Markov process and one computes readily that its infinitesimal generator is $L^{\varepsilon}$. Now as $\varepsilon \downarrow 0$ we see from (5.3) that the coefficients of $L^{\varepsilon}$ converge uniformly on bounded sets in $\mathscr{G}$ to the corresponding coefficients of $L^{0}$ which is just the operator $\frac{1}{2} \sum_{i=1}^{d} \partial^{2} / \partial y_{i}^{2}$. Hence if $X_{0}$ denotes the corresponding Brownian motion in $\mathscr{G}$ beginning at the origin and if we begin $X$ at the origin also then by [44, Theorem 11.1.4] the processes $X_{\varepsilon}$ converge in distribution to $X_{0}$. In particular if $v \in C_{c}(\mathscr{G})$ then $E\left(v\left(X_{\varepsilon}(1)\right)\right)$ converges to $E\left(v\left(X_{0}(1)\right)\right)$. That is,

$$
\lim _{\varepsilon \downarrow 0} E\left(v\left(\varepsilon^{-1 / 2} X(\varepsilon)\right)\right)=\int_{\mathscr{G}} v(y) \lambda(d y)
$$

But since $X$ has continuous sample paths and starts at the origin we have

$$
\begin{aligned}
& \mid E\left(v\left(t^{-1 / 2} X(t)\right)\right)-E\left(v\left(t^{-1 / 2} X(t)\right),|X(s)| \leq a \text { for } 0 \leq s \leq t\right) \mid \\
& \quad \leq(\sup |v(y)|) E(|X(s)|>a \text { for some } s \text { in }[0, t]) \\
& \quad \rightarrow 0 \text { as } t \downarrow 0 .
\end{aligned}
$$

Let $L_{D}^{1}$ be the operator $L$ over $B_{a}$ with Dirichlet boundary conditions. Then for any continuous bounded function $f$ on $B_{a}$ we have

$$
E(f(X(t)),|X(s)| \leq a, 0 \leq s \leq t)=\left(e^{t L_{D}^{1}} f\right)(0)
$$

Hence

$$
\begin{equation*}
\lim _{t \downarrow 0}\left(e^{t L_{D}^{1}} v\left(t^{-1 / 2} \cdot\right)\right)(0)=\int_{\mathscr{G}} v(y) \lambda(d y) \tag{5.4}
\end{equation*}
$$

Under the exponential map the operator $e^{t L_{D}^{1}}$ goes over to the operator $e^{t L_{D}}$
acting on $C(\bar{V})$ where $\bar{V}$ is the closure in $G$ of $\exp B_{a}$. Since $u(t, x)=$ $v\left(t^{-1 / 2} \varphi(x)\right)$ for $x$ in $\bar{V}$ the left side of (5.4) is

$$
\lim _{t \downarrow 0}\left(e^{t L_{D}} u(t, \cdot)\right)(e)
$$

which is given in terms of the measure $P$ by

$$
\lim _{t \downarrow 0} E_{P}(u(t, g(t)), g(s) \in \bar{V}, 0 \leq s \leq t)
$$

Since $u$ is bounded and the paths $g(\cdot)$ are continuous this limit is the same as $\lim _{t \downarrow 0} E_{P}(u(t, g(t)))$ by the same argument used above for the process $X$. This proves (5.2).

Lemma 5.3. Define $A(t, x)$ by (4.1). Then

$$
\begin{equation*}
\lim _{t \downarrow 0} \int_{G}\left\|t^{-1} A(t, x)-I\right\|_{\mu_{t}}(d x)=0 \tag{5.5}
\end{equation*}
$$

for any norm on operators on $\mathscr{G}^{*}$.
Proof. The space of symmetric operators on $\mathscr{E}^{*}$ is a finite dimensional real inner product space with respect to the inner product trace $A B$ and is spanned by the set of all one dimensional projections by the spectral theorem. Hence there is a finite set $\eta_{1}, \ldots, \eta_{k}$ of unit vectors in $\mathscr{G}^{*}$ such that the corresponding set $P_{\eta_{j}}$ of one dimensional projections span this space. Since $\operatorname{trace}\left(P_{\eta} B\right)=(B \eta, \eta)_{\mathscr{G}^{*}},\|B\|:=\sum_{j=1}^{h}\left|\left(B \eta_{j}, \eta_{j}\right)_{\mathscr{G}^{*}}\right|$ is a norm on symmetric operators and is equivalent to any other one. It suffices therefore to show that for any vector $\eta$ in $\mathscr{G}^{*}$,

$$
\lim _{t \downarrow 0} \int_{G}\left|\left(\left(t^{-1} A(t, x)-I\right) \eta, \eta\right)\right| \mu_{t}(d x)=0
$$

Choose a sequence $t_{n}$ which converges to zero and put

$$
f_{n}(g)=t^{-1} \int_{0}^{t}\left|\left(\operatorname{Ad}\left(g(t)^{-1} g(s)\right)\right)^{\operatorname{tr}} \eta\right|^{2} d s
$$

with $t=t_{n}$. Put $f(g)=(I \eta, \eta)=1$. In view of (4.1) we must prove that $\int_{W}\left|f_{n}(g)-f(g)\right| P(d g) \rightarrow 0$. Note that $0 \leq f_{n}(g) \rightarrow f(g)$ for each $g$ because $g(\cdot)$ is continuous. Moreover

$$
\int f_{n}(g) P(d g) \leq t_{n}^{-1} \int_{0}^{t_{n}} e^{\gamma\left(t_{n}-s\right)} d s
$$

by inequality (3.11). Thus

$$
\lim \sup \int f_{n}(g) P(d g) \leq 1=\int f(g) P(d g)
$$

But if $0 \leq a<b$ then $|a-b|=a-b+2|a-b|$. Hence if

$$
S_{n}=\left\{g: f_{n}(g)<f(g)\right\}
$$

then

$$
\int\left|f_{n}-f\right|=\int f_{n}-f+2 \int\left(f(g)-f_{n}(g)\right) C_{S_{n}}(g) .
$$

The second integrand is positive, dominated by $f$ and goes to zero pointwise. Hence the second integral goes to zero. But as

$$
\lim \sup \int\left(f_{n}-f\right) \leq 0
$$

the lemma follows.
Proof of Theorem 5.1. Assume that (5.1) holds. Then Theorem 4.1 holds also with the constant $c$ appearing in front of the gradient term. Let $v$ be in $C_{c}^{\infty}(\mathscr{G})$ and define $u(t, x)$ as in Lemma 5.2. Note that if $v(y)=0$ for $|y|>r$ and $t_{0}$ is so small that $t_{0}^{1 / 2} r<a$ then for $0<t \leq t_{0}, v\left(t^{-1 / 2} y\right)=0$ if $|y|>a$. Consequently $u(t, \cdot)$ is in $C_{c}^{\infty}(G)$ if $0<t \leq t_{0}$ and is supported in $V:=\exp B_{a}$. Thus by (4.3) we have

$$
\begin{align*}
& \int_{G} u(t, x)^{2} \ln |u(t, x)| \mu_{t}(d x)  \tag{5.6}\\
& \leq \\
& \quad c \int_{G}\left(A(t, x) u^{\prime}(t, x), u^{\prime}(t, x)\right) \mu_{t}(d x) \\
& \quad+\|u(t, \cdot)\|_{L^{2}\left(\mu_{t}\right)}^{2} \ln \|u(t, \cdot)\|_{L^{2}\left(\mu_{t}\right)}
\end{align*}
$$

if $t \leq t_{0}$. By Lemma 5.2 the non gradient terms converge as $t \downarrow 0$ to

$$
\int_{\mathscr{G}} v(y)^{2} \ln |v(y)| \lambda(d y) \quad \text { and } \quad\|v\|_{L^{2}(\lambda)}^{2} \ln \|v\|_{L^{2}(\lambda)}
$$

respectively. We now consider the gradient term as $t \downarrow 0$. For $t \leq t_{0}$ we may compute $u^{\prime}(t, x)$ in local coordinates using the notation of the proof of

Lemma 5.2. Thus

$$
\begin{aligned}
\hat{\xi}_{k} u(t, \exp y) & =\sum_{j} \beta_{j, k}(y)\left(\partial / \partial y_{j}\right) v\left(t^{-1 / 2} y\right) \\
& =t^{-1 / 2} \sum_{j} \beta_{j, k}(y)\left(\partial v / \partial y_{j}\right)\left(t^{-1 / 2} y\right)
\end{aligned}
$$

for $|y|<2 a$. If $\left\{\eta_{k}\right\}_{k=1}^{d}$ denotes the basis of $\mathscr{G}^{*}$ dual to $\xi_{1}, \ldots, \xi_{d}$ put

$$
w(t, y)=\sum_{j, k} \beta_{j, k}(y)\left(\partial v / \partial y_{j}\right)\left(t^{-1 / 2} y\right) \eta_{k}
$$

Then $u^{\prime}(t, \exp y)$ is $t^{-1 / 2} w(t, y)$ for $|y|<2 a$ and is zero if $|y|>a$. Furthermore putting $(\nabla v)\left(t^{-1 / 2} y\right)=\sum_{k}\left(\partial v / \partial y_{k}\right)\left(t^{-1 / 2} y\right) \eta_{k}$ we see that $\mid w(t, y)-$ $(\nabla v)\left(t^{-1 / 2} y\right) \mid$ goes to zero uniformly in $y$ as $t \downarrow 0$ because both terms are zero if $t^{-1 / 2}|y|>r$ while for $|y| \leq t^{1 / 2} r, \beta_{j, k}(y)-\delta_{j, k}$ is small if $t$ is small, since $\beta_{j, k}(0)=\delta_{j, k}$, as noted in the proof of Lemma 5.2. Clearly $\left|(\nabla v)\left(t^{-1 / 2} y\right)\right|$ and hence $|w(t, y)|$ are both bounded on $\left(0, t_{0}\right] \times \mathscr{G}$. Therefore writing $\varphi(\exp y)=y$ for $|y|<2 a$ we have

$$
\begin{aligned}
& \int_{G}\left(A(t, x) u^{\prime}(t, x), u^{\prime}(t, x)\right) \mu_{t}(d x) \\
&= \int_{V}\left(A(t, x) t^{-1 / 2} w(t, \varphi(x)), t^{-1 / 2} w(t, \varphi(x)) \mu_{t}(d x)\right. \\
&= \int_{V}\left(\left(t^{-1} A(t, x)-I\right) w(t, \varphi(x)), w(t, \varphi(x))\right) \mu_{t}(d x) \\
& \quad+\int_{V}|w(t, \varphi(x))|^{2} \mu_{t}(d x)
\end{aligned}
$$

The first integral on the right goes to zero as $t \downarrow 0$ by Lemma 5.3 because $w(t, \varphi(x))$ is uniformly bounded. The second integrand may be replaced by $\left|(\nabla v)\left(t^{-1 / 2} \varphi(x)\right)\right|^{2}$ in the limit $t \downarrow 0$ because the difference goes to zero uniformly for $x$ in $V$. But by Lemma 5.2,

$$
\lim _{t \downarrow 0} \int_{V}\left|(\nabla v)\left(t^{-1 / 2} \varphi(x)\right)\right|^{2} \mu_{t}(d x)=\int_{\mathscr{G}}|(\nabla v)(y)|^{2} \lambda(d y) .
$$

Thus in the limit (5.6) becomes

$$
\int_{\mathscr{G}}|v(y)|^{2} \ln |v(y)| \lambda(d y) \leq c \int_{\mathscr{G}}|(\nabla v)(y)|^{2} \lambda(d y)+\|v\|^{2} \ln \|v\|
$$

But it is known [17, Remark 3.4] that the smallest value of $c$ for which the

Gaussian logarithmic Sobolev inequality holds is $c=1$. This proves the theorem.

Corollary 5.4. Assume the hypothesis of Theorem 4.2 and assume also that the inequality (4.5) holds with the coefficient $t$ in front of the derivative term replaced by a constant $c(t)$ which is at most $t$. Then $\lim _{t \downarrow 0} c(t) / t=1$.

Proof. In the notation of the proof of Theorem 5.1 put $u(x)=u(t, x)$ in the assumed inequality to get

$$
\int_{G}|u(t, x)|^{2} \ln |u(t, x)| \mu_{t}(d x) \leq c(t) \int_{G}\left|u^{\prime}(t, x)\right|^{2} \mu_{t}(d x)+\|u\|_{t}^{2} \ln \|u\|_{t}
$$

where $\|u\|_{t}$ denotes the $L^{2}\left(\mu_{t}\right)$ norm. Since $A(t, x)=t I_{\mathscr{G}^{*}}$, the proof of Theorem 5.1 shows that

$$
\lim _{t \downarrow 0} t \int\left|u^{\prime}(t, x)\right|^{2} \mu_{t}(d x)=\int|\nabla v(y)|^{2} \lambda(d y)
$$

Hence

$$
\begin{aligned}
& \int_{\mathscr{G}}|v(y)|^{2} \ln |v(y)| \lambda(d y) \\
& \quad \leq(\liminf c(t) / t) \int_{\mathscr{G}}|\nabla v(y)|^{2} \lambda(d y)+\|v\|^{2} \ln \|v\|
\end{aligned}
$$

for all $v$ in $C_{c}^{\infty}(\mathscr{G})$. As noted in the proof of the theorem this implies that $\liminf c(t) / t \geq 1$. But $c(t) / t \leq 1$ by assumption.

Remark 5.5. The preceding corollary is of interest only if $G$ is a compact group because if $G=$ compact times $R^{m}$ then the validity of (4.5) with $t$ replaced by $c(t)$ for functions which depend only on the $R^{m}$ coordinates forces $c(t) \geq t$ since $\mu_{t}$ has a Gaussian factor.

Remark 5.6. The measure $P$ on $W$ is induced by "wrapping a $\mathscr{G}$ valued Wiener process around $G$ " (cf. McKean [29] and Elworthy [11]) as we noted in Example 3.3. Indeed the basic Theorem 3.4 may be regarded informally as following from the pulling back of the terms in (3.6) to the path space of an ordinary $\mathscr{E}$ valued Wiener process on which logarithmic Sobolev inequalities are known. However the discontinuity of this map leads to technical difficulties, some of which have been studied in [7]. The proof of Theorem 5.1 is based on the fact that for very small $t$ the Wiener process does not wrap very far around $G$. But for a fixed $t>0$ the Wiener process may wrap around $G$ many times (e.g., if $G$ is compact) with the result that the constants in (4.3)
and (4.5) will in some cases not be the smallest possible. Indeed if $G$ is compact and $t$ is large then $\mu_{t}$ will be a very good approximation to Haar measure and the large constant $t$ in (4.5) is hardly likely to be best possible. The next example illustrates the mechanism by which the best constant in front of the gradient term in (4.5) may be reduced because the exponential map is not one to one. We shall first give the example, in which $G=S^{1}$, and then contrast it with the case $G=R$.

Example 5.7 (Periodic Bernoulli algebra). We take $G=S^{1}$ and study in detail the discrete approximation to the heat kernel on $S^{1}$ described in Remark 3.10. We take $T=1$ and study the process only at time $t=1$. Moreover we analyze only the case $n=3$, which gives a very simple but interesting "approximation" to the heat kernel on $S^{1}$. Let $\Omega=\{1,-1\}$ as in Remark 3.10. Identify the Lie algebra $\mathscr{G}$ of the circle with $\sqrt{-1} R$. The exponential map is $i \theta \rightarrow e^{i \theta}$. We take for a basis of $\mathscr{G}$ the element $\xi=$ $i \pi 3^{-1 / 2}$. In the notation of Section 3 we wish to take $k=n=3$. The measure $\lambda_{n}^{k}=\lambda_{3}^{3}$ on $\mathscr{G}^{3}$ is then supported on the points

$$
y=\left(s_{1} \xi \oplus s_{2} \xi \oplus s_{3} \xi\right) / 3^{1 / 2}
$$

where each $s_{r}= \pm 1$ for $r=1,2,3$ in accordance with Remark 3.10. $\lambda_{3}^{3}$ assigns equal weight to each of these eight points. At time $t=1$ the map $\psi \equiv \psi_{3}$ is given (cf. 3.1)) by

$$
\psi_{3}(y)(1)=\exp \left(s_{1} \xi / 3^{1 / 2}\right) \exp \left(s_{2} \xi / 3^{1 / 2}\right) \exp \left(s_{3} \xi / 3^{1 / 2}\right)=e^{i \pi\left(s_{1}+s_{2}+s_{3}\right) / 3}
$$

Let $x=s_{1}+s_{2}+s_{3}$. Then $x$ is a function on $\Omega^{3}$ which takes all values in the set $S=\{3,1,-1,-3\}$. If $\varphi$ is a function on $S^{1}$ then $y \rightarrow \varphi(\psi(y)(1))$ is a function on $\Omega^{3}$ which depends only on $x: f(x)=\varphi\left(e^{i \pi x / 3}\right)$. Moreover $f$ is a periodic function on $S$ in the sense that $f(3)=f(-3)$. Let $\mathscr{A}$ be the four dimensional algebra of functions on $\Omega^{3}$ generated by $x$. Let $\mathscr{A}_{P}$ be the three dimensional subalgebra of $\mathscr{A}$ consisting of the functions $f(x)$ which are periodic. I.e., $f(3)=f(-3)$. We write $E(f)$ for the expectation of $f$ over ( $\Omega^{3}, \mu^{3}$ ) and $(f, g)=E(f g)$. The Dirichlet form operators $D$ and $N$ associated to the periodic and nonperiodic cases respectively are the operators on the real Hilbert space $\mathscr{A}_{P}$ and $\mathscr{A}$ defined by the equations

$$
\begin{equation*}
(D f, g)=\sum_{r=1}^{3}\left(A_{r} f, A_{r} g\right), \quad f, g \in \mathscr{A}_{P} \tag{5.7}
\end{equation*}
$$

and $(N f, g)=\sum_{r=1}^{3}\left(A_{r}, f, A_{r} g\right), f, g \in \mathscr{A}$. The operator $N$ is very well understood with respect to its spectrum and hypercontractivity properties. Just as $D$ is the $n=3$ approximation to the Dirichlet form operator for the
heat kernel on the circle so also $N$ is the $n=3$ approximation to the Dirichlet form operator for the heat kernel (Gauss measure) on the line. In the next proposition we analyze $D$ and then we shall contrast $N$ and $D$ with respect to their spectral and hypercontractivity properties.

Proposition 5.8. (a) spectrum $D=\left\{0,2,2 \frac{1}{2}\right\}$
(b) There is a constant $c$ such that

$$
\begin{equation*}
E\left(f^{2} \ln |f|\right) \leq c(D f, f)+\|f\|_{2}^{2} \ln \|f\|_{2}, \quad f \in \mathscr{A}_{P} \tag{5.8}
\end{equation*}
$$

The smallest such constant lies in the interval (.532, .602).
(c) The operator $e^{-t D}$ satisfies

$$
\begin{equation*}
\left\|e^{-t D}\right\|_{L^{2} \rightarrow L^{4}} \leq 1 \text { if and only if } e^{-2 t} \leq e^{-2 t_{0}} \tag{5.9}
\end{equation*}
$$

where $e^{-2 t_{0}}=.55$ (approximately).
Proof. We shall merely sketch the tedious computational proof with a view toward explaining the origin of the above constants. Let $u=x^{2}-3$ and $v=\left(x^{2}-9\right) x$. Then $1, u, v$ form an orthogonal basis for $\mathscr{A}_{P}$ and from (5.7) one can compute that $D 1=0, D u=2 u$ and $D v=\left(2 \frac{1}{2}\right) v$. This proves (a). To prove (c) it is convenient to compute $L^{4}$ norms in terms of $1, u$ and $v$ and their products, for which the following algebraic relations are useful and straightforward to verify:

$$
\begin{array}{ll}
x^{2}=3+2\left(s_{1} s_{2}+s_{2} s_{3}+s_{3} s_{1}\right), \quad x^{3}=7 x+6 s_{1} s_{2} s_{3}, \quad x^{4}=10 x^{2}-9 \\
u^{2}=4(u+3)=4 x^{2}, \quad v^{2}=8(6-u)=8\left(9-x^{2}\right), \quad u v=-2 v
\end{array}
$$

Moreover $E\left(x^{m}\right)=0$ if $m$ is odd while $E\left(x^{2}\right)=3$. $E(u)=E(v)=E(u v)=0$ while $E\left(u^{2}\right)=12$ and $E\left(v^{2}\right)=48$. Let $f(x)=1+a u+b v$ where $a$ and $b$ are real constants. Then

$$
e^{-t D} f=1+e^{-2 t} a u+e^{-\left(2 \frac{1}{2}\right) t} b v
$$

We wish to find the smallest positive number $t$ for which

$$
\left\|e^{-t D} f\right\|_{4}^{4} \leq\|f\|_{2}^{4}
$$

for all real $a$ and $b$. Put $\alpha=e^{-t / 2}$. A straightforward computation shows that

$$
\|f\|_{2}^{4}-\left\|e^{-t D} f\right\|_{4}^{4}=24 a^{2} A+48 \cdot 16 b^{4} B+96 b^{2} C
$$

where

$$
A=\left(6-14 \alpha^{16}\right) a^{2}-8 \alpha^{12} a+\left(1-3 \alpha^{8}\right), \quad B=3-4 \alpha^{20}
$$

and

$$
C=12\left(1-\alpha^{18}\right) a^{2}+12 \alpha^{14} a+\left(1-3 \alpha^{10}\right)
$$

If we put $b=0$ we see that we must have $A \geq 0$ for all real $a$. This can happen if and only if the discriminant of this quadratic form is nonpositive. Put $s=\alpha^{8}$ and let $p(s)=13 s^{3}-7 s^{2}-9 s+3$. The condition of nonpositive discriminant is $p(s) \geq 0$. Standard analysis of this cubic polynomial shows that $p(s)$ has exactly one zero on the interval $[0,1)$ which is the only range of interest to us. Denote this zero by $s_{0}$. Then for $0 \leq s<1$ we have $p(s) \geq 0$ iff $0 \leq s \leq s_{0}$. Since $p(.3)>0$ and $p(.31)<0$ we have $.3<s_{0}<.31$. Define $t_{0}$ by $e^{-4 t_{0}}=s_{0}$. Then (.3) ${ }^{1 / 2}<e^{-2 t_{0}}<(.31)^{1 / 2}$. Hence $.5477<$ $e^{-2 t_{0}}<.557$. That is, $e^{-2 t_{0}=}=.55$, approximately. We have shown that $A \geq 0$ for all $a$ if and only if $e^{-2 t} \leq e^{-2 t_{0}}$. To complete the proof of (c) assume $\alpha^{8} \leq s_{0}$. Then $\alpha^{8} \leq .31$. One can compute then that $B \geq 0$ while the discriminant of $C$, which is $48\left\{3 \alpha^{10}+\alpha^{18}-1\right\}$ is negative. This proves (c). To prove (b) we first use the interpolation argument from [17, Example 2] which shows that if $\left\|e^{-t_{0} D}\right\|_{L^{2} \rightarrow L^{4}} \leq 1$ then (5.8) holds for some constant $c \leq 2 t_{0}$. On the other hand if (5.8) holds for some constant $c$ then the argument in [17, Theorem 6] may be applied because $D$ is a (discrete) Dirichlet form operator on an algebra of functions and [17, Theorem 3, Case 2] may be used. From this theorem we may conclude that $\left\|e^{-t D}\right\|_{L^{2} \rightarrow L^{4}} \leq 1$ if $e^{-2 t / c} \leq 1 / 3$. But since $\left\|e^{-t D}\right\|_{L^{2} \rightarrow L^{4}}>1$ if $t<t_{0}$ it follows that $e^{-2 t_{0} / c} \geq$ $1 / 3$. Hence $c \geq 2 t_{0} / \ln 3$. Thus the smallest constant $c$ for which (5.9) holds satisfies $2 t_{0} / \ln 3 \leq c_{0} \leq 2 t_{0}$. But since $\ln (.31)^{-1 / 2}<2 t_{0}<\ln (.3)^{-1 / 2}$ we have

$$
(-1 / 2)(\ln .31) / \ln 3<c_{0}<-(1 / 2) \ln .3
$$

which implies the assertion (b) and proves Proposition 5.6.
Remark 5.9. The example illustrates three points. Suppose that $\nu$ is a probability measure on a Lie group $G$ and $L$ is a self-adjoint operator on $L^{2}(\nu)$ with $C_{c}^{2}(G)$ as a core such that

$$
(L f, g)_{L^{2}(\nu)}=\sum_{j=1}^{d} \int_{G}\left(\hat{\xi}_{j} f\right)(x)\left(\hat{\xi}_{j} g\right)(x) \nu(d x)
$$

for $f$ and $g$ in $C_{c}^{2}$. Suppose further that there is a constant $c$ such that

$$
\begin{equation*}
\int f^{2} \ln |f| d \nu \leq c(L f, f)+\|f\|_{2}^{2} \ln \|f\|_{2} \tag{5.10}
\end{equation*}
$$

and that $c_{0}$ is the smallest such constant. The mass gap of $L$ is by definition the infimum $m$ of the spectrum of $L$ in the subspace orthogonal to the constant functions. One has always $m c_{0} \geq 1$. (See e.g. [39], [42]. One need only put $f(x)=e^{s g(x)}, g \in C_{c}^{2}(G)$ in (5.10) and compare second order terms in $s$.) Moreover $m c_{0}=1$ for Gauss measure on $R$ as well as for the discrete Dirichlet form operator $N$ defined after equation (5.7). $N$ is a well understood operator for all $n[17,4]$ with spectrum $N=\{0,1,2, \ldots, n-1\}$ and $c_{0}=1$. The Gaussian case on the line follows from this via the central limit theorem argument of Remark 3.10 above, which was used in [17]. Thus the Gaussian case on $R$ reflects the discrete case and in view of Remark 3.10 and Proposition 3.11 we may expect that the behavior of $c_{0}$ for the circle reflects Example 5.5. Since the heat kernel measure for $S^{1}$ is the image of Gauss measure on $R$ under the exponential map it is easy to see that the mass gap for $L$ on $S^{1}$ is strictly larger than that for $L$ on $R$ because the second lowest eigenfunction for $L$ on $R$ is the linear coordinate function on $R$ and this is not periodic. But it is not a priori clear that the Sobolev coefficient $c_{0}$ for the heat kernel measure on $S^{1}$ is strictly less than that for $R$. It is no bigger, in any case, by Corollary 4.2. Example 5.7 shows that in the discrete approximation $(n=3)$ to the heat kernel on the circle (a) the mass gap increases ( $m=1$ for $N$ but $m=2$ for $D$ ) (b) the Sobolev constant decreases ( $c_{0}=1$ for $N$ but $c_{0}$ lies in (.532, .602) for $D$ ). In particular $m c_{0}>1$ for $D$. This also follows from Rothaus' Lemma [39, second Lemma p. 105] since $E\left(u^{3}\right)=$ $48 \neq 0$. Finally part (c) in Proposition 5.8 shows that $e^{-t D}$ is a more regularizing operator than $e^{-t N}$ in the sense that $e^{-t D}$ is a contraction from $L^{2}$ to $L^{4}$ for smaller values of $t$ since $\left\|e^{-t N}\right\|_{L^{2} \rightarrow L^{4}} \leq 1$ if and only if $e^{-2 t} \leq 1 / 3$ [17]. This is clearly related to and perhaps presages the fact that on the circle $e^{-t L}$ is bounded from $L^{2}$ to $L^{4}$ (even to $L^{\infty}$ ) for all $t$ whereas on the line $e^{-t L}$ is unbounded from $L^{2}$ to $L^{4}$ if $e^{-2 t}>1 / 3$ [33].
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