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Abstract We establish two principles which state that, whenever an operator is bounded on a given Banach function space, then under some simple conditions, it is also bounded on the corresponding Morrey spaces and block spaces. By applying these principles on some concrete operators, we generalize the Fefferman–Stein vector-valued inequalities, define and study the Triebel–Lizorkin block spaces with variable exponents, and extend the mapping properties of the fractional integral operators to Morrey-type spaces and block-type spaces.

1. Introduction

In this paper, we establish two main results on the boundedness of the vector-valued operators on Morrey-type spaces and block-type spaces. Our results apply to some important operators such as the singular integral operators, the Calderón–Zygmund operators, and the fractional integral operators. Furthermore, we also have the boundedness result for the corresponding vector-valued operators. As an application of these boundedness results, we introduce and study the Triebel–Lizorkin block spaces with variable exponents.

Recently, there has been a substantial amount of research on generalizing the boundedness of some important operators on Lebesgue spaces to general function spaces. For instance, the results in [3], [9], [12], [13], [18], [28], [29], [35], [43], [51], and [55] give us the boundedness of some important operators on Lebesgue spaces, Morrey spaces, and block spaces in the variable exponent setting.

The classical Morrey space was introduced by Morrey [47] for the study of elliptic partial differential equations. Since then, the Morrey space has become one of the most important function spaces in analysis.

For the classical Morrey spaces, the boundedness of the vector-valued Hardy-Littlewood maximal operator, namely, the Fefferman–Stein vector-valued maximal inequalities, was established in [65] and [70]. By using these inequalities, the Triebel–Lizorkin–Morrey spaces were introduced in [65] and [70]. Note that there is another family of Triebel–Lizorkin–Morrey spaces (see [74]–[76]). The
Triebel–Lizorkin–Morrey spaces are referred to as Triebel–Lizorkin-type spaces in [67]. Even though it was shown in [67] that these two families are the same, the development of these two families had different motivations.

The Fefferman–Stein vector-valued maximal inequalities can be further extended to Morrey spaces with variable exponents; this result was presented in [39]. For the Morrey spaces with variable exponents, the boundedness of the Hardy–Littlewood maximal function was given in [3], [30], and [43].

In addition, the family of Triebel–Lizorkin–Morrey spaces was also generalized in [35] to the family of Triebel–Lizorkin–Morrey spaces with variable exponents. This extension was based on generalizing the boundedness results for some vector-valued singular integral operators introduced in [17].

Instead of the classical Morrey space, there is another natural extension of Lebesgue space, namely, the block space (see [7]). Block spaces also have a connection to the classical Morrey spaces. The dual spaces of block spaces are the classical Morrey spaces (see [7, Theorem 1], [42], [77]). The mapping properties of the fractional integral operators on the classical Morrey spaces and the classical block spaces were developed in [2] and [1].

The reader is reminded that, in [46] and [68], the term block space was used to represent another family of function spaces. The classical block space was generalized to the block spaces with variable exponents in [9]. Additionally, the boundedness of the Hardy–Littlewood maximal operator on the block spaces with variable exponents was obtained in [9].

We find that the above results and theorems for Morrey spaces and block spaces are consequences of or rely on the boundedness of some vector-valued operators on the corresponding Morrey spaces and block spaces. This motivates us to establish a general principle to obtain the boundedness of some operators on Morrey spaces and block spaces.

Roughly speaking, our main results in this paper find that, whenever an operator is bounded on a Banach function space $X$ (see Definition 2.1), then under some mild conditions, this operator is also bounded on the corresponding Morrey-type spaces $M^X_u$ and the corresponding block-type spaces $B_{u,X}$. Most importantly, investigating such an abstract setting is not a mere quest to generalization, it also has potential applications on partial differential equations (for instance, the reader may consult [66] for the generalization of the Gagliardo–Nirenberg inequality to the Sobolev–Morrey spaces).

The above idea of extending the boundedness of operators from a given Banach function space to the corresponding Morrey-type spaces is inspired by the boundedness of the Hardy–Littlewood maximal operator in the classical Morrey spaces (see [10]), the mapping properties for the singular integral operators on the classical Morrey spaces (see [48]), and the Spanne-type result for the fractional integral operators on Morrey spaces (see [57]).

Our main result on the boundedness of some vector-valued operators gives us several interesting applications. The Fefferman–Stein vector-valued maximal inequalities are extended to the Morrey spaces and block spaces associated with
general Banach function space. This extension includes the results in [33], [65], and [70]. Next, we find that the results in [17] for the Triebel–Lizorkin spaces with variable exponents depend on the boundedness of some vector-valued operators. Applying our main results to these operators, we can define the Triebel–Lizorkin block spaces with variable exponents and study some of their important properties such as the boundedness of the φ-ψ transforms, the atomic decompositions, and the molecular characterizations. In fact, this method was already employed in [35] to introduce and study the Triebel–Lizorkin–Morrey spaces with variable exponents. Finally, our main theorems also apply to the fractional integral operators and the generalized fractional integral operators.

This paper is organized as follows. Section 2 presents some notions and definitions for the subsequent sections. The main results on the boundedness of vector-valued operators on Morrey spaces and block spaces, Theorems 3.1 and 3.2, are established in Section 3. Section 3 also gives some applications of our main results on the Fefferman–Stein vector-valued inequalities and the mapping properties of the fractional integral operators and the generalized fractional integral operators. Finally, we introduce and study the Triebel–Lizorkin block spaces in Section 4.

2. Definitions and preliminaries

For any $x \in \mathbb{R}^n$ and $r > 0$, let $B(x, r) = \{y \in \mathbb{R}^n : |x - y| < r\}$, and let $\mathbb{B} = \{B(x_0, r) : x_0 \in \mathbb{R}^n, r > 0\}$. Let $\mathcal{M}$ and $\mathcal{L}_{loc}$ denote the space of Lebesgue measurable functions and the space of locally integrable functions on $\mathbb{R}^n$, respectively. Let $M$ denote the Hardy–Littlewood maximal operator. Let $\mathcal{S}(\mathbb{R}^n)$ and $\mathcal{S}'(\mathbb{R}^n)$ denote the class of Schwartz functions and tempered distributions, respectively. In addition,

$$\mathcal{S}_0(\mathbb{R}^n) = \left\{ f \in \mathcal{S}(\mathbb{R}^n) : \int_{\mathbb{R}^n} x^\gamma f(x) \, dx = 0, \forall \gamma \in \mathbb{N}^n \right\}.$$

Let $\mathcal{P}$ denote the class of polynomials on $\mathbb{R}^n$.

We recall the definition of a Banach function space (BFS) (see [6, Chapter 1, Definitions 1.1 and 1.3]).

**Definition 2.1**

A Banach space $X \subset \mathcal{M}$ is said to be a BFS if it satisfies

(a) $\| f \|_X = 0 \iff f = 0$ a.e.;
(b) $|g| \leq |f|$ a.e. $\Rightarrow \|g\|_X \leq \|f\|_X$;
(c) $0 \leq f_n \uparrow f$ a.e. $\Rightarrow \|f_n\|_X \uparrow \|f\|_X$;
(d) $\chi_E \in \mathcal{M}$ and $|E| < \infty \Rightarrow \chi_E \in X$;
(e) $\chi_E \in \mathcal{M}$ and $|E| < \infty \Rightarrow \int_E |f(x)| \, dx < C_E \|f\|_X, \forall f \in X$,

for some $C_E > 0$. 

For any BFS $X$, let $X'$ denote the associate space of $X$ (see [6, Chapter 1, Definitions 2.1 and 2.3], [45, Volume II, p. 29]).

Let $Q$ denote the family of cubes in $\mathbb{R}^n$ with sides parallel to the coordinate axes. For any $Q \in Q$, let $l(Q)$ and $|Q|$ denote its side length and Lebesgue measure, respectively.

**DEFINITION 2.2**

For any $\rho : [0, \infty) \to [0, \infty)$, we write $\rho \in D$ if $t^{-n} \rho(t)$ is decreasing and $\rho$ satisfies the doubling condition. That is, there exists a constant $C > 0$ such that

$$1 \frac{C}{C} \leq \frac{\rho(s)}{\rho(t)} \leq C, \quad \frac{1}{2} \leq \frac{s}{t} \leq 2. \tag{2.1}$$

For any $\rho \in D$, the generalized fractional maximal operator is defined by

$$(M_\rho f)(x) = \sup_{B \ni x} \frac{\rho(|B|^{1/n})}{|B|} \int_B |f(y)| \, dy, \quad f \in L_{\text{loc}},$$

where the supremum is taken over all balls $B$ containing $x$.

For any $0 \leq \alpha < n$, when $\rho_\alpha(t) = t^\alpha$, the generalized fractional maximal operator $M_{\rho_\alpha}$ becomes the fractional maximal operator

$$(M_{\alpha} f)(x) = \sup_{B \ni x} \frac{1}{|B|^{1-\alpha/n}} \int_B |f(y)| \, dy,$$

where the supremum is taken over all balls $B$ containing $x$. When $\alpha = 0$, the fractional maximal operator reduces to the Hardy–Littlewood maximal operator $M$.

Furthermore, as $\rho \in D$, the operator

$$(M^Q_\rho f)(x) = \sup_{Q \ni x} \frac{\rho(l(Q))}{|Q|} \int_Q |f(y)| \, dy,$$

where the supremum is taken over all cubes $Q$ containing $x$, is pointwise equivalent to $M_\rho$. More precisely, we have a constant $C > 0$ such that, for any $x \in \mathbb{R}^n$ and $f \in L_{\text{loc}}$, we have

$$\frac{1}{C}(M_\rho f)(x) \leq (M^Q_\rho f)(x) \leq C(M_\rho f)(x).$$

We now introduce a new notion about the mapping property of $M_\rho$ on BFS.

**DEFINITION 2.3**

Let $\rho \in D$. Let $X$ and $X_\rho$ be BFSs. We call $(X, X_\rho)$ a $\rho$-Riesz pair if $M_\rho : X \to X_\rho$ is bounded.

For simplicity, when $\rho_\alpha(t) = t^\alpha$ with $0 \leq \alpha < n$, we use the term $\alpha$-Riesz pair to describe a $\rho_\alpha$-Riesz pair. We now present a crucial result for $\rho$-Riesz pairs.

**PROPOSITION 2.1**

Let $\rho \in D$, and let $X, X_\rho$ be BFS. If $(X, X_\rho)$ is a $\rho$-Riesz pair, then there exists
a constant $C > 0$ such that, for any $B \in \mathbb{B}$,

$$\|\chi_B\|_{X'} \|\chi_B\|_{X_{\rho}} \leq C \frac{|B|}{\rho(|B|^{1/n})}. \tag{2.2}$$

Proof
We consider the operator $P_{B,\rho}(g)$, $B = B(x_0, r)$, $x_0 \in \mathbb{R}^n$, and $r > 0$, defined by

$$(P_{B,\rho}g)(y) = \left(\frac{\rho(|B|^{1/n})}{|B|} \int_B |g(x)| \, dx\right) \chi_B(y).$$

The operator $P_{B,\rho}$ is uniformly dominated by the generalized fractional maximal operator $M_{\rho}$. That is, there exists a constant $C > 0$ such that, for any $B = B(x_0, r)$, $P_{B,\rho}(g) \leq M_{\rho}(g)$. Hence, $\sup_B \|P_{B,\rho}\|_{X \to X_{\rho}} < C \|M_{\rho}\|_{X \to X_{\rho}}$.

The uniform boundedness of $P_{B,\rho}$ and [6, Chapter 1, Theorem 2.9] show that

$$\chi_B \chi_B \leq C \sup_{\|g\|_{X} \leq 1} \rho(|B|^{1/n}) \leq C \|P_{B,\rho}\|_{X \to X_{\rho}} \leq C \|M_{\rho}\|_{X \to X_{\rho}}.$$ 

□

The main results of this paper, Theorems 3.1 and 3.2, rely on the above proposition.

DEFINITION 2.4
Let $X$ be a BFS. We write $X \in M$ if the Hardy–Littlewood maximal operator $M$ is bounded on $X$. We write $X \in M'$ if $X' \in \mathbb{M}$.

We have a similar result when $X \in M \cup M'$.

LEMMA 2.2
Let $X$ be a BFS. If $X \in M \cup M'$, then there is a constant $C \geq 1$ such that

$$|B| \leq \|\chi_B\|_X \|\chi_B\|_{X'} \leq C|B|, \quad \forall B \in \mathbb{B}. \tag{2.3}$$

The proof is similar to the proof of Proposition 2.1. For details, the reader is referred to [34, Lemma 3.2]. The above lemma also generalizes the corresponding result in [40].

The following definition was given in [35, Definition 2.2]. It is inspired by the family of sequence spaces $\{l_{q(x)}^p\}_{x \in \mathbb{R}^n}$ introduced in [17, p. 1737].
DEFINITION 2.5
A family of Banach lattices $\mathcal{B} = \{B(x)\}_{x \in \mathbb{R}^n}$ is called a family of variable Banach sequence spaces (VBSs) if $B(x) \subset \{a_i\}_{i \in \mathbb{Z}} : a_i \in \mathbb{C}\}$ and there exists a constant $C > 0$ independent of $x \in \mathbb{R}^n$ such that, for any $k \in \mathbb{Z},$
\begin{equation}
|a_k| \leq C\|\{a_i\}_{i \in \mathbb{Z}}\|_{B(x)}, \quad \forall x \in \mathbb{R}^n. \tag{2.4}
\end{equation}
For any VBS $\mathcal{B} = \{B(x)\}_{x \in \mathbb{R}^n}$, denote the class of $\mathcal{B}$-valued Lebesgue measurable functions by $\mathcal{M}(\mathcal{B})$. More precisely,
\[\mathcal{M}(\mathcal{B}) = \{\mathcal{f} = \{f_i\}_{i \in \mathbb{Z}} : f_i(x) \text{ and } \|f(x)\|_{B(x)} \in \mathcal{M}\}.
\]
Let $\mathcal{B}$ be a VBS. Whenever $X$ is a BFS, define
\[X(\mathcal{B}) = \{f \in \mathcal{M}(\mathcal{B}) : \|\|f(x)\|_{B(x)}\|_X < \infty\},
\]
and write
\[\|f\|_{X(\mathcal{B})} = \|\|f(x)\|_{B(x)}\|_X.
\]
We give the definition of the vector-valued Morrey spaces associated with BFS in the following.

DEFINITION 2.6
Let $X$ be a BFS, and let $\mathcal{B}$ be a VBS. Let $u(x,r) : \mathbb{R}^n \times (0, \infty) \to (0, \infty)$ be a Lebesgue measurable function. The vector-valued Morrey space $\mathcal{M}^X_u(\mathcal{B})$ is the collection of all $f \in \mathcal{M}(\mathcal{B})$ satisfying
\[\|f\|_{\mathcal{M}^X_u(\mathcal{B})} = \sup_{z \in \mathbb{R}^n, R > 0} \frac{1}{u(z,R)} \|\chi_{B(z,R)} f\|_{X(\mathcal{B})} < \infty.
\]
The introduction of the function $u$ in the above definition is motivated by the examples presented in [21]. For the scalar-valued Morrey space, we write $\mathcal{M}^X_u(\mathbb{C})$ by $\mathcal{M}^X_u$.

We now introduce the vector-valued block spaces associated with BFSs. We have several equivalent definitions for the classical block spaces (see [2], [1], [27], [42], [77]). The following uses the notion of block to define our function space because it can be easily generalized to block spaces associated with BFSs.

DEFINITION 2.7
Let $X$ be a BFS, and let $\mathcal{B}$ be a VBS. Let $u(x,r) : \mathbb{R}^n \times (0, \infty) \to (0, \infty)$ be a Lebesgue measurable function. A $b \in \mathcal{M}(\mathcal{B})$ is a $(u, X(\mathcal{B}))$-block if it is supported in a ball $B(x_0, r), x_0 \in \mathbb{R}^n, r > 0,$ and
\[\|b\|_{X(\mathcal{B})} \leq \frac{1}{u(x_0, r)}.
\]
Define the vector-valued block space $\mathfrak{B}_{u,X(\mathcal{B})}$ by
\[\mathfrak{B}_{u,X(\mathcal{B})} = \left\{\sum_{k=1}^{\infty} \lambda_k b_k : \sum_{k=1}^{\infty} |\lambda_k| < \infty \text{ and } b_k \text{ is a } (u, X(\mathcal{B}))-\text{block}\right\}.
\]
The space $\mathfrak{B}_{u,X}(\mathcal{B})$ is endowed with the norm
\[
\| f \|_{\mathfrak{B}_{u,X}(\mathcal{B})} = \inf \left\{ \sum_{k=1}^{\infty} |\lambda_k| \text{ such that } f = \sum_{k=1}^{\infty} \lambda_k b_k \right\}.
\]
We write $\mathfrak{B}_{u,X}(\mathbb{C})$ by $\mathfrak{B}_{u,X}$. Next, we show that the block space $\mathfrak{B}_{u,X}(\mathcal{B})$ is a Banach lattice.

**Proposition 2.3**

Let $X$ be a BFS, and let $\mathcal{B}$ be a VBS. Let $u(x,r): \mathbb{R}^n \times (0, \infty) \to (0, \infty)$ be a Lebesgue measurable function. Then $\mathfrak{B}_{u,X}(\mathcal{B})$ is a Banach lattice.

**Proof**

Obviously, $\| \cdot \|_{\mathfrak{B}_{u,X}(\mathcal{B})}$ satisfies the triangle inequality. Let $h_j \in \mathfrak{B}_{u,X}(\mathcal{B})$, $j \in \mathbb{N}$, satisfy
\[
\sum_{j=1}^{\infty} \| h_j \|_{\mathfrak{B}_{u,X}(\mathcal{B})} < \infty.
\]
According to the definition of $\mathfrak{B}_{u,X}(\mathcal{B})$, for any $\epsilon > 0$, we have
\[
h_j = \sum_{k=1}^{\infty} \lambda_{k,j} b_{k,j},
\]
where $b_{k,j}$, $j,k \in \mathbb{N}$ are $(u,X(\mathcal{B}))$-blocks and
\[
\sum_{k=1}^{\infty} |\lambda_{k,j}| \leq (1 + \epsilon) \| h_j \|_{\mathfrak{B}_{u,X}(\mathcal{B})}.
\]
Therefore,
\[
\sum_{j=1}^{\infty} h_j = \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \lambda_{k,j} b_{k,j}
\]
and $\lambda_{k,j}$, $j,k \in \mathbb{N}$, satisfy
\[
\sum_{j=1}^{\infty} \sum_{k=1}^{\infty} |\lambda_{k,j}| \leq (1 + \epsilon) \sum_{j=1}^{\infty} \| h_j \|_{\mathfrak{B}_{u,X}(\mathcal{B})} < \infty.
\]
That is, $\sum_{j=1}^{\infty} h_j$ converges in $\mathfrak{B}_{u,X}(\mathcal{B})$. Moreover, as $\epsilon > 0$ is arbitrary, we also have
\[
\left\| \sum_{j=1}^{\infty} h_j \right\|_{\mathfrak{B}_{u,X}(\mathcal{B})} \leq \sum_{j=1}^{\infty} \| h_j \|_{\mathfrak{B}_{u,X}(\mathcal{B})}.
\]
Hence, $\mathfrak{B}_{u,X}(\mathcal{B})$ is a Banach space.

Next, assume that $|g| \leq |f|$ where $f = \{f_m\}_{m \in \mathbb{Z}} \in \mathfrak{B}_{u,X}(\mathcal{B})$ and $g = \{g_m\}_{m \in \mathbb{Z}} \in \mathcal{M}(\mathcal{B})$. Note that the ordering $|g| \leq |f|$ means that $|g_m| \leq |f_m|$, $\forall m \in \mathbb{Z}$.
Since $f \in \mathcal{B}_{u,X(B)}$, for any $\epsilon > 0$, we have a family of $(u,X(B))$-blocks $\{b_i\}_{i=1}^{\infty}$, $b_i = \{b_i^m\}_{m \in \mathbb{Z}}$, and a family of scalars $\{\lambda_i\}_{i=1}^{\infty}$ such that
\[
f = \sum_{i=1}^{\infty} \lambda_i b_i = \{f_m\}_{m \in \mathbb{Z}} = \left\{ \sum_{i=1}^{\infty} \lambda_i b_i^m \right\}_{m \in \mathbb{Z}}
\]
and $\sum_{i=1}^{\infty} |\lambda_i| \leq (1 + \epsilon)\|f\|_{\mathcal{B}_{u,X(B)}}$. Therefore
\[
g = \sum_{i=1}^{\infty} \lambda_i c_i = \{g_m\}_{m \in \mathbb{Z}} = \left\{ \sum_{i=1}^{\infty} \lambda_i c_i^m \right\}_{m \in \mathbb{Z}},
\]
where $c_i = \{c_i^m\}_{m \in \mathbb{Z}}$ and
\[
c_i^m(x) = \begin{cases} \frac{g_m(x)}{f_m(x)} b_i^m(x) & f_m(x) \neq 0, \\ 0 & f_m(x) = 0. \end{cases}
\]

It is easy to see that $\{c_i\}_{i=1}^{\infty}$ are $(u,X(B))$-blocks because $|g_m| \leq |f_m|$, $\forall m \in \mathbb{Z}$. Thus, $g \in \mathcal{B}_{u,X(B)}$. Moreover, as $\epsilon$ is arbitrary, we also have $\|g\|_{\mathcal{B}_{u,X(B)}} \leq \|f\|_{\mathcal{B}_{u,X(B)}}$.

### 3. Vector-valued operators with singular kernels

The main results on vector-valued operators with singular kernel are presented in this section. Roughly speaking, the main results find that, whenever $(X,X_\rho)$ is a $\rho$-Riesz pair and an operator is bounded from $X$ to $X_\rho$, then this operator is also bounded from $\mathcal{M}^X_u$ to $\mathcal{M}^X_\rho$ and from $\mathcal{B}_{u,X}$ to $\mathcal{B}_{u,X_\rho}$.

We give the precise family of operators for which our main results apply in the following.

**DEFINITION 3.1**

Let $\rho \in \mathbb{D}$. Let $\mathcal{B}_1 = \{\mathcal{B}_1(x)\}$ and $\mathcal{B}_2 = \{\mathcal{B}_2(x)\}$ be VBSs. A sublinear operator $T : \mathcal{M}(\mathcal{B}_1) \to \mathcal{M}(\mathcal{B}_2)$ is called an operator with weakly singular kernel for $(\mathcal{B}_1,\mathcal{B}_2)$ if there exists a $C > 0$ such that, for any $x \in \mathbb{R}^n$ and $f \in \mathcal{M}(\mathcal{B}_1)$ with $\text{supp} f \subset \mathbb{R}^n \setminus \text{supp} f$, for some $r > 0$,
\[
\|(Tf)(x)\|_{\mathcal{B}_2(x)} \leq C \frac{\rho(r)}{r^n} \int \|f(y)\|_{\mathcal{B}_1(y)} dy.
\]

In addition, a linear operator $T : \mathcal{M}(\mathcal{B}_1) \to \mathcal{M}(\mathcal{B}_2)$ is said to be a linear operator with singular kernel for $(\mathcal{B}_1,\mathcal{B}_2)$ if there exists $K(x,y) : \mathcal{B}_1(y) \to \mathcal{B}_2(x)$ such that
\[
Tf(x) = \int K(x,y) f(y) dy, \quad \forall x \in \mathbb{R}^n \setminus \text{supp} f,
\]
and
\[
\|K(x,y)\|_{\mathcal{B}_1(y) \to \mathcal{B}_2(x)} \leq C \frac{\rho(|x-y|)}{|x-y|^{n}}, \quad \forall (x,y) \in \mathbb{R}^{2n} \setminus \{(z,z) : z \in \mathbb{R}^n\},
\]
for some $C > 0$. We call $K(x,y)$ the kernel of $T$.

Obviously, when $\rho \in \mathbb{D}$, a linear operator with singular kernel satisfies (3.1). In particular, when $\mathcal{B}_1(x) = \mathcal{B}_2(y) = \mathbb{R}$, $\forall x, y \in \mathbb{R}^n$, the above definition includes
the singular operator with singular kernel studied in [72]. Moreover, it also covers the singular integral operator, the generalized fractional integral operators (see [63]), the fractional integral operators, and some important sublinear operators such as the Hardy–Littlewood maximal operator, the generalized fractional maximal operators (see [63]), and the fractional maximal operators.

We have another interesting example arising from the variable exponent analysis. Roughly speaking, when \( p(x), q(x) : \mathbb{R}^n \to (1, \infty) \) are locally log-Hölder continuous and globally log-Hölder continuous (see Definition 4.2), then the \( \phi - \psi \) transforms defined in \( L^{p(x)}(q(x)) \) are linear operators with singular kernel associated with \( B_1(x) = B_2(x) = q(x), x \in \mathbb{R}^n \). This result is presented and proved in Theorem 4.1. When \( \rho_\alpha(t) = t^\alpha, 0 \leq \alpha < n \), an important example of operators with weakly singular kernel are the fractional integral operators

\[
(I_\alpha f)(x) = \int_{\mathbb{R}^n} \frac{f(y)}{|x-y|^{n-\alpha}} \, dy.
\]

The definitions of the above notions and details of these results are given in the following sections of this paper.

We now present and prove the main results of this paper. The first one is the boundedness of the operators with weakly singular kernel on block spaces.

**THEOREM 3.1**

Let \( \rho \in \mathbb{D} \). Let \( (X, X_\rho) \) be a \( \rho \)-Riesz pair, and let \( u(x, r) : \mathbb{R}^n \times (0, \infty) \to (0, \infty) \) be a Lebesgue measurable function. Let \( B_1 = \{B_1(x)\} \) and \( B_2 = \{B_2(x)\} \) be VBSs. Let \( T \) be an operator with weakly singular kernel for \((B_1, B_2)\). If \( T : X(B_1) \to X_\rho(B_2) \) is bounded and there exists a constant \( C > 0 \) such that, for any \( x \in \mathbb{R}^n \) and \( r > 0 \), \( u \) fulfills

\[
\sum_{j=0}^{\infty} \frac{\|\chi_{B(x, 2^{j+1}r)}\|_{X'} \|\chi_{B(x, 2^j r)}\|_{X}}{r^j} \leq C u(x, r),
\]

then \( T \) can be extended to be a bounded operator from \( \mathfrak{B}_{u, X(B_1)} \) to \( \mathfrak{B}_{u, X_\rho(B_2)} \).

**Proof**

Let \( x_0 \in \mathbb{R}^n \), \( r > 0 \). Let \( b \) be a \((u, X(B_1))\)-block with support \( B(x_0, r) \). Let \( B_0 = B(x_0, 2r) \) and \( B_k = B(x_0, 2^k r), k \in \mathbb{N} \). Define \( m_k = \chi_{B_{k+1}} \setminus B_k T(b) \), define \( k \in \mathbb{N} \setminus \{0\} \), and define \( m_0 = \chi_{B_0} T(b) \). Consequently, we have \( \text{supp} m_k \subseteq B_{k+1} \setminus B_k \) and \( T(b) = \sum_{k=0}^{\infty} m_k \).

As \( T \) is a bounded operator from \( X(B_1) \) to \( X_\rho(B_2) \), we have

\[
||m_0||_{X_\rho(B_2)} \leq C \|T(b)||_{X_\rho(B_2)} \leq C \|b||_{X(B_1)}
\]

\[
\leq \frac{C}{u(x_0, r)} \leq \frac{C}{u(x_0, 2r)}
\]

for some constant \( C > 0 \) independent of \( x_0 \) and \( r \). We apply (3.2) for the last inequality in (3.4). Thus, \( m_0 \) is a constant multiple of a \((u, X_\rho(B_2))\)-block.
As supp $b \subseteq B_0 = B(x_0, r)$ and supp $m_k \subseteq B_{k+1} \setminus B_k$, for any $x \in B_{k+1} \setminus B_k$, we find that supp $b = B_0 \subseteq \mathbb{R}^n \setminus B(x, 2^{k-1}r)$. Consequently, (3.1) shows that

$$\|m_k\|_{B_2(x)} = \chi_{B_{k+1} \setminus B_k}(x)\|T(b)(x)\|_{B_2(x)} \leq C\chi_{B_{k+1} \setminus B_k}(x)\frac{\rho(2^kr)}{2^{knpn}} \int_{B(x_0, r)} \|b(y)\|_{B_1(y)}\,dy,$$

where we use (2.1) for the last inequality.

The Hölder inequality for $X$ (see [6, Chapter 1, Theorem 2.4]) ensures that

$$\|m_k\|_{B_2(x)} \leq C\|\chi_{B_{k+1} \setminus B_k}\|_{X}\frac{\rho(2^kr)}{|B_{k+1}|} \|b\|_{X(B_1)} \|\chi_{B(x_0, r)}\|_{X'} \leq C\frac{1}{|X'B_{k+1}|} \|b\|_{X(B_1)} \|\chi_{B(x_0, r)}\|_{X'},$$

for some $C > 0$ independent of $k \in \mathbb{N}$ and $x \in \mathbb{R}^n$. Since $(X, X_p)$ is a $\rho$-Riesz pair, Proposition 2.1 with $B = B_{k+1}$ yields

$$\|\chi_{B_{k+1}}\|_{X_p} \frac{\rho(2^k+1)r}{|B_{k+1}|} \leq C \frac{1}{\|\chi_{B_{k+1}}\|_{X'}}.$$

We apply the norm $\|\cdot\|_{X_p}$ on both sides of (3.5). Thus, (2.1) and the preceding inequality assert that

$$\|m_k\|_{X_p(B_2)} \leq C\|\chi_{B_{k+1} \setminus B_k}\|_{X_p}\frac{\rho(2^k+1)r}{|B_{k+1}|} \|b\|_{X(B_1)} \|\chi_{B(x_0, r)}\|_{X'} \leq C \frac{1}{\|\chi_{B_{k+1}}\|_{X'}} \|b\|_{X(B_1)} \|\chi_{B(x_0, r)}\|_{X'} \frac{1}{u(x_0, 2^k+1)r} \cdot$$

Write $m_k = \sigma_k b_k$, where

$$\sigma_k = \frac{\|\chi_{B(x_0, r)}\|_{X'}}{\|\chi_{B_{k+1}}\|_{X'}} \frac{u(x_0, 2^k+1)r}{u(x_0, r)}.$$

Hence, $b_k$ is a constant multiple of a $(u, X_p(B_2))$-block, and this constant does not depend on $k$. Inequality (3.3) guarantees that $\sum_{k=0}^{\infty} \sigma_k < C$ for some $C > 0$. Therefore, $T(b) \in \mathfrak{B}_{u, X_p(B_2)}$ and there exists a constant $C_0 > 0$ so that, for any $(u, X_p(B_2))$-block $b$,

$$\|T(b)\|_{\mathfrak{B}_{u, X_p(B_2)}} < C_0.$$

Now, we consider $f \in \mathfrak{B}_{u, X(B_1)}$. The definition of block space ensures that there exist a family of $(u, X(B_1))$-blocks $\{c_k\}_{k=1}^{\infty}$ and a sequence $\Lambda = \{\lambda_k\}_{k=1}^{\infty} \subset l^1$ such that $f = \sum_{k=1}^{\infty} \lambda_k c_k$ with $\|\Lambda\|_{l^1} \leq 2\|f\|_{\mathfrak{B}_{u, X(B_1)}}$. Finally, (3.6) yields

$$\|T(f)\|_{\mathfrak{B}_{u, X_p(B_2)}} \leq \sum_{k=1}^{\infty} |\lambda_k| \|T(c_k)\|_{\mathfrak{B}_{u, X_p(B_2)}} \leq C_0 \sum_{k=1}^{\infty} |\lambda_k| \leq 2C_0\|f\|_{\mathfrak{B}_{u, X(B_1)}}.$$

Another main result of this paper is the boundedness of operators with weakly singular kernel on Morrey spaces.
Let \( \rho \in \mathbb{D} \). Suppose that \((X, X_\rho)\) is a \( \rho \)-Riesz pair, and suppose that \( u(x, r) : \mathbb{R}^n \times (0, \infty) \to (0, \infty) \) is a Lebesgue measurable function. Let \( B_1 = \{ B_1(x) \} \) and \( B_2 = \{ B_2(x) \} \) be VBSs. Let \( T \) be an operator with weakly singular kernel for \((B_1, B_2)\).

If \( T : X(B_1) \to X_\rho(B_2) \) is bounded and there exists a constant \( C > 0 \) such that, for any \( x \in \mathbb{R}^n \) and \( r > 0 \), \( u \) fulfills

\[
(3.7) \quad u(x, 2r) \leq Cu(x, r),
\]

\[
(3.8) \quad \sum_{j=0}^{\infty} \|\chi_{B(x,r)}\|_{X_\rho} \|u(x, 2^{j+1}r)\|_{X_\rho} \leq Cu(x, r),
\]

then \( T \) can be extended to a bounded operator from \( \mathcal{M}_u^X(B_1) \) to \( \mathcal{M}_u^{X_\rho}(B_2) \).

Proof

Let \( f \in \mathcal{M}_u^X(B_1) \). For any \( z \in \mathbb{R}^n \) and \( r > 0 \), write \( f(x) = f_0(x) + \sum_{j=1}^{\infty} f_j(x) \), where \( f_0 = \chi_{B(z,2r)} f \) and \( f_j = \chi_{B(z,2^{j+1}r)} B(z,2^j r) f \), \( j \in \mathbb{N} \). As \( T : X(B_1) \to X_\rho(B_2) \) is bounded, we have \( \|T(f_0)\|_{X_\rho(B_2)} \leq C \|f_0\|_{X(B_1)} \). Thus, we find that

\[
\frac{1}{u(z,r)} \|\chi_{B(z,r)} T(f_0)\|_{X_\rho(B_2)} \leq C \frac{1}{u(z,2r)} \|\chi_{B(z,2r)} f\|_{X(B_1)} \leq C \sup_{y \in \mathbb{R}^n \atop R > 0} \frac{1}{u(y,R)} \|\chi_{B(y,R)} f\|_{X(B_1)}
\]

because (3.7) asserts that \( u(z, 2r) < Cu(z, r) \) for some constant \( C > 0 \) independent of \( z \in \mathbb{R}^n \) and \( r > 0 \).

According to the definition of operator with weakly singular kernel and (2.1), there is a constant \( C > 0 \) such that, for any \( j \geq 1 \),

\[
\chi_{B(z,r)}(x) \|T(f_j)(x)\|_{B_2(x)} \leq C_\rho(2^j r) 2^{jn_p} \int_{B(z,2^{j+1}r)} \|f(y)\|_{B_1(y)} \, dy.
\]

The Hölder inequality given in [6, Chapter 1, Theorem 2.4] ensures that

\[
\int_{B(z,2^{j+1}r)} \|f(y)\|_{B_1(y)} \, dy \leq \|\chi_{B(z,2^{j+1}r)} f\|_{X(B_1)} \|\chi_{B(z,2^{j+1}r)}\|_{X'}.
\]

Subsequently, applying the norm \( \| \cdot \|_{X_\rho} \) on both sides of (3.9), we have

\[
\|\chi_{B(z,r)} T(f_j)\|_{X_\rho(B_2)} \leq C_\rho(2^j r) 2^{jn_p} \|\chi_{B(z,r)}\|_{X_\rho} \times \|\chi_{B(z,2^{j+1}r)} f\|_{X(B_1)} \|\chi_{B(z,2^{j+1}r)}\|_{X'}.
\]

Proposition 2.1 guarantees that

\[
\|\chi_{B(x,2^{j+1}r)}\|_{X'} \rho(2^j r) / B_{j+1} \leq C \frac{1}{\|\chi_{B(x,2^{j+1}r)}\|_{X_\rho}}.
\]
Therefore, (3.10) yields
\[
\|\chi_{B(z,r)} T(f_j)\|_{X_{\beta}(B_2)} \leq C \left\|\chi_{B(z,r)}\right\|_{X_{\beta}} \left\|\chi_{B(z,2^{j+1}r)} f \right\|_{X(\beta_1)}.
\]
Thus,
\[
\left\|\chi_{B(z,r)} T(f_j)\right\|_{X_{\beta}(B_2)} \\
\leq C \left\|\chi_{B(x,r)}\right\|_{X_{\beta}} \frac{u(z,2^{j+1}r)}{\left\|\chi_{B(x,2^{j+1}r)}\right\|_{X_{\beta}}} \left\|\chi_{B(z,2^{j+1}r)} f \right\|_{X(\beta_1)} \\
\leq C \sup_{y \in \mathbb{R}^n} \frac{1}{u(y,R)} \left\|\chi_{B(y,R)} f \right\|_{X(\beta_1)}.
\]
Furthermore, we obtain
\[
\frac{1}{u(z,r)} \left\|\chi_{B(z,r)} T(f)\right\|_{X_{\beta}(B_2)} \leq \frac{1}{u(z,r)} \sum_{j=0}^{\infty} \left\|\chi_{B(z,r)} T(f_j)\right\|_{X_{\beta}(B_2)} \\
\leq C \sup_{y \in \mathbb{R}^n} \frac{1}{u(y,R)} \left\|\chi_{B(y,R)} f \right\|_{X(\beta_1)},
\]
where the constant \(C > 0\) is independent of \(r\) and \(z\). Finally, by taking the supremum over \(z \in \mathbb{R}^n\) and \(r > 0\), we obtain the boundedness of \(T : \mathcal{M}_{\alpha}^{X}(\beta_1) \rightarrow \mathcal{M}_{\alpha}^{X^r}(\beta_2)\).

When the domain function space and the target function space of the operator \(T\) are identical, the conditions given in Theorems 3.1 and 3.2 can be slightly relaxed.

**Theorem 3.3**

Let \(X \in \mathbb{M} \cup \mathbb{M}'\), and let \(u(x,r) : \mathbb{R}^n \times (0, \infty) \rightarrow (0, \infty)\) be a Lebesgue measurable function. Suppose that \(B_1 = \{B_1(x)\}\) and \(B_2 = \{B_2(x)\}\) are VBSs. Let \(T : X(\beta_1) \rightarrow X(\beta_2)\) be a bounded operator with weakly singular kernel for \((B_1, B_2)\).

(a) If there exists a constant \(C > 0\) such that for any \(x \in \mathbb{R}^n\) and \(r > 0\)
\[
(3.11) \quad \sum_{j=0}^{\infty} \frac{\|\chi_{B(x,r)}\|_{X'}}{\|\chi_{B(x,2^{j+1}r)}\|_{X'}} u(x,2^{j+1}r) < Cu(x,r),
\]
then \(T\) can be extended to a bounded operator on \(\mathcal{B}_{u,X(\beta)}\).

(b) If there exists a constant \(C > 0\) such that, for any \(x \in \mathbb{R}^n\) and \(r > 0\), \(u\) fulfills
\[
(3.12) \quad \sum_{j=0}^{\infty} \frac{\|\chi_{B(x,r)}\|_{X}}{\|\chi_{B(x,2^{j+1}r)}\|_{X}} u(x,2^{j+1}r) < Cu(x,r),
\]
then \(T\) can be extended to be a bounded operator on \(\mathcal{M}_{\alpha}^{X}(\beta)\).
Proof
The proof of the above result is similar to the proofs of Theorems 3.1 and 3.2. For simplicity, we just outline the proof.

As $X \in M \cup M'$, Lemma 2.2 yields

$$\|\chi_{B(x,2r)}\|_X \leq \frac{|B(x,2r)|}{\|\chi_{B(x,2r)}\|_{X'}} \leq C \|\chi_{B(x,r)}\|_X$$

for some $C > 0$. Similarly, we also have $\|\chi_{B(x,2r)}\|_{X'} \leq \|\chi_{B(x,r)}\|_{X'}$. Therefore, (3.2) and (3.7) follow from (3.11) and (3.12), respectively.

The rest of the proof is the same as the proofs of Theorems 3.1 and 3.2; the only modification is replacing Proposition 2.1 by Lemma 2.2. For simplicity, we skip the details and leave it to the reader. □

In fact, the boundedness results for some operators on the classical Morrey spaces, such as the singular integral operators, can be obtained from the boundedness of these operators on the classical block spaces since the dual spaces of the classical block spaces are the classical Morrey spaces.

On the other hand, this argument may not be valid for vector-valued function spaces. For instance, the dual space of the vector-valued Lebesgue space $L^p(B) = \mathbb{B}_{L^p(B),u}$, $1 < p < \infty$, where $B$ is a Banach lattice and $u \equiv 1$, is equal to $L^{p'}(B^*) = M_{u}^{L^{p'}(B^*)}$ when $p'$ is the conjugate of $p$ and $B^*$ has the Radon–Nikodym property [19]. Our main results do not need the Radon–Nikodym property for $B^*_1$ and $B^*_2$.

In the following, we present some applications of Theorems 3.1 and 3.2. We generalize the Fefferman–Stein vector-valued maximal inequalities. We also extend the mapping properties of the fractional integral operators and the generalized fractional integral operator on Morrey-type spaces and block-type spaces.

We study the boundedness of the vector-valued Hardy–Littlewood maximal operator, which is defined by

$$M(f) = \{M(f_i)\}_{i \in \mathbb{N}}$$

We equip $X^p$ with the norm $\|f\|_{X^p} = \|\|f\|_X^p\|_X^{1/p}$. For a more complete account of the $p$-convexification, the reader may consult [45, Volume II, p. 53].

In the proof of the Fefferman–Stein vector-valued maximal inequalities on block spaces and Morrey spaces, we also use the notion of the Muckenhoupt $A_p$-class, $1 \leq p \leq \infty$. For the details of the $A_p$-class, the reader is referred to [69, Section V].

The following theorem establishes the Fefferman–Stein vector-valued maximal inequalities on block spaces and Morrey spaces.
THEOREM 3.4

Let \( 1 < p, q < \infty \). Let \( u \) satisfy (3.2), and let \( X \in \mathcal{M}' \).

(a) If \( u \) satisfies

\[
\sum_{j=0}^{\infty} \frac{\|\chi_{B(x, r)}(x^{p'})}{\|\chi_{B(x, 2^{j+1}r)}(x^{p'})} u(x, 2^{j+1}r) < C_{0} u(x, r)
\]

for some constant \( C_{0} > 0 \), then we have

(3.13) \[
\|\mathfrak{M}(f)\|_{\mathfrak{M}_{u, X^{p}}} \leq C \|f\|_{\mathfrak{M}_{u, X^{p}}}
\]

for some \( C > 0 \).

(b) If \( u \) satisfies

\[
\sum_{j=0}^{\infty} \frac{\|\chi_{B(x, r)}(x^{p'})}{\|\chi_{B(x, 2^{j+1}r)}(x^{p'})} u(x, 2^{j+1}r) < C u(x, r)
\]

for some constant \( C_{1} > 0 \), then we have

(3.14) \[
\|\mathfrak{M}(f)\|_{\mathfrak{M}_{u, X^{p}}} \leq C \|f\|_{\mathfrak{M}_{u, X^{p}}}
\]

for some \( C > 0 \).

Proof

We apply Theorem 3.3 to obtain (3.13) and (3.14). Therefore, we first need to obtain the Fefferman–Stein vector-valued maximal inequalities on \( X^{p} \),

(3.15) \[
\|\mathfrak{M}(f)\|_{\mathfrak{M}_{u, X^{p}}} \leq C \|f\|_{\mathfrak{M}_{u, X^{p}}}
\]

Note that, according to [5, Theorem 3.1], we have the \( \mathcal{A}_{p} \)-weighted Fefferman–Stein vector-valued maximal inequalities.

In view of \( X \in \mathcal{M}' \), by using the Rubio de Francia method of extrapolation (see [15], [26], [58]–[60], in particular, [14, Theorem 4.6]), we have

\[
\|\mathfrak{M}(f)\|_{\mathfrak{M}_{u, X^{p}}} \leq C \|f\|_{\mathfrak{M}_{u, X^{p}}}
\]

where \( \{f_{j}\} \subset L_{0}^{\infty} \) and \( L_{0}^{\infty} \) denote the class of bounded functions with compacted supported. Inequality (3.15) is valid because \( X^{p} \) satisfies Definition 2.1(c) if and only if \( X \) does and \( \{f_{j}\}_{j=1}^{\infty} \) is an operator with weakly singular kernel associated with \( B = l^{q} \) and \( \rho = 1 \).

Then, we show that the vector-valued maximal operator \( \mathfrak{M}(f) = \{M_{f_{j}}\}_{j=1}^{\infty} \), \( f = \{f_{j}\}_{j=1}^{\infty} \), is an operator with weakly singular kernel associated with \( B = l^{q} \) and \( \rho = 1 \).

Let \( x \in \mathbb{R}^{n} \), let \( r > 0 \), and let \( \text{supp} f_{j} = \mathbb{R}^{n} \setminus B(x, r) \), \( j \in \mathbb{N} \). Since

\[
\text{dist}(x, \mathbb{R}^{n} \setminus B(x, r)) = r,
\]

there is a constant \( C > 0 \) such that, for any \( j \in \mathbb{N} \),

\[
(M_{f_{j}})(x) \leq C \frac{1}{r^{n}} \int_{\mathbb{R}^{n}} |f_{j}(y)| \, dy.
\]
As $l^q$ is a Banach lattice, we find that
\[ \|Mf(x)\|_{l^q} \leq C \frac{1}{r^n} \int_{\mathbb{R}^n} \|f(y)\|_{l^q} \, dy. \]
The above inequality guarantees that $M$ is an operator with weakly singular kernel. Consequently, (3.13) and (3.14) follow from Theorem 3.3.

With respect to the notions and terminologies introduced in [32] and [33], we find that $(l^q, \mathfrak{B}_{u,X^p})$ and $(l^q, \mathcal{M}^{X^p}_u)$ are admissible pairs and the corresponding Triebel–Lizorkin-type spaces $\dot{F}^{q}_{\mathfrak{B}_{u,X^p}}$ and $\dot{F}^{q}_{\mathcal{M}^{X^p}_u}$ are well defined. In addition, the $\phi$-$\psi$ transforms are bounded on the corresponding sequence spaces and function spaces. The atomic and molecular decompositions are valid. For brevity, we leave the details to the reader.

The approach given in [33] and [38] relies on the validity of the Fefferman–Stein vector-valued maximal inequalities. Hedberg and Netrusov [31] also used the Fefferman–Stein vector-valued maximal inequalities to study function spaces. By applying the results from [31], we have the spectral synthesis and the Luzin approximation of the Triebel–Lizorkin spaces associated with $(l^q, \mathfrak{B}_{u,X^p})$ and $(l^q, \mathcal{M}^{X^p}_u)$. The reader may consult [31] for details.

When $X = L^r$, $1 < r < \infty$, the $\dot{F}^{q}_{\mathcal{M}^{X^p}_u}$’s become the Triebel–Lizorkin–Morrey spaces studied in [65] and [70]. Notice that there is another approach for studying the Triebel–Lizorkin spaces associated with $(l^q, \mathfrak{B}_{u,X^p})$ and $(l^q, \mathcal{M}^{X^p}_u)$ that is independent of the Fefferman–Stein vector-valued maximal inequalities (see [44]). Particularly, when $X$ is the Lebesgue space with variable exponents $L^{p(\cdot)}$, (3.13) generalizes the boundedness result of the Hardy–Littlewood maximal operator on block spaces with variable exponents obtained in [9] to vector-valued inequalities.

The Fefferman–Stein vector-valued maximal inequalities on Morrey spaces with variable exponents were obtained in [39]. These inequalities were also used in [39] to establish the atomic decompositions of Hardy–Morrey spaces with variable exponents. The Hardy–Morrey spaces with variable exponents are generalizations of Hardy–Morrey spaces (see [36], [41], [61]) and Hardy spaces with variable exponents (see [52]).

Our main result also applies to fractional integral operators and generalized fractional integral operators. For instance, some mapping properties of Orlicz spaces are established in [56, Theorem 4.7] and [71, Theorem 2.8]; Theorems 3.1 and 3.2 give us the boundedness of the fractional integral operator on the Orlicz block spaces and the Orlicz–Morrey spaces, respectively.

Similarly, in view of [20, Theorem 3.6.10], Theorems 3.1 and 3.2 also offer the boundedness of the fractional integral operators on the Lorentz–Karamata block spaces and the Lorentz–Karamata–Morrey spaces, respectively. The reader may consult [20, Chapter 3] for the definition and properties of Lorentz–Karamata spaces. The preceding results extend the mapping properties for the fractional integral operators on the classical Morrey spaces (see [57]).

We also have the mapping properties for the fractional integral operators on Morrey spaces with variable exponents and block spaces with variable exponents.
Since the results for the Morrey spaces with variable exponents were already established in [28], [29], [37], and [51], we only present the result for the block spaces with variable exponents in the following. Since we present an extension of the study of Lebesgue spaces with variable exponents in the next section, for simplicity, we refer the reader to Definition 4.1 for the definition of Lebesgue spaces with variable exponents.

**THEOREM 3.5**

Let \( 0 \leq \alpha < n \), and let \( p(x) : \mathbb{R}^n \to (1, \infty) \) be a Lebesgue measurable function such that \( L^{p(\cdot)} \in \mathbb{M} \). If \( u \) satisfies (3.2) and (3.3) with \( X = L^{p(\cdot)} \), then

\[
\| I_\alpha(f) \|_{B_{u,L^q(\cdot)}} \leq C \| f \|_{B_{u,L^p(\cdot)}}
\]

for some \( C > 0 \) where

\[
\frac{1}{p(x)} - \frac{1}{q(x)} = \frac{\alpha}{n}, \quad \text{a.e. on } \mathbb{R}^n.
\]

According to [8] and [12], the fractional integral operator \( I_\alpha \) is bounded from \( L^{p(\cdot)} \) to \( L^{q(\cdot)} \). Thus, the above result is ensured by Theorem 3.1. Note that, in the above theorem, the exponent function \( p \) is not required to be locally log-Hölder continuous.

Finally, Theorem 3.1 and 3.2 are also applied to the generalized fractional integral operators. For a detailed study of the generalized fractional integral operators, the reader is referred to [49], [50], [62], [63], and [64]. Particularly, the studies in [50], [62], [63], and [64] are on the mapping properties of the generalized fractional integral operators on Morrey-type spaces. Our main results, specifically Theorem 3.1, extend the mapping properties of the generalized fractional integral operators to block-type spaces.

**DEFINITION 3.2**

Let \( \rho \in \mathbb{D} \). The generalized fractional integral operator associated with \( \rho \) is defined by

\[
I_\rho(f)(x) = \int_{\mathbb{R}^n} f(y) \frac{\rho(x - y)}{|x - y|^n} \, dy.
\]

**THEOREM 3.6**

Let \( \rho \in \mathbb{D} \). Let \( X \) and \( X_\rho \) be BFSs. Suppose that there exists a constant \( C > 0 \) such that

\[
(3.16) \quad \| I_\rho(f) \|_{X_\rho} \leq C \| f \|_X, \quad \forall f \in X.
\]

(a) If \( u \) satisfies (3.2) and (3.3), then

\[
\| I_\rho(f) \|_{B_{u,X_\rho}} \leq C \| f \|_{B_{u,X}}, \quad \forall f \in B_{u,X},
\]

for some \( C > 0 \).
(b) If $u$ satisfies (3.7) and (3.8), then
\[ \| I_\rho(f) \|_{\mathcal{M}_u^X} \leq C \| f \|_{\mathcal{M}_u^X}, \quad \forall f \in \mathcal{M}_u^X, \]
for some $C > 0$.

Since $\mathcal{M}_\rho(f) \leq I_\rho(f)$ for any nonnegative locally integrable function $f$, the above results follow from Theorems 3.1 and 3.2. For some examples of function spaces $X, X_\rho$ for which (3.16) is fulfilled, the reader may consult [50, Examples 7.2 and 7.3].

Finally, Theorems 3.1 and 3.2 also apply to the generalized fractional maximal operators $\mathcal{M}_\rho$. For simplicity, we leave the details to the reader.

4. Triebel–Lizorkin block spaces with variable exponents

In this section, we define and study the Triebel–Lizorkin block spaces with variable exponents. Families of Besov spaces and Triebel–Lizorkin spaces associated with variable exponents were introduced in [4] and [17], respectively. Diening, Hästö, and Roudenko [17] even replaced the sequence space $l^q$ by $l^q(x)$ (see [17, p. 1737]). They found that the Fefferman–Stein vector-valued maximal inequalities are invalid in $L^{p(x)}(l^q(x))$ (see [17, p. 1746]), and they established their results by considering some vector-valued singular integral operators on Lebesgue spaces with variable exponents.

Roughly speaking, the approach given in [17] relies on the boundedness of the vector-valued linear operator
\[ \mathcal{T}(\{f_j\}_{j \in \mathbb{N}}) = \{\varphi_j * f_j\} \]
on $L^{p(x)}(l^q(x))$, where $\varphi_j(x) = 2^{nj}(1 + 2^j|x|)^{-m}$ for sufficiently large $m$. Thus, whenever we show that $\mathcal{T}$ is an operator with singular kernel, we can apply Theorem 3.3 to generalize the results in [17] to Morrey spaces with variable exponents and block spaces with variable exponents. In fact, this method had already been used in [35] for the study of Triebel–Lizorkin–Morrey spaces with variable exponents.

In this section, we use the boundedness of some vector-valued singular integral operators on block spaces with variable exponents to define and study the Triebel–Lizorkin block spaces with variable exponents. We begin with some notions and notations used in variable exponent analysis. For more complete and detailed results for Lebesgue spaces with variable exponents, the reader is referred to [11] and [16].

**Definition 4.1**
Let $p(x) : \mathbb{R}^n \to (0, \infty)$ be a Lebesgue measurable function. The Lebesgue space with variable exponent $L^{p(\cdot)}$ consists of all Lebesgue measurable functions $f : \mathbb{R}^n \to \mathbb{C}$ so that
\|f\|_{L^{p(\cdot)}} = \inf \left\{ \lambda > 0 : \int_{\mathbb{R}^n} \left| \frac{f(x)}{\lambda} \right|^{p(x)} \, dx \leq 1 \right\} < \infty.

We call \( p(x) \) the exponent function of \( L^{p(\cdot)} \).

The Lebesgue spaces with variable exponents were defined by Nakano [53], [54].

For any Lebesgue measurable function \( p(x) : \mathbb{R}^n \to (0, \infty) \), define \( p_- = \text{ess inf}_{x \in \mathbb{R}^n} p(x) \), and define \( p_+ = \text{ess sup}_{x \in \mathbb{R}^n} p(x) \). Let \( \mathcal{P} \) denote the class of exponent functions in which the Hardy–Littlewood maximal operator \( M \) is bounded on \( L^{p(\cdot)} \). The set \( \mathcal{P} \) contains an important class of continuous functions.

**Definition 4.2**

A continuous function \( g : \mathbb{R}^n \to (0, \infty) \) is locally log-Hölder continuous if there exists \( c_{\log} > 0 \) such that

\[
|g(x) - g(y)| \leq \frac{c_{\log}}{\log(e + 1/|x - y|)}, \quad \forall x, y \in \mathbb{R}^n.
\]

We denote the class of locally log-Hölder continuous functions by \( C_{\log}^{\text{loc}}(\mathbb{R}^n) \). Furthermore, a continuous function is globally log-Hölder continuous if \( g \in C_{\log}^{\text{loc}}(\mathbb{R}^n) \) and there exists \( g_\infty \in \mathbb{R} \) so that

\[
|g(x) - g_\infty| \leq \frac{c_{\log}}{\log(e + 1/|x|)}, \quad \forall x \in \mathbb{R}^n.
\]

The class of globally log-Hölder continuous functions is denoted by \( C_{\log}(\mathbb{R}^n) \).

For any \( p \in C_{\log}(\mathbb{R}^n) \) with \( 1 < p_- \leq p_+ < \infty \), \( p \in \mathcal{P} \) (see [13]). Note that \( \mathcal{P} \setminus C_{\log}(\mathbb{R}^n) \) is nonempty; the reader may consult [55] for details.

We adopt the standing assumption introduced in [17] for the study of block spaces with variable exponents.

**Definition 4.3**

The Lebesgue measurable functions \( p(x), q(x) : \mathbb{R}^n \to (0, \infty) \) and \( \alpha(x) : \mathbb{R}^n \to [0, \infty) \) satisfy the standing assumptions if \( p, q \in C_{\log}(\mathbb{R}^n) \) with \( 1 < p_- \leq p_+ < \infty \) and \( 1 < q_- \leq q_+ < \infty \), \( \alpha \in C_{\log}^{\text{loc}}(\mathbb{R}^n) \cap L^\infty \), and \( \lim_{x \to \infty} \alpha(x) \) exists. We write \((p, q, \alpha) \in \mathcal{S}\) if they satisfy the standing assumptions.

Let \( q(x) \in C_{\log}(\mathbb{R}^n) \) with \( 1 < q_- \leq q_+ < \infty \). For any family of Lebesgue measurable functions \( \{f_\nu\}_{\nu \in \mathbb{N}} \), define

\[
\|f_\nu(x)\|_{L^{q(\cdot)}_{p^\alpha(\cdot)}} = \left( \sum_{\nu=0}^{\infty} |f_\nu(x)|^{q(x)} \right)^{1/q(x)},
\]

and define \( L^{q(\cdot)}_{p^\alpha(\cdot)}(\mathbb{R}^n) \). Moreover, let \( \alpha \) be as in the standing assumptions. We define

\[
\|f_\nu(x)\|_{L^{q(\cdot), q(\cdot), \alpha(x)}_{p^\alpha(\cdot)}} = \left( \sum_{\nu=0}^{\infty} (2^{\nu \alpha(x)} |f_\nu(x)|^{q(x)})^{q(x)} \right)^{1/q(x)}.
\]
and \( I_{\nu}^{\alpha}(\cdot, q(\cdot)) = \{ I_{\nu}^{\alpha(x), q(x)} \}_{x \in \mathbb{R}^n} \). Whenever \( 1 < q_- \leq q_+ < \infty \) and \( \alpha \) satisfies the standing assumptions, \( I_{\nu}^{\alpha(\cdot), q(\cdot)} \) is a family of VBSs.

We are now ready to show that \( T \) is a linear operator with singular kernel for \( (I_{\nu}^{\alpha(\cdot), q(\cdot)}, I_{\nu}^{\alpha(\cdot), q(\cdot)}) \). In fact, it follows from [35, Definition 5.3, Lemmas 5.1 and 6.8]. For completeness, we present the proof in the following.

**THEOREM 4.1**

Let \( q(\cdot) \in C^{\log}(\mathbb{R}^n) \) with \( 1 < q_- \leq q_+ < \infty \), let \( \alpha \in C^{\log}_{\text{loc}}(\mathbb{R}^n) \cap L^\infty \), and let \( \lim_{x \to \infty} \alpha(x) \) exist. There exists a \( \Gamma > 0 \) such that if

\[
\phi_{\nu}(x) \leq C 2^{\nu(1 + 2^q |x|)}^{-\Gamma}, \quad \forall \nu \in \mathbb{N} \cup \{0\},
\]

then the vector-valued operator

\[
T(\{f_\nu\}_{\nu \in \mathbb{N}}) = \{ \phi_{\nu} * f_\nu \}
\]

is a linear operator with singular kernel for \( (I_{\nu}^{\alpha(\cdot), q(\cdot)}, I_{\nu}^{\alpha(\cdot), q(\cdot)}) \).

**Proof**

We first show that there exist a constant \( C \) independent of \( x, y \in \mathbb{R}^n \) and a bounded nonnegative function \( \gamma(x, y) \) so that, for any \( x, y \in \mathbb{R}^n \) with \( x \neq y \),

\[
|x - y|^{-\gamma(x, y)} \left\| \left\{ 2^{-\gamma(x, y)\nu \alpha_{\nu}} \right\}_{\nu=0}^{\infty} \right\|_{I_{\nu}^{\alpha(\cdot), q(\cdot)}} \leq C \left\{ a_{\nu} \right\}_{\nu=0}^{\infty} \left\| I_{\nu}^{\alpha(\cdot), q(\cdot)} \right\|, \quad \forall \nu \in \mathbb{N} \cup \{0\},
\]

When \( q(y) \leq q(x) \) and \( \alpha(x) \leq \alpha(y) \), we have the embedding \( I_{\nu}^{\alpha(y), q(y)} \hookrightarrow I_{\nu}^{\alpha(x), q(x)} \).

Therefore, (4.2) is fulfilled with \( \gamma(x, y) = 0 \).

If \( q(x) < q(y) \), then Hölder’s inequality guarantees that

\[
\left\| \left\{ 2^{-\nu/r(x,y) \alpha_{\nu}} \right\}_{\nu=0}^{\infty} \right\|_{L^{r(x,y)}(x)} \leq \left\| \left\{ 2^{-\nu/(r(x,y))} \right\}_{\nu=0}^{\infty} \right\|_{L^{r(x,y)}(x)} \left\| a_{\nu} \right\|_{L^{r(y)}(y)},
\]

where \( 1/q(x) = 1/(r(x,y)) + 1/q(y) \). Moreover, since \( q \in C^{\log}(\mathbb{R}^n) \) with \( 1 < q_- \leq q_+ < \infty \) implies \( 1/q \in C^{\log}(\mathbb{R}^n) \), Definition 4.2 ensures that \( |x - y|^{1/q(y) - 1/q(x)} \) is bounded above. As \( 0 < 1/(r(x,y)) \leq 1/q_- - 1/q_+ \), we have (4.2) for \( I_{\nu}^{\alpha}\) with \( \gamma(x, y) = 1/(r(x,y)) = 1/(q(y)) - 1/(q(x)) \). Similarly, when \( \alpha(y) < \alpha(x) \), we find that \( |x - y|^{\alpha(y) - \alpha(x)} \) is bounded above in view of \( \alpha \in C^{\log}_{\text{loc}}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \). Consequently, (4.2) is valid for \( I_{\nu}^{\alpha(\cdot), q(\cdot)} \) with

\[
\gamma(x, y) = \left( \alpha(x) - \alpha(y) \right) \chi \{ (x, y) \in \mathbb{R}^{2n} : \alpha(y) < \alpha(x) \} + \left( \frac{1}{q(x)} - \frac{1}{q(y)} \right) \chi \{ (x, y) \in \mathbb{R}^{2n} : q(x) < q(y) \}.
\]

Write \( \Gamma = [\sup_{x, y \in \mathbb{R}^n} \gamma(x, y)] + 1 \) where \( [\beta] \) denotes the largest integer less than or equal to \( \beta \). Fix \( x, y \in \mathbb{R}^n \) with \( x \neq y \). Let \( U_1(y) = \{ a \in I_{\nu}^{\alpha(y), q(y)} : \|a\|_{I_{\nu}^{\alpha(y), q(y)}} \leq 1 \} \). According to (4.1), the kernel of the operator \( T, K(x, y) \), satisfies

\[
\| K(x, y) \|_{I_{\nu}^{\alpha(y), q(y)} \to I_{\nu}^{\alpha(x), q(x)}} \leq \sup_{\{a_{\nu}\}_{\nu=0}^{\infty} \in U_1(y)} \left\{ \| \varphi_{\nu}(x - y) a_{\nu} \|_{I_{\nu}^{\alpha(x), q(x)}} \right\}.
\]
with variable exponents; namely, the function spaces given in Definition 4.4 are space (see [73]). Proposition 2.3], this is also a generalization of the classical Triebel–Lizorkinations. In this case, we have the Triebel–Lizorkin block spaces. According to [9, Proposition 2.3], this is also a generalization of the classical Triebel–Lizorkin–Morrey spaces with variable exponents.

Let \((p, q, \alpha) \in \mathbb{S}\), and let \(u\) be a Lebesgue measurable function satisfying (3.2) and (3.3). The Triebel–Lizorkin block space with variable exponent \(F_{q(\cdot), B_{u,L^p(\cdot)}}^{\alpha(\cdot)}(\Phi)\) consists of those \(f \in \mathcal{S}'(\mathbb{R}^n)\) satisfying

\[
\|f\|_{F_{q(\cdot), B_{u,L^p(\cdot)}}^{\alpha(\cdot)}(\Phi)} = \left\| \{f \ast \varphi_j\} \right\|_{L_{q(\cdot), q(\cdot)}^{\alpha(\cdot)}(\mathbb{R}^n)} < \infty,
\]

where \(\varphi_0 \in \mathcal{S}(\mathbb{R}^n)\) and \(\varphi_j(x) = 2^{jn} \varphi(2^j x), j \geq 1, \varphi \in \mathcal{S}(\mathbb{R}^n)\). The pair \(\Phi = (\varphi_0, \varphi)\) satisfies

\[
\operatorname{supp}(\hat{\varphi}_0) \subset \{\xi \in \mathbb{R}^n : |\xi| \leq 1\},
\]

\[
\operatorname{supp}(\hat{\varphi}) \subset \{\xi \in \mathbb{R}^n : \frac{1}{2} \leq |\xi| \leq 2\},
\]

and \(\hat{\varphi}_0 + \hat{\varphi} = 1\) on \(\{\xi \in \mathbb{R}^n : |\xi| \leq 1\}\) and \(\hat{\varphi}(2\xi) + \hat{\varphi}(\xi) + \hat{\varphi}(\xi/2) = 1\) on \(\{\xi \in \mathbb{R}^n : 1/2 \leq |\xi| \leq 2\}\).

In [9, Proposition 2.3], we find that if \(u \equiv 1\) and \(p(\cdot) : \mathbb{R}^n \to (1, \infty)\) satisfies \(p_+ < \infty\), then \(B_{u,L^p(\cdot)}(\Phi) = L_{p(\cdot)}^{\alpha(\cdot)}\). Thus, the Triebel–Lizorkin block space with variable exponent is an extension of the Triebel–Lizorkin space with variable exponent introduced in [17].

The family of function spaces defined in Definition 4.4 is new, even when \(p(\cdot) = p, q(\cdot) = q, \alpha(\cdot) = \alpha, 1 < p, q < \infty, -\infty < \alpha < \infty\), are constant functions. In this case, we have the Triebel–Lizorkin block spaces. According to [9, Proposition 2.3], this is also a generalization of the classical Triebel–Lizorkin space (see [73]).

We establish a fundamental property of the Triebel–Lizorkin block spaces with variable exponents; namely, the function spaces given in Definition 4.4 are
well defined. That is, it is independent of the functions $\Phi = (\varphi_0, \varphi)$ used in Definition 4.4. To prove this result, we recall the notion of $\phi$-$\psi$ transforms introduced in [22]–[24], and [25].

Let $Q_d = \{Q_{\nu, k} : \nu \in \mathbb{N} \cup \{0\}, k \in \mathbb{Z}^n \}$ where $Q_{\nu, k} = \{(x_1, \ldots, x_n) \in \mathbb{R}^n : k_j \leq 2^n x_j < k_j + 1, j = 1, \ldots, n \}$ and $k = (k_1, \ldots, k_n)$. Denote the lower-left corner of the dyadic cube $Q$ by $x_0 = 2^{-n}k$, denote the side length by $l(Q)$, and denote the Lebesgue measure of $Q$ by $|Q|$. Moreover, we write $\varphi_Q(x) = 2^{n\nu}\varphi(2^n x - k)$ when $Q = Q_{\nu, k}$.

Let $\varphi_0, \psi_0 \in \mathcal{S}(\mathbb{R}^n)$ and $\varphi, \psi \in \mathcal{S}(\mathbb{R}^n)$ satisfy
\[
\text{supp } \varphi_0, \text{supp } \psi_0 \subseteq \{ \xi \in \mathbb{R}^n : |\xi| \leq 2 \}, \quad |\hat{\varphi_0}(\xi)|, |\hat{\psi_0}(\xi)| \geq c > 0 \quad \text{if } |\xi| \leq 5/3,
\]
\[
\text{supp } \varphi, \text{supp } \psi \subseteq \{ \xi \in \mathbb{R}^n : 1/2 \leq |\xi| \leq 2 \}, \quad |\hat{\varphi}(\xi)|, |\hat{\psi}(\xi)| \geq c > 0 \quad \text{if } 3/5 \leq |\xi| \leq 5/3,
\]
\[
\bar{\varphi_0}(\xi)\hat{\psi_0}(\xi) + \sum_{\nu=1}^{\infty} \bar{\varphi}(2^{-\nu}\xi)\hat{\psi}(2^{-\nu}\xi) = 1, \quad \forall \xi \in \mathbb{R}^n.
\]

For any complex-valued sequence $s = \{s_Q\}_{Q \in \mathcal{Q}}$ and $f \in \mathcal{S}'(\mathbb{R}^n)$, define $S_{\varphi}(f) = \{(f, \varphi_Q)\}_{Q \in \mathcal{Q}}$ and $T_{\psi}(s) = \sum_{Q \in \mathcal{Q}} s_Q \psi_Q$. We define the corresponding sequence space associated with $F_{q(\cdot), \mathfrak{B}_{u,L_p}(\cdot)}^{\alpha(\cdot)}$.

**DEFINITION 4.5**

Let $(p, q, \alpha) \in \mathbb{S}$, and let $u$ be a Lebesgue measurable function satisfying (3.2) and (3.3). The sequence space $f_{q(\cdot), \mathfrak{B}_{u,L_p}(\cdot)}^{\alpha(\cdot)}$ consists of those complex-valued sequences $s = \{s_Q\}_{Q \in \mathcal{Q}}$ satisfying
\[
\|s\|_{f_{q(\cdot), \mathfrak{B}_{u,L_p}(\cdot)}^{\alpha(\cdot)}} = \|\left\{ \sum_{k \in \mathbb{Z}^n} |s_{Q_{j,k}}| \hat{\chi}_{Q_{j,k}} \right\}_{j=0}^{\infty} \|_{f_{q(\cdot), \mathfrak{B}_{u,L_p}(\cdot)}^{\alpha(\cdot)}} < \infty,
\]
where $\hat{\chi}_Q = |Q|^{-1/2}\chi_Q$ and $Q \in \mathcal{Q}_d$.

We next show the boundedness of the $\phi$-$\psi$ transforms and, hence, establish that $F_{q(\cdot), \mathfrak{B}_{u,L_p}(\cdot)}^{\alpha(\cdot)}$ is well defined. Since the proof follows from the corresponding proofs of the Triebel–Lizorkin spaces with variable exponents (see [17]) and the Triebel–Lizorkin–Morrey spaces with variable exponents (see [35]), for brevity, we just outline the proof and refer the reader to [17, Theorem 3.4] and [35, Theorem 5.4] for details.

**THEOREM 4.2**

Let $(p, q, \alpha) \in \mathbb{S}$, and let $u$ be a Lebesgue measurable function satisfying (3.2) and (3.3). The $\varphi$-transform $S_{\varphi} : F_{q(\cdot), \mathfrak{B}_{u,L_p}(\cdot)}^{\alpha(\cdot)} \rightarrow f_{q(\cdot), \mathfrak{B}_{u,L_p}(\cdot)}^{\alpha(\cdot)}$ is bounded and the $\psi$-transform $T_{\psi} : f_{q(\cdot), \mathfrak{B}_{u,L_p}(\cdot)}^{\alpha(\cdot)} \rightarrow F_{q(\cdot), \mathfrak{B}_{u,L_p}(\cdot)}^{\alpha(\cdot)}$ is also bounded. Hence, $F_{q(\cdot), \mathfrak{B}_{u,L_p}(\cdot)}^{\alpha(\cdot)}$ is well defined.
Proof
For any \( f \in F^{\alpha(\cdot)}_{q(\cdot), \mathfrak{B}_{u,L^p(\cdot)}} \), we have
\[
\|S_\varphi f\|_{F^{\alpha(\cdot)}_{q(\cdot), \mathfrak{B}_{u,L^p(\cdot)}}} = \bigg\| \left\{ \sum_{k \in \mathbb{Z}^n} \left( (\varphi_k \ast f)(x_{\nu,k}) \right) x_{\nu,k} \right\}^{\infty}_{\nu=0} \bigg\|_{L^{q(\cdot)}(\nu(\cdot))} \|_{\mathfrak{B}_{u,L^p(\cdot)}}.
\]
Let \( \eta_m(x) = (1 + |x|)^{-m} \), and let \( \eta_{\nu,m} = 2^m \eta_m(2\nu x) \), \( \nu, m \in \mathbb{N} \cup \{0\} \). For sufficiently large \( m \), Peetre’s inequality (see [22, (2.11)], [73, Sections 1.4.1 and 1.4.2], or [17, Lemma A.6]) ensures that
\[
\|S_\varphi f\|_{F^{\alpha(\cdot)}_{q(\cdot), \mathfrak{B}_{u,L^p(\cdot)}}} \leq C \|\left\{ \eta_{\nu,m} \ast (\varphi \ast f) \right\}^{\infty}_{\nu=0} \|_{L^{q(\cdot)}(\nu(\cdot))} \|_{\mathfrak{B}_{u,L^p(\cdot)}}.
\]
Theorem 4.1 guarantees that
\[
\mathcal{T}(\{g_{\nu}\}^{\infty}_{\nu=0}) = \{\eta_{\nu,m} \ast g_{\nu}\}^{\infty}_{\nu=0}
\]
is a linear operator with singular kernel for \((l^{\alpha(\cdot),q(\cdot)}, l^{\nu(\cdot),q(\cdot)})\). Moreover, according to [17, Theorem 3.2], \( \mathcal{T} \) is bounded on \( L^{p(\cdot)}(l^{\nu(\cdot),q(\cdot)}) \). Therefore, Theorem 3.3 gives that \( \mathcal{T} \) is also bounded on \( \mathfrak{B}_{u,L^p(\cdot)}(l^{\nu(\cdot),q(\cdot)}) \). Consequently, the boundedness of \( \mathcal{T} \) on \( \mathfrak{B}_{u,L^p(\cdot)}(l^{\nu(\cdot),q(\cdot)}) \) yields
\[
\|S_\varphi f\|_{F^{\alpha(\cdot)}_{q(\cdot), \mathfrak{B}_{u,L^p(\cdot)}}} \leq C \|\left\{ \varphi \ast f \right\}^{\infty}_{\nu=0} \|_{\mathfrak{B}_{u,L^p(\cdot)}} = C \|f\|_{F^{\alpha(\cdot)}_{q(\cdot), \mathfrak{B}_{u,L^p(\cdot)}}}.
\]
For the \( \psi \)-transform, let \( s = \{s_Q\} \in F^{\alpha(\cdot)}_{q(\cdot), \mathfrak{B}_{u,L^p(\cdot)}} \), and let \( f = T_\psi(s) = \sum_{Q \in \mathbb{Q}} s_Q \psi_Q \). Similar to the proof of [35, Lemma 5.3], we find that \( f \) is well defined and belongs to \( \mathcal{S}'(\mathbb{R}^n) \). Since \( \Phi = (\varphi_0, \varphi) \) satisfies the conditions in Definition 4.4, the estimate from [24, p. 50] ensures that
\[
|\varphi \ast f| \leq C \sum_{\nu=\max(\nu-1,0)}^{\nu+1} \left( \left( \sum_{k \in \mathbb{Z}^n} |s_{Q_{\nu,k}}| \tilde{x}_{Q_{\nu,k}} \right) \ast \eta_{\mu,m} \right).
\]
As \( \mathcal{T} \) is bounded on \( \mathfrak{B}_{u,L^p(\cdot)}(l^{\alpha(\cdot),q(\cdot)}) \) and the shift operators
\[
R\{a_j\}^{\infty}_{j=0} = \{a_{j+1}\}^{\infty}_{j=0}, \quad L\{a_j\}^{\infty}_{j=0} = \{a_{j-1}\}^{\infty}_{j=0} \quad \text{with} \ a_{-1} = 0
\]
are bounded uniformly on \( l^{\alpha(\cdot),q(\cdot)} \), we have
\[
\|T_\psi(s)\|_{F^{\alpha(\cdot)}_{q(\cdot), \mathfrak{B}_{u,L^p(\cdot)}}} = \|\left\{ \| \sum_{\mu=\max(\nu-1,0)}^{\nu+1} \left( \sum_{k \in \mathbb{Z}^n} |s_{Q_{\nu,k}}| \tilde{x}_{Q_{\nu,k}} \right) \ast \eta_{\mu,m} \right\}^{\infty}_{\nu=0} \|_{L^{q(\cdot)}(\nu(\cdot))} \|_{\mathfrak{B}_{u,L^p(\cdot)}}
\]
\[
\leq C \left( \sum_{\mu=\max(\nu-1,0)}^{\nu+1} \left( \sum_{k \in \mathbb{Z}^n} |s_{Q_{\nu,k}}| \tilde{x}_{Q_{\nu,k}} \right) \ast \eta_{\mu,m} \right)^\infty_{\nu=0} \|_{L^{q(\cdot)}(\nu(\cdot))} \|_{\mathfrak{B}_{u,L^p(\cdot)}} = C \|s\|_{F^{\alpha(\cdot)}_{q(\cdot), \mathfrak{B}_{u,L^p(\cdot)}}}
\]
for some \( C > 0 \).
With the boundedness of the $\varphi$-$\psi$ transform, the rest of the proof follows from some simple modifications of the arguments from [24, Theorem 2.2]. For simplicity, we leave the details to the reader.

Furthermore, the Triebel–Lizorkin block spaces with variable exponents also possess atomic decompositions, molecular characterizations, and wavelet characterizations. Since the main purpose of this section is applying the operators with weakly singular kernel on function spaces, we skip the details of further studies of the Triebel–Lizorkin block spaces with variable exponents. The atomic decompositions and the molecular characterizations of Triebel–Lizorkin–Morrey spaces with variable exponents are given in [35, Theorems 6.11 and 6.12]. The reader is referred to [17] for the study of Triebel–Lizorkin spaces with variable exponents and [35] for the investigation of Triebel–Lizorkin–Morrey spaces with variable exponents.
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