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Abstract We consider a semilinear Neumann problem with a reaction which is reso-

nantbothat±∞andat zerowith respect to any eigenvalue, possibly the sameone.Using

the reductionmethod andMorse theory, we show that the problem has at least two non-

trivial smooth solutions.

1. Introduction

Let Ω ⊆ R
N be a bounded domain with a C2-boundary ∂Ω. In this paper, we

study the following semilinear Neumann problem:

(1.1)

{
−Δu(z) = f(z,u(z)) in Ω,
∂u
∂n = 0 on ∂Ω.

Our goal is to prove a multiplicity theorem when resonance can occur with

respect to any eigenvalue of the negative Neumann Laplacian (hereafter denoted

by −ΔN ) both at zero and at ±∞. Recently this situation was investigated by

Gasiński–Papageorgiou [6], who assumed that

lim
|ζ|→+∞

f(z, ζ)

ζ

exists and belongs to the spectrum of −ΔN and that the eigenvalues with respect

to which resonance occurs at infinity and at zero are different. No such restrictions

are imposed here. Other multiplicity results for resonant Neumann problems can

be found in work from Filippakis–Papageorgiou [5] (resonance at infinity with

respect to the principal eigenvalue λ0 = 0) and Tang [12] and Tang–Wu [13]

(resonance occurring only at zero).

Our approach uses the reduction method due to Amann [2] and Morse theory.
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2. Mathematical background

Let X be a Banach space, and let X∗ be its topological dual. By 〈·, ·〉 we

denote the duality brackets for the pair (X∗,X). For a given ϕ ∈ C1(X), we

say that ϕ satisfies the Palais–Smale condition if every sequence {xn}n≥1 ⊆X ,

such that {ϕ(xn)}n≥1 ⊆R is bounded and ϕ′(xn)−→ 0 in X∗, admits a strongly

convergent subsequence. For ϕ ∈ C1(X) and c ∈ R, we introduce the following

sets:

ϕc =
{
x ∈X : ϕ(x)≤ c

}
,

Kϕ =
{
x ∈X : ϕ′(x) = 0

}
,

Kc
ϕ =

{
x ∈Kϕ : ϕ(x) = c

}
.

If (Y1, Y2) is a topological pair with Y2 ⊆ Y1 ⊆X , then for every integer k ≥ 0,

by Hk(Y1, Y2) we denote the kth relative singular homology group with inte-

ger coefficients. The critical groups of ϕ at an isolated u ∈ Kc
ϕ are defined

by

Ck(ϕ,u) =Hk

(
ϕc ∩U,ϕc ∩U \ {u}

)
∀k ≥ 0,

where U is a neighborhood of u such that Kϕ ∩ ϕc ∩ U = {u}. The excision

property of singular homology implies that this definition is independent of the

particular choice of the neighborhood U . Suppose that ϕ ∈ C1(X) satisfies the

Palais–Smale condition, and assume that inf ϕ(Kϕ) > −∞. Let c < inf ϕ(Kϕ).

The critical groups of ϕ at infinity are defined by

Ck(ϕ,∞) =Hk(X,ϕc) ∀k ≥ 0.

The second deformation theorem (see, e.g., Papageorgiou–Kyritsi [11, p. 349])

implies that the above definition is independent of the particular level c <

inf ϕ(Kϕ). Suppose that Kϕ is finite. We set

M(t, x) =
∑
k≥0

rankCk(ϕ,x)t
k ∀t ∈R, x ∈Kϕ,

P (t,∞) =
∑
k≥0

rankCk(ϕ,∞)tk ∀t ∈R.

We have the Morse relation, which says that

(2.1)
∑

x∈Kϕ

M(t, x) = P (t,∞) + (1 + t)Q(t),

where

Q(t) =
∑
k≥1

βkt
k

is a formal series in t ∈R with nonnegative integer coefficients βk (see Chang [3]).
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3. Multiplicity theorem

In what follows, by {λ̂k}k≥0 we denote the distinct eigenvalues of −ΔN . Recall

that λ̂0 = 0 is the principal eigenvalue. By E(λ̂k) we denote the corresponding

eigenspace.

The hypotheses on the reaction f(z, ζ) are the following:

H : f : Ω×R−→R is a measurable function such that f(z,0) = 0 and f(z, ·) ∈
C1(R) for almost all z ∈Ω and

(i) there exists η ∈ L∞(Ω)+, η(z) ≤ λ̂m+1 for almost all z ∈ Ω, η �= λ̂m+1

with m≥ 0, such that∣∣f ′
ζ(z, ζ)

∣∣ ≤ η(z) for almost all z ∈Ω, all ζ ∈R;

(ii) we have

λ̂m ≤ lim inf
ζ→±∞

f(z, ζ)

ζ
uniformly for almost all z ∈Ω

and if

F (z, ζ) =

∫ ζ

0

f(z, s)ds,

then

f(z, ζ)ζ − 2F (z, ζ)−→−∞ as ζ →±∞

uniformly for almost all z ∈Ω;

(iii) there exist integer l≥ 0 and δ > 0 such that

λ̂l ≤
f(z, ζ)

ζ
≤ λ̂l+1 for almost all z ∈Ω, all 0< |ζ| ≤ δ.

REMARK 3.1

From hypotheses H(i) and H(ii) and the mean value theorem, we have

λ̂m ≤ lim inf
ζ→±∞

f(z, ζ)

ζ
≤ limsup

ζ→±∞

f(z, ζ)

ζ
≤ η(z)

uniformly for almost all z ∈Ω. So resonance can occur at ±∞ with respect to any

eigenvalue λ̂m, m ≥ 0. However, note that we do not require that the quotient

f(z, ζ)/ζ necessarily has a limit as ζ −→±∞.

Similarly, hypothesis H(iii) permits resonance at zero to any eigenvalue λ̂l,

l≥ 0, which need not be distinct from λ̂m.

Let ϕ : H1(Ω)−→R be the energy functional for problem (1.1), defined by

ϕ(u) =
1

2
‖∇u‖22 −

∫
Ω

F
(
z,u(z)

)
dz ∀u ∈H1(Ω).
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Evidently ϕ ∈C2(H1(Ω)). Also, we consider the following orthogonal direct sum

decomposition of H1(Ω):

H1(Ω) = Y ⊕ Ĥ with Y =

m⊕
i=0

E(λ̂i), Ĥ = Y ⊥.

PROPOSITION 3.2

If hypotheses H hold, then there exists a C1-map ϑ : Y −→ Ĥ such that

inf
û∈Ĥ

ϕ(y+ û) = ϕ
(
y+ ϑ(y)

)
∀y ∈ Y.

Proof

We fix y ∈ Y , and let ϕy : H
1(Ω)−→R be the C2-functional defined by

ϕy(u) = ϕ(y+ u) ∀u ∈H1(Ω).

Let i : Ĥ −→H1(Ω) be the inclusion map, and let ϕ̂y : Ĥ −→R be defined by

ϕ̂y = ϕy ◦ i.

Recall that i∗ = p
Ĥ∗ (the orthogonal projection on Ĥ∗). From the chain rule, we

have

ϕ̂ ′
y(û) = p

Ĥ∗ϕ
′
y(û) = p

Ĥ∗

(
A(y+ û)−Nf (y+ û)

)
,

where A ∈ L(H1(Ω);H1(Ω)∗) is defined by〈
A(u), v

〉
=

∫
Ω

(∇u,∇v)RN dz ∀u, v ∈H1(Ω)

and

Nf (u)(·) = f
(
·, u(·)

)
∀u ∈H1(Ω).

Let 〈·, ·〉
Ĥ

denote the duality brackets for the pair (Ĥ∗, Ĥ), and let 〈·, ·〉 denote

the duality brackets for the pair (H1(Ω)∗,H1(Ω)). For û1, û2 ∈ Ĥ , we have〈
ϕ̂ ′
y(û1)− ϕ̂ ′

y(û2), û1 − û2

〉
Ĥ

=
〈
A(û1)−A(û2), û1 − û2

〉
(3.1)

−
∫
Ω

(
f(z, y+ û1)− f(z, y+ û2)

)
(û1 − û2)dz.

Hypothesis H1(i) and the mean value theorem imply that∣∣f(
z, (y+ û1)(z)

)
− f

(
z, (y+ û2)(z)

)∣∣≤ η(z)
∣∣û1(z)− û2(z)

∣∣
for almost all z ∈Ω. Using this in (3.1), we obtain〈

ϕ̂ ′
y(û1)− ϕ̂ ′

y(û2), û1 − û2

〉
Ĥ

≥
∥∥∇(û1 − û2)

∥∥2

2
−

∫
Ω

η(z)|û1 − û2|2 dz

≥ ξ0‖û1 − û2‖2
(3.2)

for some ξ0 > 0 (see Gasiński–Papageorgiou [6, Proposition 2.5]), so ϕ̂y is strictly

convex.
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Also, we have

(3.3)
〈
ϕ̂ ′
y(û), û

〉
=

〈
ϕ̂ ′
y(û)− ϕ̂ ′

y(0), û
〉
+

〈
ϕ̂ ′
y(0), û

〉
≥ ξ0‖û‖2 − c1‖û‖,

for some c1 > 0 (see (3.1)), so

(3.4) the map û �−→ ϕ̂ ′
y(û) is coercive on Ĥ.

But ϕ̂ ′
y is maximal monotone (see Filippakis–Papageorgiou [5]). Hence, it is sur-

jective (see Papageorgiou–Kyritsi [11, Corollary 3.2.28, p. 172]). So, we can find

û0 ∈ Ĥ such that

ϕ̂ ′
y(û0) = 0.

From the strict convexity of ϕ̂y , it follows that û0 is the unique global minimizer of

ϕ̂y . Let ϑ : Y −→ Ĥ be the map that assigns to each y ∈ Y the unique minimizer

û0 = û0(y) of ϕ̂y . We have

(3.5) ϕ̂ ′
y

(
ϑ(y)

)
= p

Ĥ∗ϕ
′(y+ ϑ(y)

)
and ϕ

(
y+ ϑ(y)

)
= inf

û∈Ĥ
ϕ(y+ û).

Let σ : Y × Ĥ −→ Ĥ∗ be defined by

(3.6) σ(y, û) = p
Ĥ∗ϕ

′(y+ û) ∀(y, û) ∈ Y × Ĥ.

If σ(y0, û0) = 0, then from (3.5), we have that û0 = ϑ(y0). Recall that ϕ ∈
C2(H1(Ω)). So, from (3.6), it is clear that σ ∈C1(Y × Ĥ, Ĥ∗), and for all û ∈ Ĥ ,

we have 〈
σ′
û(y0, û0)û, û

〉
Ĥ

=
〈
p

Ĥ∗ϕ
′′(y0 + û0)û, û

〉
Ĥ

=
〈
ϕ′′(y0 + û0)û, û

〉
= ‖∇û‖22 −

∫
Ω

f ′
ζ(z, y0 + û0)û

2 dz

≥ ‖∇û‖22 −
∫
Ω

ηû2 dz

≥ ξ0‖û‖2,

where we used the orthogonality of Y and Ĥ , hypothesis H(i), and [6, Proposi-

tion 2.5]. So σ′
û(y0, û0) ∈ L(Ĥ, Ĥ∗) is an isomorphism.

Invoking the implicit function theorem, we conclude that ϑ ∈ C1(Y ; Ĥ).

�

Let ϕ : Y −→R be defined by

(3.7) ϕ(y) = ϕ
(
y+ ϑ(y)

)
∀y ∈ Y.

PROPOSITION 3.3

If hypotheses H hold, then ϕ is anticoercive; that is, if ‖y‖ −→∞, then ϕ(y)−→
−∞.
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Proof

We argue by contradiction. So, suppose that the result is not true. Then we can

find M > 0 and a sequence {yn}n≥1 ⊆ Y such that

‖yn‖ −→+∞ and −M ≤ ϕ(yn) ∀n≥ 1.

From the definition of ϕ (see (3.7)), we have

−M ≤ ϕ(yn)≤ ϕ(yn) =
1

2
‖∇yn‖22 −

∫
Ω

F (z, yn)dz

≤
∫
Ω

(1

2
λmy2n − F (z, yn)

)
dz

(3.8)

since yn ∈ Y . Let

f̂(z, ζ) = f(z, ζ)− λ̂mζ,

and let

F̂ (z, ζ) =

∫ ζ

0

f̂(z, s)ds.

Then

0≤ lim inf
ζ→±∞

f̂(z, ζ)

ζ
≤ limsup

ζ→±∞

f̂(z, ζ)

ζ
≤ η(z)− λ̂m

uniformly for almost all z ∈Ω, so

(3.9) 0≤ lim inf
ζ→±∞

2F̂ (z, ζ)

ζ2
≤ limsup

ζ→±∞

2F̂ (z, ζ)

ζ2
≤ η(z)− λ̂m

uniformly for almost all z ∈Ω (see [1, Remark 26]).

Also, we have (see hypothesis H(ii))

(3.10) lim
ζ→±∞

(
f̂(z, ζ)ζ − 2F̂ (z, ζ)

)
=−∞ uniformly for almost all z ∈Ω.

Let

vn =
yn

‖yn‖
∀n≥ 1.

Then

‖vn‖= 1 ∀n≥ 1,

and by virtue of the finite dimensionality of Y , passing to a subsequence if nec-

essary, we may assume that

vn −→ v in H1(Ω),

with ‖v‖= 1. Hence, ∣∣{v �= 0}
∣∣
N
> 0,

where | · |N denotes the Lebesgue measure on R
N , and∣∣yn(z)∣∣ −→+∞ for almost all z ∈ {v �= 0}.
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By virtue of (3.10), for a given β > 0, we can find M̂ = M̂(β)> 0 such that

(3.11) f̂(z, ζ)ζ − 2F̂ (z, ζ)≤−β for almost all z ∈Ω, all |ζ| ≥ M̂.

For almost all z ∈Ω and all ζ ≥ M̂ , we have (see (3.20))

(3.12)
d

dζ

F̂ (z, ζ)

ζ2
=

f̂(z, ζ)ζ − 2F̂ (z, ζ)

ζ3
≤− β

ζ3
.

Integrating (3.12) on [ζ, y] (with M̂ ≤ ζ ≤ y), we have

F̂ (z, y)

y2
− F̂ (z, ζ)

ζ2
≤ β

2

( 1

y2
− 1

ζ2

)
for almost all z ∈Ω.

We let y −→+∞ and obtain (see (3.9))

− F̂ (z, ζ)

ζ2
≤− β

2ζ2
for almost all z ∈Ω, all ζ ≥ M̂,

so

F (z, ζ)≥ β

2
for almost all z ∈Ω, all ζ ≥ M̂.

Since β > 0 is arbitrary, we conclude that F (z, ζ)−→+∞ as ζ →+∞ uniformly

for almost all z ∈Ω.

Similarly, we show that F̂ (z, ζ) −→ +∞ as ζ →−∞. Then, from (3.8), we

have

−M ≤ ϕ(yn)≤−
∫
Ω

F̂ (z, yn)dz −→−∞

(recall that |yn(z)| →+∞ for almost all z ∈ {v �= 0}), a contradiction. �

We assume that Kϕ is finite. (Otherwise we already have a whole sequence of

nontrivial solutions of (1.1) and so we are done.) From Proposition 3.3, we know

that −ϕ is coercive; hence, it satisfies the Palais–Smale condition. Therefore, ϕ

satisfies the Palais–Smale condition, and we can consider the critical groups of ϕ

at infinity. In fact, using ideas from Liu [9], we can compute exactly these critical

groups of ϕ.

PROPOSITION 3.4

If hypotheses H hold, then

Ck(ϕ,∞) = δk,dmZ ∀k ≥ 0,

with dm = dimY ≥ 1.

Proof

Let m0 < inf ϕ(Kϕ). Since ϕ is anticoercive (see Proposition 3.3), we can find

γ < β <m0 and 0< 
<R such that

Cr ⊆ ϕγ ⊆C� ⊆ ϕβ ,

where, for every r > 0, Cr = {y ∈ Y : ‖y‖ ≥ r}.
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For the triples (CR,C�, Y ) and (ϕγ , ϕβ , Y ) we consider the corresponding

long exact sequences of homology groups. So, we have

(3.13)

...
...

Hk(C�,CR)
h∗|C�−→ Hk(ϕ

β , ϕγ)

↓ i∗ ↓ î∗

Hk(Y,CR)
h∗−→ Hk(Y,ϕ

γ)

↓ j∗ ↓ ĵ∗

Hk(Y,C�)
h∗−→ Hk(Y,ϕ

β)

↓ ∂∗ ↓ ∂̂∗

Hk−1(C�,CR)
h∗|C�−→ Hk−1(ϕ

β , ϕγ)

...
...

In (3.13) all squares are commutative (see Granas–Dugundji [7, p. 377]) and

the maps i∗, j∗, î∗, ĵ∗, h∗ are the group homomorphisms induced by the corre-

sponding inclusion maps. Finally, ∂∗ and ∂̂∗ are the corresponding boundary

homomorphisms.

Since γ < β <m0 < inf ϕ(Kϕ), we have

(3.14) Hk(ϕ
β , ϕγ) = 0 ∀k ≥ 0

by the second deformation theorem (see Papageorgiou–Kyritsi [11, Theorem 4.6.1,

p. 349]). We consider the map ξ : C� −→CR, defined by

ξ(u) =

{
R u

‖u‖ if 
≤ ‖u‖ ≤R,

u if R< ‖u‖.

Evidently ξ is continuous and ξ|CR
= id|CR

. Therefore, CR is a retract of C�.

Moreover, if h : [0,1]×C� −→ Y is defined by

h(t, u) = (1− t)u+ tR
u

‖u‖ ∀(t, u) ∈ [0,1]×C�,

then we see that C� is deformable into CR over Y . So, invoking [4, Theorem 6.5,

p. 325], we have that CR is a deformation retract of C�. Hence (see Granas–

Dugundji [7, p. 387]),

(3.15) Hk(C�,CR) = 0 ∀k ≥ 0.
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From the exactness of the long homology sequence in (3.13), we have (see (3.15))

0 = im i∗ = ker j∗ and im j∗ = ker∂∗ =Hk(Y,C�)

and (see (3.14))

0 = im î∗ = ker ĵ∗ and im ĵ∗ = ker ∂̂∗ =Hk(Y,ϕ
β).

From these equalities, it follows that both j∗ and ĵ∗ are group homomorphisms.

Then invoking [7, Lemma D.1, p. 610], we infer that h∗ is an isomorphism. So,

we have

Hk(Y,C�) =Hk(Y,ϕ
β);

hence,

(3.16) Hk(Y,C�) =Ck(ϕ,∞) ∀k ≥ 0.

Recall that β < inf ϕ(Kϕ).

As before, using the radial retraction and [4, Theorem 6.5, p. 325], we show

that ∂B� = {y ∈ Y : ‖y‖= 
} is a deformation retract of C�. Therefore,

Hk(Y,C�) =Hk(Y,∂B�) ∀k ≥ 0,

so (see Maunder [10, Example 4.3.12, pp. 120–121])

Hk(Y,C�) = δk,dmZ ∀k ≥ 0,

and thus (see (3.16))

Ck(ϕ,∞) = δk,dmZ ∀k ≥ 0. �

Now, we are ready for the multiplicity theorem.

THEOREM 3.5

If hypotheses H hold, then problem (1.1) has at least two nontrivial smooth solu-

tions u0, û ∈C1(Ω).

Proof

Since ϕ ∈ C2(H1(Ω)) and ϑ ∈ C1(Y ; Ĥ) (see Proposition 3.2), it follows that

ϕ ∈C1(Y ) (see (3.7)). Also, from Proposition 3.3, we know that ϕ is anticoercive.

Since Y is finite-dimensional, we can find y0 ∈ Y such that

ϕ(y0) =max
{
ϕ(y) : y ∈ Y

}
.

Then from Chang [3, Example 1, p. 33], we have

(3.17) Ck(ϕ,y0) = δk,dmZ ∀k ≥ 0.

Hypothesis H(iii) implies that

(3.18) Ck(ϕ,0) = δk,dl
Z ∀k ≥ 0,
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where

dl = dim

l⊕
i=0

E(λ̂i).

This can be established as in the work of Li–Perera–Su [8, Proposition 1.1], who

deal with Dirichlet spaces. Since their proof uses only the homotopy invariance

of critical groups and the orthogonal direct sum decomposition of the ambient

space, it carries also to the Neumann case. From (3.18) and since ϑ(0) = 0 (see

(3.3) and (3.5)), we have (see Liu [9, Lemma 2.3, p. 501])

(3.19) Ck(ϕ,0) = δk,d�Z ∀k ≥ 0.

Finally, from Proposition 3.4, we have

(3.20) Ck(ϕ,∞) = δk,dmZ ∀k ≥ 0.

If Kϕ = {0, y0}, then from (3.17), (3.19), and (3.20) and the Morse relation

with t=−1 (see (2.1)), we have

(−1)dl = 0,

a contradiction. So, ϕ has at least one more critical point ŷ /∈ {0, y0}. Let u0 =

y0+ϑ(y0), and let û= ŷ+ϑ(ŷ). Then u0, û are solutions of (1.1), and by standard

regularity theory, we have u0, û ∈C1(Ω). �
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1993. MR 1196690.

[4] J. Dugundji, Topology, Allyn and Bacon, Boston, 1966. MR 0193606.

[5] M. Filippakis and N. S. Papageorgiou, Multiple nontrivial solutions for

resonant Neumann problems, Math. Nachr. 283 (2010), 1000–1014.

MR 2677284. DOI 10.1002/mana.200710045.
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