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Abstract. Wiener-type variation spaces, also known as BVp-spaces (1 ≤
p < ∞), are complete normed linear spaces. A function g is called a multiplier
from BVp to BVq if the pointwise multiplication fg belongs to BVq for each
f ∈ BVp. In this article, we characterize the multipliers from BVp to BVq for
the cases 1 ≤ q < p and 1 ≤ p ≤ q.

1. Introduction

Let E and F be spaces of real- (or complex-) valued functions defined on a
set X. A real- (or complex-) valued function g defined on X is called a multiplier
from E to F if the pointwise multiplication fg belongs to F for every f ∈ E. The
set of all multipliers from E to F is denoted as M(E → F ). When E and F are
normed spaces, then it is natural to consider the operator Mg : E → F defined
as

Mg(f) = fg.

The operatorMg is called amultiplication operator induced by g, and the function
g is usually called the symbol of the multiplication operator.

It is then of interest to characterize the set M(E → F ) as well as some prop-
erties of Mg (such as boundedness, compactness, closed range, etc.) in terms of
conditions on the symbol g. For example, Takagi and Yokouchi [11] characterized
the set M(Lp → Lq), where Lp stands for the usual Lebesgue space. Nakai [9]
studied the set of multipliers between Lorentz spaces. The author, Castillo, and
Ramos-Fernández [5] studied multiplication operators defined on Orlicz–Lorentz
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spaces; the author and Castillo [4] also studied multiplication operators defined
on multidimensional Lorentz spaces. (We refer the reader to [10] for more infor-
mation about these topics.)

In order to introduce the bounded variation spaces, we recall that a partition
P of [0, 1] is a finite set P = {t0, t1, . . . , tm} such that

0 = t0 < t1 < t2 < · · · < tm = 1.

For a function f : [0, 1] → R, we say that f has bounded p-variation (BVp) if

Varp(f) = sup
P

( m∑
j=1

∣∣f(tj)− f(tj−1)
∣∣p)1/p

< ∞,

where the supremum is taken over all partitions P of [0, 1]. The set of all functions
f : [0, 1] → R with bounded p-variation will be denoted as BVp([0, 1]). Bounded
variation spaces were introduced by Jordan [6] in 1881. Since then, the concept of
bounded variation has been generalized in many ways. The one we discuss here
was introduced by Wiener [12] in 1924.

There are some special features that distinguish BVp([0, 1])-spaces from other
spaces such as Lebesgue spaces Lp (and their generalizations, e.g., Lorentz spaces,
Orlicz spaces, etc.). For example, for functions f and g in Lp, if f = g almost
everywhere, then their Lp-norms are the same. This is not true for functions in
BVp([0, 1]). Even if f, g ∈ BVp([0, 1]) differ only on one single point, their norms
can be very different. So, in the context of BVp([0, 1]), f = g means f(t) = g(t)
for all t ∈ [0, 1].

Another important difference between BVp([0, 1])- and Lp-spaces is the lack of
the so-called lattice property : for f , g in Lp, if |f | ≤ |g| almost everywhere, then
‖f‖Lp ≤ ‖g‖Lp . This property does not hold in BVp([0, 1]), as is easily shown by
defining on [0, 1] the functions

f(t) =

{
0 if t 6= 1/2

1 if t = 1/2
and g(t) = 1.

(For more details about bounded variation spaces and different types of variations,
see [1].) There has been relatively little study of multipliers and multiplication
operators on bounded variation spaces. One of the few examples we can cite is
[2], where the authors obtained results about the multiplication operator Mu :
BV1([0, 1]) → BV1([0, 1]).

In this article, we completely characterize the set

M
(
BVp

(
[0, 1]

)
→ BVq

(
[0, 1]

))
.

To describe our result more precisely, we divide the argument into two cases:
CASE I: 1 ≤ q < p, CASE II: 1 ≤ p ≤ q. In Section 2, we give some auxil-
iary results and definitions. In Section 3, we state some theorems regarding the
characterization described above.



378 H. C. CHAPARRO

2. Auxiliary results

We present some auxiliary results that will be useful later. Let us denote by
B([0, 1]) the set of all bounded functions f : [0, 1] → R with the norm

‖f‖∞ := sup
0≤t≤1

∣∣f(t)∣∣.
It is a well-known fact that BVp([0, 1]) is a subspace of B([0, 1]) (see [1, p. 85]).
Moreover, if we set

‖f‖BVp := ‖f‖∞ +Varp(f),

then (BVp([0, 1]), ‖ · ‖BVp) becomes a Banach space. With this norm, BVp([0, 1])
is a normalized Banach algebra; that is,

‖fg‖BVp ≤ ‖f‖BVp‖g‖BVp . (2.1)

(See [7, p. 171] for a proof of the above inequality.) Besides, since the inequality

Varp(f)
1/p ≤ Varq(f)

1/q, 1 ≤ q ≤ p < ∞, (2.2)

holds, one concludes that

BVq

(
[0, 1]

)
⊂ BVp

(
[0, 1]

)
, 1 ≤ q ≤ p < ∞.

In the next lemma, we show that the above inclusion is strict. This fact will be
useful later.

Lemma 2.1. Given any strictly increasing sequence {tj}j∈N ⊂ [0, 1], there exists
a function f such that

(1) f ∈ BVp([0, 1]) but f /∈ BVq([0, 1]) if 1 ≤ q < p,
(2) supt∈(tj ,tj+1)

f(t) = f(tj),

(3) inft∈(tj ,tj+1) f(t) = 0.

Proof. (1) For some θ > 0, consider the zigzag function Zθ defined on [0, 1] as

Zθ(t) =


0 if t < t0 or t = (tj + tj+1)/2, j = 0, 1, 2, . . . ,

1
21/p(j+1)θ

if t = tj, j = 0, 1, 2, . . . ,

linear otherwise.

(2.3)

It follows that

Varp(Zθ)
p =

∞∑
j=1

1

jpθ
(1 ≤ p < ∞).

This means that Zθ belongs to BVp([0, 1]) only if p > 1/θ. In particular, for
1 ≤ q < p, Z1/q(t) ∈ BVp([0, 1]) and Z1/q(t) /∈ BVq([0, 1]) (see [1, p. 89] for a
similar discussion). It is clear that Z1/q also satisfies conditions (2) and (3). �

For any function f : [0, 1] → R and any set E ⊆ [0, 1], we call

oscE(f) = sup
t∈E

f(t)− inf
t∈E

f(t)
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the oscillation of f on E. For 1 ≤ p < ∞, we define

vp(f) = sup
( m∑

k=1

oscIk(f)
p
)1/p

,

where the supremum is taken over all collections {Ik} of disjoint intervals con-
tained in [0, 1].

For the proof of Theorem 3.1, which is the main result of this paper, it will be
convenient to use vp(f) instead of Varp(f). We show that they are the same in
the following lemma.

Lemma 2.2. For any function f ∈ BVp([0, 1]),

Varp(f) = vp(f).

Proof. Given any partition P = {0 = t0, t1, . . . , tm = 1} of [0, 1], we construct a
sequence of disjoint intervals

I1 = (t0, t1), I2 = (t1, t2), . . . , Im = (tm−1, tm).

It is clear that∣∣f(tj)− f(tj−1)
∣∣ ≤ sup

t∈Ij
f(t)− inf

t∈Ij
f(t) = oscIj(f), j = 1, 2, . . . ,m.

Then
m∑
j=1

∣∣f(tj)− f(tj−1)
∣∣p ≤ m∑

j=1

oscIj(f)
p,

from which one concludes that

Varp(f) ≤ vp(f). (2.4)

Now we will obtain the reverse inequality. Fix a sequence X1, X2, . . . , Xm of dis-
joint subintervals of [0, 1]. Then, for any ε > 0, there exist xj ∈ Xj and xj−1 ∈ Xj

(j = 1, . . . ,m) such that

f(xj) > sup
x∈Xj

f(x)− ε and f(xj−1) < inf
x∈Xj

f(x) + ε.

Therefore,∣∣f(xj)− f(xj−1)
∣∣ ≥ f(xj)− f(xj−1) > sup

x∈Xj

f(x)− inf
x∈Xj

f(x)− 2ε.

And then we have

Varp(f)
p ≥

m∑
j=1

∣∣f(xj)− f(xj−1)
∣∣p > m∑

j=1

(
oscXj

(f)− 2ε
)p
.

From the above inequality, a standard argument shows that

vp(f) ≤ Varp(f). (2.5)

Combining (2.4) and (2.5), we obtain the desired result. �
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3. Multipliers from BVp([0, 1]) to BVq([0, 1])

To facilitate our study of multipliers between BVp([0, 1])- and BVq([0, 1])-spaces,
we separate it into two cases.

CASE I : 1 ≤ q < p. Lemma 2.1 and the inequality

Varp(f) ≤ Varq(f) (1 ≤ q < p),

show us that, for 1 ≤ q < p, BVq([0, 1]) is a proper subset of BVp([0, 1]). If we
take a function u belonging to BVp([0, 1]) \ BVq([0, 1]), then we cannot induce a
multiplier from BVp([0, 1]) into BVq([0, 1]). For the constant function f(t) = 1 ∈
BVp([0, 1]),

Mu(f) = u · f = u · 1 = u /∈ BVq

(
[0, 1]

)
.

Because of this, it is natural to restrict ourselves only to symbols u such that
u ∈ BVq([0, 1]).

For any subset A ⊂ [0, 1], we denote by #(A) the counting measure on A, that
is,

#(A) =

{
number of elements in A if A is a finite set,

∞ if A is an infinite set.

Moreover, for a function u : [0, 1] → R, we define

ϕu(r) = #
({

t ∈ [0, 1] :
∣∣u(t)∣∣ ≥ r

})
.

In the next theorem, we will see that the function ϕu allows us to characterize
the set M(BVp([0, 1]) → BVq([0, 1])).

Theorem 3.1. Suppose that 1 ≤ q < p, and let u be a function in BVq([0, 1]).
Then u ∈ M(BVp([0, 1]) → BVq([0, 1])) if and only if ϕu(r) < ∞ for all r > 0.

Proof. Fix u ∈ BVp([0, 1]). Assume that ϕu(r) < ∞ for all r > 0, and take
arbitrary f ∈ BVq([0, 1]). We will prove that uf ∈ BVp([0, 1]).

There is no loss of generality in assuming that both u and f are positive.
Otherwise, we decompose u and f as

u = u+ − u−, f = f+ − f−,

where the superscripts + and − stand for the positive and negative parts of the
functions; that is,

f+(t) = max
{
f(t), 0

}
, f−(t) = max

{
−f(t), 0

}
.

Note that

uf = u+f+ − u+f− − u−f+ + u+f−

and that

Varp(uf)
1/p ≤ Varp(u

+f+)1/p +Varp(u
+f−)1/p

+Varp(u
−f+)1/p +Varp(u

+f−)1/p.

Then, it is sufficient to estimate each term separately.
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We prove the converse first. If ϕ(r) < ∞ for all r > 0, then for any interval
Ik ⊂ [0, 1] there exists tk ∈ Ik such that u(tk) = 0. Since u and f are positive
functions, it follows that

inf
t∈Ik

(uf)(t) = 0 and inf
t∈Ik

u(t) = 0. (3.1)

We know also that

sup
t∈Ik

(uf)(t) ≤ ‖f‖∞ sup
t∈Ik

u(t). (3.2)

From (3.1) and (3.2), we conclude that

oscIk(uf) ≤ ‖f‖∞ oscIk(u).

And then, adding over disjoint intervals Ik,
m∑
k=1

oscIk(uf)
q ≤ ‖f‖q∞

m∑
k=1

oscIk(u)
q.

Therefore,

Varq(uf) ≤ ‖f‖∞ Varq(u) ≤ Varp(f)Varq (u).

In order to prove the direct implication, by way of contradiction, assume that
there exists a number r0 > 0 such that ϕ(r0) = ∞. Then we can find an increasing
sequence {tn}n∈N ⊂ [0, 1] such that u(tn) ≥ r0. Recall the function Z1/q defined
in the proof of Lemma 2.1. We know that vp(Z1/q) < ∞ and vq(Z1/q) = ∞. For
this function, it is true that

inf
(tj ,tj+1)

Z1/q(t) = 0, and also inf
(tj ,tj+1)

u(t) · Z1/q(t) = 0.

Then

osc(tj ,tj+1)(u · Z1/q) = sup
(tj ,tj+1)

(u · Z1/q)(t)− inf
(tj ,tj+1)

(u · Z1/q)(t)

= sup
(tj ,tj+1)

(u · Z1/q)(t)

≥ u(tj) · Z1/q(tj)

≥ r0 · Z1/q(tj)

= r0 · sup
(tj ,tj+1)

Z1/q(t)

= r0 ·
(

sup
(tj ,tj+1)

Z1/q(t)− inf
(tj ,tj+1)

Z1/q(t)
)

= r0 · osc(tj ,tj+1)(Z1/q).

From this one concludes that

Varq(u · Z1/q)
q ≥ rq0 Varq(Z1/q)

q

= rq0

∞∑
k=1

1

k

= ∞. �
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CASE II : 1 ≤ p ≤ q. The study of M(BVp([0, 1]) → BVq([0, 1])) for the case
1 ≤ p ≤ q is quite easy. We provide it here for the sake of completeness.

The following result relies on the fact that BVq([0, 1]) is a normalized Banach
algebra, and also on the fact that, for 1 ≤ p ≤ q, we have the continuous embed-
ding BVp([0, 1]) ↪→ BVq([0, 1]).

Theorem 3.2. Suppose that 1 ≤ p ≤ q. Then u ∈ M(BVp([0, 1]) → BVq([0, 1]))
if and only if u ∈ BVq([0, 1]). In this case, Mu, the multiplication operator induced
by u, is a bounded linear operator from BVp([0, 1]) into BVq([0, 1]), and its norm
is given by ‖Mu‖ = ‖u‖BVq .

Proof. If u ∈ BVq([0, 1]), then from (2.1) and (2.2) we get

‖uf‖BVq ≤ ‖u‖BVq‖f‖BVq ≤ ‖u‖BVq‖f‖BVp < ∞. (3.3)

Then uf ∈ BVq([0, 1]). Conversely, if u ∈ M(BVp([0, 1]) → BVq([0, 1])), then,
since the constant function h(t) = 1 belongs to BVp([0, 1]), we have

Muh(x) = u(x) · h(x) = u(x) · 1 = u(x), (3.4)

and so u ∈ BVq([0, 1]). Finally, from (3.3) and (3.4) we can also conclude that
‖Mu‖ = ‖u‖BVq . �

Remark 3.3. The results we have obtained in this article can be performed, with
some modifications, for functions of several variables. For more information about
bounded variation in this setting, we refer the reader to [1, p. 91], [3], and [8].
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