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Rejoinder

Mary W. Gray

Professor Roberts may be correct in his assessment
of our disparate views on the potential for using statis-
tics to “prove” the existence of discrimination. Fortu-
nately for plaintiffs, the standard required in civil cases
is not the “beyond reasonable doubt” to which he refers.
Instead, all that is required is that a preponderance of
the evidence shows that it is more likely than not that
discrimination has occurred. However, I thoroughly
agree with his analysis of where the roots of the prob-
lem, if there is one, may lie—namely in initial placements,
a factor also highlighted by Professor Gastwirth.

In looking at regression analyses of faculty salaries
and underlying data at more than three dozen institu-
tions —at the behest of faculty or of administration, in
litigation or in the hope of avoiding litigation, I have
found that gender-based differences in salaries almost
always relate in whole or in part to placement policies.
Historically the difficulty arose from disparate starting
salaries for the same position; whereas such practices
have become less prevalent, the disparity in starting
ranks for similarly qualified men and women continues
to be a problem, particularly for those who come with
several years of post-doctoral teaching experience and
a research record that could conceivably qualify them
either for a senior (untenured) assistant professorship
or a (possibly tenured) associate professorship. Clearly,
those men or women offered the latter will have an
essentially insurmountable lead in salary even though
the rank disparity may eventually disappear; more
importantly, those offered the lower rank may lose
out at the tenure-decision stage, sometimes because
standards have increased, sometimes because of finan-
cial problems at the institution, and sometimes through
sheer perversity or bad luck. When women are dispro-
portionately in this group, subsequent salary differ-
ences as well as the paucity of women at upper ranks
are easily explained.

-One reason for this disparate placement relates to
Professor Roberts’ interesting discussion of homoge-
neous job groupings. He mentions the possibility of
overqualified women ending up, for whatever reason,
in the clerical category. In academe the equivalent is
the “nontenure-track” or temporary position. Approxi-
mately 20% of all full-time women faculty, as compared
with less than 8% of all full-time men faculty are
in such positions (AAUP Salary Survey, 1992). That
women are more likely to have had prior experience in
temporary positions is one reason cited for the dispari-
ties in rank placement discussed above.

Women also disproportionately occupy part-time po-
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sitions, some by choice, but more because they cannot
get full-time academic employment. The salaries, as
well as job security, for all of these “irregular” positions
are simply not comparable with the salaries of full-time
tenure-track and tenured faculty. In fact, as I noted,
faculty occupying such positions are usually excluded
from regression analyses of salaries, although in one
case plaintiffs attempted unsuccessfully to prove that
the disproportionate tracking of women into these posi-
tions in itself constituted disparate-impact discrimina-
tion (Griffin v. Board of Regents, 1986).

The pay-for-knowledge plans mentioned by Professor
Roberts are becoming more widespread as employers
come to value flexibility in the workplace. I am more
sanguine than he about the application of a variant in
academe, especially with the worry about stagnation
in light of the coming abolition of mandatory retire-
ment. Of course, to one who has taught a broad range
of undergraduate mathematics and statistics courses;
graduate algebra, applied statistics and mathematics
history courses; courses on programming and com-
puter law; a women'’s studies course on politics; and a
political science course on civil rights and civil liberties
in the past few years, such a scheme has a great deal
of appeal.

I have little faith in the use of matching studies as
proposed by Professor Gastwirth, for I believe that
they are even more subject to manipulation than are
regressions. I do agree, however, that to be effective
regression studies ought to be quite robust to reason-
able changes in variables and additions or subtractions
of specific data points. Moreover, Professor Roberts’
assessment of the importance of anecdotal evidence,
concurred in by Professor Gastwirth, is right on target.
Bringing the numbers to life is crucial, no matter how

‘good the statistical evidence and how open-minded the

judge. This depends on having sympathetic plaintiffs;
unfortunately many victims of discrimination, possibly
as a result of having been victimized, are not effective
on their own behalf. Moreover, even the best qualified,
most presentable witness can be vulnerable to accusa-
tions from disgruntled students or colleagues or inap-
propriate comparisons. With the passage of the 1991
Civil Rights and Women'’s Equity in Employment Act
effective witnesses will be even more crucial if the Act’s
provisions for jury trials are invoked. However, good
case history testimony depends to some extent on the
presence of a “smoking gun,” which colleagues and
administrators in this day and age are unlikely to
provide. Providing an alternative means of redress, the
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disparate-impact model of discrimination is based on
the theory that if the effect of an action is in fact
discriminatory we need not assess the motive behind it.

All in all, Professor Roberts’ lessons provide excel-
lent instruction. If only statisticians, lawyers and
courts could be convinced!

Professor Gastwirth also sounds some appropriate
warnings, including the possibility that statistical ex-
perts—and thus the court—may be unaware of the
existence of data that do not support their conclusions.
It is not uncommon for a party to litigation to hire
one expert to do preliminary work to find out what
data is supportive and then provide to the experts to
be used at trial only what is favorable. Experts can,
of course, inquire about the existence of additional
data. In one recent tenure case, the defendant “acciden-
tally” burned a substantial amount of subpoenaed evi-
dence; eschewing sanctions on the defendant, the judge
left the plaintiff severely crippled in proceeding with
her case (Jackson v. Harvard University, 1989). In
general, Gastwirth’s emphasis on the need for reliable
data is all too often ignored.

I found Professor Gastwirth’s analyses of several
recent cases, particularly of Judge Posner’s views, very
instructive and in fact reinforcing of my own view on
the action of courts to the extent that I have never
felt that faith in the efficacy of statistics is correlated
in any way with political beliefs. I fear we disagree on
the meaning of the Ward’s Cove case, but the passage
of the 1991 Civil Rights Act has in any event remade
the landscape. Particularly useful is Professor Gast-
wirth’s more detailed exposition of the issues involved
in choosing between the “males-only” and the “total-
population” regression models and his suggestions re-
garding the combining of data.

On the other hand, I have little confidence that
Bayesian methods can be made understandable to
judges or to juries. One of the problems we currently
face is the superficiality of the use of statistics, particu-
larly the mystique surrounding the use of a 0.05 sig-
nificance level. In Ottaviani the judge totally discounted
any descriptive statistics —even those with the inexora-
ble zero denoting total exclusion—which is what led to
the excluded analysis referred to by Professor Gast-
wirth. If we seek new approaches, perhaps exploratory
data analysis, rather than Bayesian methods, will be
our salvation.

Professor Conway perceptively notes that the prob-
lems encountered in constructing an appropriate re-
gression model are interrelated; her specific examples
are enlightening, particularly with respect to grouping
and treatment of outliers. The question she raises of
when enough is enough has, of course, no easy answer,
but Professor Gastwirth’s observation that the most
effective model is one which is quite robust provides
guidance. The goal is to create a model essentially

impervious to the addition of other variables that
might be reasonably thought to be influential and unbi-
ased. Part of this process is, as Professor Conway
suggests, to anticipate the rebuttal of the opponent.

Ideally one’s best statistical judgment and knowl-
edge of the actual situation being modeled need to be
combined to give a sense of confidence that the model
makes sense. Thus it is important that a statistical
expert have a good understanding of the real-world
process being studied, as well as of the underlying
statistical concepts.

Part of the basis of the expert’s judgment as to what
feels right must be how the model can be explained to
the finders of fact —judge or jury. Certainly the use of
graphs and charts provides major assistance. I always
think of the judge or jury as students in an elementary
statistics course, students whose attention must be
engaged and held. They need to be caught up in the
explanation in such a way as to guarantee that they
will make the effort to understand complex concepts
with which they are probably uncomfortable. All the
tricks of the teaching trade have to be employed, such
as relating complicated concepts to more readily under-
stood ideas from everyday life. One may still fail,
particularly if the anecdotal evidence is less than com-
pelling and/or the judge is not disposed to believe that
statistics really “prove” anything that he or she does
not already believe.

The cautions of Meier, Fisher, and Dempster, refer-
enced by Conway, concerning the difficulties of recon-
ciling limitations with the legal system’s preference
for definitive, unqualified judgments are well taken.
Professor Conway’s own exposition of the problems
encountered with statistical evidence is very much on
point; certainly the complexity of faculty compensation
structures would make it difficult to make a convincing
case even in a sympathetic forum. However, the fact
remains that the traditional reluctance of courts to
intrude into an academic setting has allowed colleges
and universities license that most defendants are not

. accorded.

Finally, although each comment has provided useful
cautions and helpful advice, neither my view that the
courts are in general unlikely to rely on statistics that
do not fit their view of the world, nor my belief that
they should, has been altered.
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