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ON EQUAL DISTRIBUTIONS

By MosHE PoLLAK
The Hebrew University of Jerusalem

It is shown that two distributions both of which have a finite expecta-

tion are equal if and only if for every n = 1 there exists 1 < k < n such
_ that the kth order statistics from samples of size » of each distribution have
equal expectations.

Similarly, it is shown that a distribution with finite expectation is sym-
metric about zero if and only if for every n = 0 there exists 0 < k < 2n + 1
such that the sum of the expectations of the kth smallest and the kth largest
observations in a sample of size 2z + 1 is zero.

The object of this paper is to give a characterization of distributions of random
variables whose expectations exist and are finite.

In this paper, (X3, - - -, X©,) will denote the order statistic (in increasing order)
of n independent observations of the random variable X.

THEOREM 1. Let X, Y be random variables whose expectations exist and are finite,
and let F, G denote their respective distributions. A necessary and sufficient condition
for F to equal G is that for every positive integer n there exista k,, 1 < k, < n,
such that
(1) EXp , = EY(, .

Proor. The necessity of the condition is clear. The sufficiency will be proved
by the following two lemmas.

LEMMA 1. Let X, Y be defined as in Theorem 1. If for every positive integer n
there exists a k,, 1 < k, < n, such that (1) holds, then for every n and every 1 <
i< n.

@ EXg, = EY, .

Proor. By induction on n and i. (2)clearly holds forn = 1,i = 1. Suppose
that (2) holds for all 1 < i < n, n < r. It suffices to prove that EX;/' = EY;}!
foralll<i<r+ 1. By hypothesis, EX7". | = EY5H,

Let

r+1)°

A;» = the set of all subsets of {1, ---, n} which
contain exactly j different elements

(8%, - - -, 87;) = the order statistic (in increasing order) of
{X:lico,0e A"}
(T, - -+, T¢;,) = the order statistic (in increasing order) of
{Y&lico,0e 47
Vit = ZaeA,.rH S
W = 2l,e 4,741 Ty,
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By the induction hypothesis, ES% = ET¢, for each o€ 4,7+', 1 < i < r; and so
foreveryl i< r:

3) EV;7+ = EW+t,

Clearly, for 1 < igr+1
) Vitt=(r 41— DX + X,
5) Woth = (r+ 1 — DY+ iYet, .

If 1 £ k,,, <r+ 1, then taking i = k,, in (3), (4) and (5), one gets that
E(X sy — Yarhwn = BOVEL, = WEL) — (r+ 1= DEXGT, — Yir,)

+1 (kpt1)
=0

and so EX7;i' = EY#* for j = k,,, + 1 and inductively for j = k,,, + 2, ---,
r+ 1.
For 1 < k,,, <r+ 1, taking i = k,,, — 1 in (3), (4) and (5) in the same way
gives EX[t' = EYi'forj = k,,, — 1, and inductively for j = k,,, — 2, ..., 1.
Therefore (2) holds for n < r + 1, 1 <i < n, and by induction for all n,
1 £i < n, proving Lemma 1.

LEMMA 2. Let X, Y, F, G be defined as in Theorem 1. Let (2) hold for every n
and every i, 1 < i< n. Then F =G.

Proor. Let 0 < a < 1 be such that there are unique x, and y, with F(x,—) <
a < F(x,) and G(y,—) < a < G(y,). To show F = G it is enough to show
x, = y, for such pairs. Select integers p, such that p,/n — «. Then if F, is the
empirical distribution function based on n observations of X, F,(X7, )) = p,/n—
a (if there are ties, F, may jump above p,/n at X7, | but we give the equation
F,(X{,,) = p./n the obvious interpretation) so that X7, | —, x,. Similarly,
Yi,) —as Ve It is easy to see that EX7, ) —x, and EY(, ) — y,. But since
EX{, , = EY(, , (by hypothesis), this implies that x, = y,.

This completes the proof of Lemma 2 and thus the proof of Theorem 1.

a.8.

REMARK. In particular, F = G if E max,_, .. x X; = Emax,_, ... . Y, for all
K (or for K = n), as can be shown by similar methods; this would be enough
also if EX = —oo but Emax;_, ...  X; is finite for K > n,, n, arbitrary).

THEOREM 2. Let X be a random variable whose expectation exists. Then the
distribution F of X is symmetric about zero if and only if for each nonnegative integer
n there exists a k,, 1 < k, < 2n + 1, such that E(XE5 + X5, = 0.

Proor. The necessity of the condition is clear. The sufficiency: Denote Y =
—X. As in the proof of Theorem 1, one first proves (by induction on r) that
(6) EX;) = EYS) = —EX(
for every i, n; 1 < i < n. (6) clearly holds for n = 1, i = 1. Suppose (6) holds
for all i, n where 1 <i<n, 1 <n<2m+ 1. In particular, EX}} =

(m+1) —
—EXipH, =0, and so EV;ni* = 0 (where V;"*' is as denoted in the proof of
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Lemma 1). However V;ni* = (m + 1)X+2 + (m + 1)XZ+3. Thus (6) holds
also forn = 2m + 2,i = m + 1. By reasoning analogous to the proof of Lemma
1, one gets that (6) holds forn =2m + 2 andalli= 1, ..., 2m + 2, and like-
wise, also forn = 2m + 3andalli=1,...,2m + 3, and by induction for every
i,n,n>0,1 < i< n. This shows the conditions of Lemma 2 to hold, and so
X and — X have the same distribution, completing the proof of Theorem 2.

REMARK. In particular, F is symmetric about zero if and only if
E(max;_; .. 4,1 X; + mini:l,...,2n+l X;)=0

and likewise if and only if £ median,_, ... ,,,, X; = 0 for all nonnegative integers
n, where X, - - -, X,,,, are independent observations of X. Using similar methods,
one can prove that if the expectation of X does not exist, but the expectations
of the medians of large enough samples do and are equal to zero, then the distri-
bution of X is symmetric (about zero).
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