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ON THE STOCHASTIC ORDERING OF ABSOLUTE
UNIVARIATE GAUSSIAN RANDOM VARIABLES!

By PauL S. HorN
University of Cincinnati

This paper presents necessary and sufficient conditions for the stochastic
ordering of absolute univariate Gaussian random variables. This result is
based on the behavior of the particular Gaussian density at zero, which is
equivalent to restrictions on the mean and variance.

1. Introduction. In this paper we are concerned with the stochastic order-
ing of the absolute value of Gaussian random variables. Specifically, we say that
the random variable X is stochastically smaller than the random variable Z, or
X <% Z, if and only if P(X <t)> P(Z < t) for all ¢ [Marshall and Olkin
(1979), page 481]. It will be shown that the value of the density function at zero
is necessary and sufficient for the stochastic ordering of the absolute value of an
arbitrary Gaussian random variable with respect to the standard Gaussian
random variable.

2. Main result. Before proving the main result, we need the following

LEMMA. Suppose that 0 < a <1 and b > 0 and define
f(x) = cosh(x) — a exp{bx?}.

Then either f(-) is negative on (0,00) or changes sign exactly once from a
positive to a negative sign.

PrROOF. The sign of f(x) is the same as that of
g(x) = logcosh(x) — loga — bx?.
Thus we have
g'(x) = tanh(x) — 2bx
and
g"(x) = cosh7?(x) — 2b.

Since g”(0) = 1 — 2b, g”(00) = —2b and g”(-) is decreasing on (0, ), either
£"'(+) is negative on (0, o0) or changes sign once from a positive to a negative sign.
Further, as a result of the behavior of g”(-) and the fact that g’(0) = 0 and
8g'(00) = — oo, we see that g’() is also either negative on (0, o) or changes sign
once from a positive to a negative sign. Finally, since g’(+) behaves as previously
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stated and g(0) = —loga > 0 and g(c0) = — o, it follows that g(-) is either
negative on (0, o) or changes sign once from a positive to a negative sign. O

We now state the main result.

THEOREM. Let X ~ N(u, 02) and Z ~ N(0,1). Then
|X| <*|Z| if and only if ¢,(0) > ¢,(0),
where ¢.(-) is the density function of X and ¢(+) is the density function of Z.

Proor. We first note that the condition on the values of the density
functions at zero, ¢,(0) > ¢,(0), is equivalent to a restriction on p and o, namely,
0% < 1and p? < —o2Ino?% Next we note that

|X| <**|Z|
(1) o P(|X|<t)>P(Z <t) forallt
e P(-t<X<t)2P(-t<Z<t)
and so the stochastic ordering condition is equivalent to the property that X is
more peaked about zero than Z [Birnbaum (1945)].

Now (1) can be rewritten as

(2) P(-t—p)/o<Z<(t—p)/o)=2P(-t<Z<t) fort>0.

Note that o2 <1 is necessary for (2) to hold. If not, then the interval
[(—t— p)/o,(t — p)/o] is at most as large as [ — ¢, t], but the latter is symmet-
ric about zero. Define

B(t) = (®((t + p)/0) — @(t)) — (2(¢) — ((¢ — u)/0)),
where @(-) is the standard Gaussian distribution function and note that (2) is
equivalent to B(¢) > 0 for all ¢ > 0. Since B(0) = 0, B’(0) > 0 is necessary, i.e.,
B'(0) = (2/(ov27))exp(~p*/(20%)) — y2/7m 2 0
or
p? < —ollno?.
Thus necessity is proved.

For sufficiency, assume that 02 < 1 and u?> < —o2lno% If 62 =1, then p =0
and B = 0. Suppose therefore that ¢% < 1. Note that the following properties
imply B(¢) = 0 for all ¢ > 0: '

(i) B(0) = 0.

(ii) B(¢) > O for all ¢ > |u|/(1 — o).

(iii) B’(t) is either negative on (0, c0) or changes sign exactly once from a
positive to a negative sign.

Property (i) follows from previous arguments. Property (ii) is true since

t > |pl/(1 - o) implies [~¢,¢] € [(—¢ — p)/o,(t — 1) /0]
and (2) holds.
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To show that property (iii) holds, note
B'(t) = (1/0\/2_7r)exp(—(t + ;1.)2/202) — V2/7 exp(—t%/2)
(3) +(1/0V27 Jexp(— (¢ — p)*/20?)
= (1/0)y2/m cosh(ut/o?)exp(— (1% + u) /20%) — 2/ exp(—t%/2).
Thus B’(t) has the same sign as
(4) : cosh(x) — oexp(p®/20%)exp(0?(1 — 02)x2/2u2),
where x = |u|t/02. Since p?> < —¢%lno? and 6% < 1,
oexp(p?/20%) <1 and o%(1 — 62)/2u2> 0.
Thus property (iii) holds fromn the lemma and sufficiency is proved. O

3. Discussion. It should be noted that (3) is the difference of two folded
normal densities, where a folded normal random variable is the absolute value of
a normal random variable [Leone, Nelson and Nottingham (1961)]. It is also
clear that the results proved here apply more generally to even convex functions
of Gaussian random variables. If y(-) is an even convex function, then

Y(X) <*Y(Z) ® P(Y(X) <u) > P(Y(Z) <u) forall u,

which is equivalent to (1) when ¢ = inf{x: y(x) > u}.

Last, we consider the preceding situation when ¢(X) = X2. The theorem thus
provides necessary and sufficient conditions such that X? <* x2 where X is
N(p, %) and x? is a chi-squared random variable with one degree of freedom.
Taking this a step further, it is easily shown that

o (1/0%) <* X <* xi(/o?)
if and only if the conditions of the theorem hold, where x%(A) is a noncentral x?2
with noncentrality parameter A. Thus x? is stochastically ordered between a

noncentral chi-square and a constant times a noncentral chi-square under certain
conditions.
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