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ONE-SAMPLE -TEST WHEN SAMPLING FROM
A MIXTURE OF NORMAL DISTRIBUTIONS!

BY AUSTIN F. S. LEE AND JOHN GURLAND

Boston University and University of Wisconsin

For the one-sample r-test a new form of the exact distribution of the
test statistic #2 is obtained when sampling from a distribution which is a
mixture of two normal distributions. A numerical example is provided to
show that the size of the test can differ greatly when sampling from dis-
tributions having the same skewness and kurtosis. Contours of equal size
are plotted for a particular case in a certain cross section of the parameter
space.

1. Introduction. Many studies have been made to ascertain the extent of
distortion of the t-test when the underlying population from which the sample
has been obtained is not normal. The most recent work in this area and related
references can be found in Tiku (1971), Sansing and Owen (1974), and Subrah-
maniam, Subrahmaniam and Messeri (1975). '

In the present paper the effect of nonnormality on the one-sample #-test for
small samples is studied when the underlying distribution is a member of the
class of mixtures of two normal distributions, possibly with different variances.
This class of distributions is very rich in deviations from normality, and provides
some insight into the behavior of + when sampling from such a population. By
an approach different from that employed by Hyrenius (1949), the distribution
of ¢ is obtained in a form more convenient for investigating the effect of non-
normality on the #-test. This technique can also be used to investigate the two-
sample ¢ and related tests, as can be seen in Lee and D’Agostino (1976).

2. Distribution function of /. Let X be a random variable having a com-
pound normal distribution with probability density function (pdf) f given by

(2.1) f(x) = 7d(x; py, 07) + (1 — m)B(x; pra, 057)
where 0 < 7 < 1. Here ¢(x; g, 0,°) denotes the probability density function of
a normal random variable with mean g, and variance 6,2, i = 1, 2. Denote the
mean and variance of X by ¢ and ¢*, respectively.

Suppose X;, X,, - - -, X, is a random sample from the above distribution, and
let X and S* be the mean and variance of the sample. The cumulative distribu-
tion function (cdf) of the statistic 2 = nX?/S? can be written as

2-2) G(x) = Zin=o Hx|m)(G)z™(1 — =)*", x>0,
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where H(x|m), m =0, 1, - .., n, is the conditional cdf of 7, given that m ob-
servations are drawn from N(g,, o,) population and n — m observations are
drawn from N(p,, ¢,?) population:

THEOREM. The conditional cdf H(x|m) of ¢, as deﬂnéd above, can be expressed
as

(2.3)  Hlx|m) = Pldx;*(0.)/(ds2:%(9") + datm—s + didn-m—1) < 1]
‘ m=1,2,...,n—1;
(2.4)  H(x|0) = Pt/ < xf(n — D], with & = nplol;
and ,
(2.5 H(x|n) = PR @) < x[(n — V)], with & = npo?,
where y,*(8") denotes a chi-square random variable with degrees of freedom v and

noncentrality parameter 6°.

The notations in (2.3) are defined as follows. Let r = g,/0, and

B— [ (n — m)xj(n — 1) —m —r(m(n — m)¥1 + x/(n — 1))]_
—r(mn — m)¥1 + x/(n — 1)) r(mx/(n — 1) — (n — m))
Notice that since the determinant |B| < 0, the two characteristic roots of B are
opposite in sign. Then —d,, d, are these roots with d, >0, d,>0; d, =
nx/(n — 1); d, = r’nx/(n — 1). Furthermore,

0; = (umipy + uy(n — m)tpyfr)fo,, i=12,
where (u,, u,,), and (uy,, u,,) are the normalized characteristic vectors of B cor-
responding to —d, and d,, respectively.

The proof of this theorem is obvious, since, conditioning upon the number
of observations from each of the underlying distributions, the means and vari-
ances of observations from each of the underlying distributions are independent.

For the particular case r = 1, that is, ¢, = g,, the problem simplifies tremend-
ously because then H(x|m) becomes

(2.6) H(x|m) = P’ GOAH@) < xl(n — ], m=0,1,--.,n,
where

0 = (mp, + (n — m)p,)*/(na)?) ;
and

0 = m(n — m)(p; — p,)*/(noy?) .
This case has been studied by Subrahmanian, Subrahmaniam and Messeri (197 5).

3. Effect of nonnormality on two-sided z-test.

3.1 Computation of distribution function of £*. To compute P[# < x] from (2.2)
requires 'mainly the value of H(x|m) shown in (2.3), which is a distribution
function of a ratio of two linear combinations of independent central and non-
central y* variables. It has been shown by Kotz, Johnson and Boyd (1967) that
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the pdf of a linear combination of noncentral y* variables can be expressed as
an infinite series involving the pdf’s of central y* varlables Direct application
of this result yields

G.)  Hx|m) = Tise D50 aubsilpyiprap((1 + 26)/2, (n — 1 4 2))/2),

where I,(p, g) is an incomplete beta function, and the constants p, and 0, are
suitably chosen to facilitate the convergence of the series. The coefficients a,,
and a,; can be computed recursively and the formulas are given in Kotz et al.
(1967).

3.2. Some illustrative examples. Suppose that one is interested in testing the
null hypothesis H,: # = 0 against two-sided alternatives # + 0. When X,, - - -,
X, is a random sample from a normal population, P[|f| > t,_,.,,|H)] = a. On
the other hand, if the sample is from a compound normal distribution with
density given in (2.1), then the above equality will not generally hold, and the
deviation from the nominal significance level @ will depend on the values of the
parameters 7, p,, y,, 0, and a,.

By way of illustration consider three members of the family in (2.1) given by
the three sets of values for =, u,, p,, 6,, 6,, in Table 1. Also appearing in the
table are the corresponding values of p, g, 4, 4,, 4, 4, where 2, = «,/o", and &,
is the rth cumulant of (2.1). It should be noted that although these three distri-
butions have the some g, o, 4, and 1,, (i.e., the same mean, variance, skewness,
and kurtosis), the values of 4, and 2, differ substantially.

TABLE 1
Three distributions considered for illustration on the deviations of the actual sizes
of the t-test from the nominal level of significance

Distri-

bution A3 A4 25 s T " 12 a1 a2

Q

A 0o 1 -1 25 -4 3.1845 7782  .2269  —.7960  .6661  1.4620
B 0o 1 -1 25 -2 25514 .6672 2759 —.5530 .5198 1.4159
C 0 -1 25 0 —7.8008 .5504 .3342 —.4091 .2385 1.3603

TABLE 2
Actual sizes of the one-sample t-test when sampling from the
distributions listed in Table 1

Nominal Distribution
Sasrilzgle level of
significance A B C

.01 .0109 .0127 .0329

5 .05 .0528 .0592 .1074

.10 .1049 .1145 .1719

) .01 0135 0171  .0349 .

10 - .05 .0581 .0653 .0853

.10 .1105 .1182 .1331
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We have computed the probability P[|t| > t,_,..,|H,] for the three sets of
values =, p1,, pty, 0,, 0, given in Table 1 and for n = §, 10 and a = .01, .05, .10.
These probabilities are listed in Table 2, and it is quite obvious from the example
that, for some nonnormal distributions with the same skewness 4, and kurtosis
2, the actual size of the r-test may be quite different. 4, and 4, provide only
partial information about a distribution, but it is the whole structure of the
nonnormal distributions which may effect the behavior of the ¢-test (cf. Pearson
(1963)).

For illustration purposes, we consider a sample of size n = 5 and examine
the behavior of the size of the test for samples from the family of nonnormal
populations considered here. It is easy to see that, for given x, P[#* < x] isa
function of r = a,/0,, p,/0,, ps/o,and z. Furthermore, under H,, y, = —np, /(1 —
r). Consequently, the size of the test of H, depends only on 7, p,/o, and 7. For a
given value of r, it is therefore possible to obtain, through the distribution given
in (2.2), contours in space of r, y,/s, along which the size has a specified value

n=5 w=5
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FiG. 1. Equal probability contours of P(|¢| > t4,.055|l =0) n =5, 7 = .5.
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a, say. In Figure 1, such contours are shown for a nominal 5%, level #-test and
with = = .5, and for a = .04, .05, .06, .07, .08. From the gradient of the sur-
face indicated by these contours, it is evident which regions in the plane afford
specified control of size. For size between .04 and .05, for example, the points
with coordinates (log , p,/0,) must lie in the region A4 in the figure. It is also
apparent from the contours in the figure, that for larger values of r or 1/r, the
distortion of size is considerable, whereas for r in the neighborhood of 1, the
size does not change so rapidly.

4. Conclusions. The exact distribution of ¢* has been obtained when sampling
from a mixture of two normal distributions. A computational formula has also
been provided, and some illustrative examples given as a direct application of
the formula. From these examples it is evident how serious the distortion of
the size of the test can be, especially for small samples. It is also evident that
the size of the test may differ greatly when sampling from distributions having
the same skewness and kurtosis.
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