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ON THE COMPLETENESS OF MINIMAL SUFFICIENT
STATISTICS WITH CENSORED OBSERVATIONS!

By G. K. BHATTACHARYYA, RICHARD A. JOHNSON
AND K. G. MEHROTRA

University of Wisconsin and Syracuse University

The property of completeness, for the minimal sufficient statistics, is
investigated in the context of life testing when the set of observations is
censored at a fixed time or at a fixed order statistic. Nonparametric
families are shown to retain completeness for the observed order statistics
and some implications regarding unbiased estimators and similar tests are
presented. Most of the common parametric models fail to possess com-
pleteness of minimal sufficient statistics under censored sampling in the
one-sample, two-sample and regression situations.

1. Introduction. The concept of completeness and its relation to unbiased
estimators and similar tests first received careful attention in a basic paper by
Lehmann and Scheffé [6]. The completeness property of order statistics ([2],
[4], [5]) and other minimal sufficient statistics has been widely used for estima-
tion and tests of hypotheses with complete samples. Our primary concern in
this note is with life testing situations where the set of observations is either
time censored (Type I) or fixed order statistics censored (Type II). Except for
[°], [10], which treat unbiased estimation and completeness for time censored
exponential and geometric distributions, no results are available concerning the
manner in which the completeness property carries over to the censored case. The
purpose of this note is twofold, first to establish the existence or nonexistence
of complete sufficient statistics and then to draw important implications regarding
point estimators and similar test. This exposition divides naturally into two parts
with nonparametric families being studied in the following section and common
parametric families in the last. Attention is given to one- and two-sample prob-
lems as well as regression models.

It was shown in [8] that the property of completeness is preserved when dis-
tributions are truncated so that all observations must fall in a prescribed interval.
In marked contrast to the truncated situation, we show that censoring with a
parametric family will usually produce minimal sufficient statistics which are
not complete. Completeness is preserved, however, in the nonparametric
families considered below. Unfortunately, this then precludes the existence of
unbiased estimators of many important population characteristics which are
otherwise estimable.
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2. Completeness of nonparametric families. Our specific conclusions with
regard to completeness of censored observations and unbiased estimation from
censored data may be drawn from the following two general results. Theorem A
is well known and the proof follows directly from the definition of completeness.

THEOREM A. Let FPbe a family of probability distributions for a real or vector
random variable X and let Y = h(X) be a measurable function with S denoting the
induced family of distributions of Y. If X is complete w.r.t. the family &, then Y is
complete w.r.t. ¥,

Let X have the probability model (27, &7, P), Pe <. A parameter ¢(P) is
said to be (unbiasedly) estimable from X if there exists a measurable function
T(X) such that E,[T(X)] = ¢(P) V Pe S .

THEOREM B. Assume that X is complete w.r.t. &, ¢ is estimable from X and let
Y = h(X) be a measurable function. Let T(X) be the unbiased estimator of ¢.
Then ¢ is estimable from Y if and only if T is a function of Y with probability 1.

Proor. The “if” part is trivial. For the “only if” part let 7*(Y) be an un-
biased estimator of ¢ based on Y. We then have

E[T* o h(X)] = §(P) VPec.P.

From the completeness of ., T* o h(x) = T(x) ¥V xe 27— N where P(N) =0
V Pe & Hence, outside a . Z-null subset of 2%, T depends on x only through
y = h(x).

We now consider ordered observations from a univariate cdf Fe & where
& is the family of all cdf’s absolutely continuous with respect to Lebesgue
measure. The order statistics from a random sample of size n from F are de-
noted by W, < W, < ... < W,. The above theorems may be used to draw
some implications based on the fact that the full vector W = (W, - .-, W,) of
the order statistics is complete w.r.t. .

CASE (a). Order statistics censoring. Consider the procedure which censors
all observations after W,, that is, the observable data consist of (W, - .-, W,),
1 £ r < n. The induced family of distributions & of (W,, ..., W,) is given
by the pdf’s

!
B L fw) [ — Fw)", w< - <w;Fed .

(n — 1! 7
By considering the function #(W,, ---, W,) = (W,, - -+, W,), Theorem A yields:
CoROLLARY 2.1. The vector of uncensored observations (W, ..., W,) is com-
plete w.r.t. & ™,

The same reasoning extends to multiple order statistic censoring which in-
cludes left censoring as a special case. For instance, if the censoring is in blocks
so that W, ,, --., W,and W, --., W, are observed, these order statistics are
complete with respect to the corresponding induced family of distributions.
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Of interest in life testing, is the question of the existence of an unbiased esti-
mator of the reliability R, = P,[X > a], Fe & based on censored samples.
Based on the full set of order staistics W™ = (W, - - -, W.,), the unique unbiased
estimator of R, is R, = n"%{W, > a,i=1, -- ., n}. In order that R, be esti-
mable from W™ = (W,, ..., W,) with r < n, Theorem B requires that R, must
be a function of W . This is not the case since R, is a symmetric function of
(Wy, -+, W,) but W is not. Consequently, we have:

CoROLLARY 2.2. With fixed a and the observations censored at the rth order
statistic (1 < r < n), there does not exist an unbiased estimator of R, = P,[X > a].
More generally, R, is not estimable whenever any of the n order statistics is censored.

The following alternative proof explicitly relates the null sets. Based on the
full sample R, = #{W; > a}/n is an unbiased estimator of R,. Suppose, for a
contradiction, that there exists an unbiased estimator T(W,, - - -, W,). Let
T*(wy, +- oy w,) = T(Wy, ---,w,) and set N={(w,, ---,w,): T* £ R}, S, =
{w, «--,w):w,<a} and S,*={(w, -+, w,): w,<a, w,,, >a}. Then
T*(w) =0 for we S, — N and T*(w) = R,(w) # 0 on S,* — N. However,
T*(w) only depends on (w,, ---, w,) and thus is zero on S,* — N which is a
contradiction since the n-dimensional Lebesgue measure of S,* is infinite while
that of N is zero by the completeness with the full sample.

We consider next the two-sample problem where m units receive treatment 1
and n units treatment 2. Suppose that the experiment is terminated at the rth
failure so that the observable data are the ordered failure times X, < ... < X,
V... an, m, 4+ n, = r, where the X’s are based on a random sample from
F and Y’s on a sample from G. The reasoning leading to Corollary 2.1 yields:

CoROLLARY 2.3. Withr fixed, r < (m + n), the set of uncensored order statistics
X< < X <o < Y, is complete with respect to the family of distri-
butions induced by (F, G), Fe &, Ge 7.

Again, the completeness property implies that many of the usual functionals
do not have unbiased estimators when any of the observations are censored. For
instance, A = P[X > Y] is a measure of the difference in treatment effects. In
the context of a stress-strength model, A represents the reliability of a compo-
nent, having a random strength X, when it is subjected to a random stress Y.
Nonestimability of A from the abovementioned censored samples follows by an
application of Theorem B and noting that the unique unbiased estimator
(mn)7#{X; > Y;,i=1,.-.,m, j=1, ..., n}, based on full samples is not a
function of the uncensored observations.

In the context of testing hypotheses, in the two sample problem we let
m<- < W, <. < W,,,denote the combined sample order statistics and
set Z;, = 1(0) if W, is an X(Y). We then have the one-to-one correspondence
(X, Y) < (Z, W). Under the null hypothesis H,: F = G, the set of uncensored
order statistics (W, - -, W,) is sufficient and complete according to Corollary
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2.3. Consequently, all similar tests are conditional on W™ = (W, ---, W,).
The conditional distribution of Z given W is

PydZ = z|w"]
m! n!
: I: Lfwa)Plg(w) =2 1 = F(w,) "™ [1-G(w,)]" "

_ (m=m)! (n—n,)!

> . (numerator)

and it is free of F under H,. A most powerful similar test against the single
alternative H,: F # G is then a permutation test which rejects H,, for

2T [ L2015 .

which depends on F and G. For the exponential scale alternatives f(x) =
6, exp(—0,x), g(y) = 0, exp(—0,y), this reduces to

(%)M exp[— (0, — O)[Z17y: + (n — n)w,]] > (W)

which depends both on 6, and 6,. This is in contrast to the full sample situation
where a UMP similar test exists for H,: F = G, Fe %, G ¢ % against one-sided
scale alternatives in the parametric family of exponential distributions.

Caske (b). Time censoring. We now consider the censoring scheme where n
items with i.i.d. life distribution Fe & are simultaneously tested until a pre-
scribed time ¢ and the ordered failure times during this interval are recorded.
Here R = #{W, < t,i=1, ---, n} is a random variable. The observable data
consist of (R; W,, - - -, Wj) whose induced family of distributions &, has pdf’s

frswy, -oo,w)y=[1—F@)]*, r=0
= (! i< fw)[1 — FOI""Ly <> 12 1.
Using Theorem A and taking the function & as A(w,, - - -, w,)) = (r; wy, « -+, W
g g 1 n) 1 r)

where r = §{w, < t,i =1, ---, n}, we have

COROLLARY 2.4. (R; W, ---, Wp) is complete w.r.t. the induced family of dis-
tributions & ,.

Our next result shows that the reliability may be unbiasedly estimated provided
that the censoring time is greater than the mission time a.

These results follow by an application of Theorem B and using an argument
similar to that for Corollary 2.2. When a < ¢, the unbiased estimator R, based
on the full sample is indeed a function of (R; Wy, - - -, W)

Ra=@—_n£)——l——’ll—#{Wi>a,i=l,-u,R}.

However, it is not so for a > ¢.
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COROLLARY 2.5. For a sample censored at time t,

() ifa=st, #{W, > a}/nis a UMVU estimator of R, = P[X > a]
(ii) if a > t, there is no unbiased estimator of R,.

An alternative proof, by contradiction, helps establish the completeness of
the mixed exponential in the next section. Suppose that g (W, ---, Wy) is an
unbiased estimator of 1 — R,. Then it is also unbiased for the subclass {F,(x) =
cFy(x), x < tand = cF(f) 4 [1 — cF()][Fy(x) — Fy()][1 — F(O)]™H x> 10 <
¢ < 1} where Fye & and 0 < F(f) < 1. That is,

o d (PO — P =, eFt) + [1 — cF (o] LD = Tl0)]

— Fy(t)
where d, = r!'§ g, [11 foW)lru < Fo" (1) dw, - - - dw,. Writing p = cF(#), this
becomes a,p + a,,p" '+ -+ +a,p+a,=,0, 0< p < F(t) where a, =
dy — [Fy(a) — F(t)]/[1 — F,(t)]. Thus a, = 0 but d, is independent of F,.

3. Completeness in some parametric families.

Exponential distribution. The negative exponential is perhaps the most exten-
sively employed model for life testing, especially when dealing with censored
observations. With order statistics censoring, it is well known that >}7_, W, +
(n - r)W, is a complete sufficient statistic. With time censoring, Torgersen [9]
characterized unbiased estimators of 0 and also the functions admitting UMVU
estimators. One conclusion is that {R, 2, W, + (n — R)t} is minimal sufficient
but not complete. As a sidelight, it is also interesting to note that if the model
is enriched to be of the form cf exp[—60x], 0 < x < twith0 < ¢ <1,0< 0 < 0
and arbitrary on x > ¢, then (R, };£, W,) is sufficient and complete.

In the following, we consider only order statistic censoring.

Weibull distribution. In the Weibull model with pdf

£ (_x_>"“ ex [_ _x_)”} x>0
o\ 8 P (o : >0
the minimal sufficient statistic (W, ---, W,) is not complete when r > 3. To

see this consider any bounded function of In (W,/W,)/In (W,/W;) and note that
the distribution of this variable is free of § and .

Type 1 extreme value distribution. One example of a location-scale family where
the sufficient statistic does not collapse is the extreme value distribution with cdf

1— exp[—exp(x ;j‘)].

This distribution is related by a log transformation to the three parameter
Weibull. The sufficient statistic (W,, - - -, W,) is not complete for r > 3 which
follows from consideration of functions of (W, — W,)/(W; — W;). The same
method works for many other location and scale families.
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Normal distribution. With a censored sample from N(¢, o), {171 W,, 21 W2,
W,} is a minimal sufficient statistic that is not complete for r > 3. Consideration
of [W, — X1 W, /(r — D[ 2F (W, — W,)’]}, whose distribution is free of ¢ and
o, establishes the lack of completeness. A similar construction can be used to
show lack of completeness in a straight line regression model where each repli-
cated point has its own order statistic censoring. The minimal sufficient statistics
are not complete if there are observations at three or more points. Moreover,
this construction, subtracting the last observation from the average, also extends
to one-way ANOVA and replicated factorials. Lack of completeness becomes
the norm when censoring occurs.

Exponential regression model. A special case of Cox’s prc;portional hazard model
[3]involves a regression of the scale parameter of an exponential life distribution
on a concomitant variable x according to the model

S(y1%) = detse=rebs

For a value x; of the concomitant variable, suppose n; items are put on test
and the smallest r; failure times Y;, < --- < Y,, are observed, i =1, ---, k.
The likelihood function is then proportional to

At exp[B ¥ rx,] exp[2 Tk T, exp(Bx;)]

where T, = X174, yi; + (n, — r:)Ysr,- The minimal sufficient statistic (T, - - -, 7))
is not complete for £ > 2. In order to see this, consider any two x points which
are different from %, say x,, x,, and note that the distribution of (x, —%)~*(U,— U)—
(x, — %)~%(U, — U)is free of 2 and g where U, = In T,. The parametric models
demonstrate the need for further work, along the lines initiated in Bahadur [1]
and Linnik [7], regarding inferences when the minimal sufficient statistics are
not complete.
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