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#### Abstract

The realized error of an estimate is determined not only by the efficiency of the estimator, but also by chance. For example, suppose that we have observed a bivariate normal vector whose expectation is known to be on a circle. Then, intuitively, the longer that vector happens to be, the more accurately its angle is likely to be estimated. Yet this chance, though its information is contained in the data, cannot be accounted for by the variance of the estimate. One way to capture it is by the direct estimation of the realized error. In this paper, we will demonstrate that the squared error of the maximum likelihood estimate, to the extent to which it can be estimated, can be most accurately estimated by the inverse of the observed Fisher information. In relation to this optimality, we will also study the properties of several other estimators, including the inverse of the expected Fisher information, the sandwich estimators, the jackknife and the bootstrap estimators. Unlike the observed Fisher information, these estimators are not optimal.


1. Introduction. A problem lying at the foundations of statistical inference is that of assessing the accuracy of an estimate after an experiment has been performed. The achieved accuracy is determined partly by the quality of the estimator and partly, no doubt, by the "luck of the draw." Although the proportions in which these two factors affect the result may vary widely, it is the presence of both that characterizes an error. Before the data is observed, it is natural to make the assessment based upon the average behavior of the error over all possible outcomes. After the data is observed, however, the actual "postexperimental" error associated with that particular sample becomes more relevant. To put it in another way-for one may be troubled by the time element the argument seems to involve-the averaged error is an attribute of an estimator, the rule by which we draw inference whatever may be the observations; whereas the postexperimental error is an attribute of the estimate, the evaluation of the estimator specific to the sample. When we compare the method of maximum likelihood with the method of moments, for example, we are interested in how accurate an estimator is on average.
[^0]However, when we attach an error to an estimate, we are concerned with how accurate we were on that occasion.

That the assessment of accuracy should be specific to a sample is illustrated by an example of Cox (1958), in which a hypothetical experiment is to be carried out after the random selection of one of two measuring devices, one of which is much more accurate than the other. If, by chance, the more accurate device is chosen, then, after the experiment, there is no reason to pretend to be unaware of the choice, and average the error over the two "predata" choices, which would result in reporting a much larger error than actually occurred. In this case, it is clear that we should take into account that we were lucky to have chosen the better device, and that this should be done by using only that part of the sample space corresponding to our choice. The question is: how can this be achieved in general?

This question has been studied by many researchers, via several different approaches, which include the conditional approach, the Bayesian approach and, more recently, frequentist estimation of loss. In this paper, we study the optimal property of the inverse observed Fisher information as an estimator of loss, and, in doing so, we provide a link to the conditional literature, where observed information has been intensively investigated.

In the conditional approach, the error is assessed by its conditional expectation given an appropriate ancillary statistic. Efron and Hinkley (1978) demonstrated that, for translation families and numerous other distributions, the inverse of the observed Fisher information is superior to that of the expected Fisher information in approximating the conditional expectation of the squared error of the maximum likelihood estimate, given an ancillary statistic. For translation families, they proved that the conditional variance given the configuration statistics is better approximated by the inverse of the observed Fisher information than by that of the expected Fisher information. For nontranslation families, they present some striking numerical examples showing that the conditional variance given an asymptotic ancillary is also better approximated by the inverse of the observed Fisher information. The asymptotic ancillary employed, which is now called the Efron-Hinkley ancillary, is a standardized version of the observed information.

Amari (1983) and Skovgaard (1985) investigated, under different assumptions, approximate ancillaries in relation to the observed information via the asymptotic expansions of the conditional densities of certain efficient estimates. In the former, the distribution is assumed to belong to a curved exponential family; the efficient estimate is a function of the sufficient statistic; and the approximate ancillary is any statistic which, together with the estimate, forms a minimal sufficient statistic. In the latter, the underlying distribution need not belong to a curved exponential family; the efficient estimate is taken to be the maximum likelihood estimate; and the approximate ancillary statistic is the Efron-Hinkley ancillary. Both studies showed that the variance of the approximate conditional densities depend on the true parameter $\theta$, and that, when evaluated at the maximum likelihood estimate in each respective case, they coincide with the inverse of the observed Fisher
information. However, Skovgaard also pointed out that although the additional error incurred by the $\theta$-estimation is ignorable for translation families, it is not so in general. Thus, in theory, for nontranslation families, we do not yet have conclusive knowledge as to the extent to which the observed information is superior to the expected information in this sense, although there are ample empirical grounds for such superiority. See also BarndorffNielsen (1980), Barndorff-Nielsen and Cox [(1994), page 227] and McCullagh [(1984); (1987), Chapter 8].

Conditioning on ancillary statistics is a difficult matter. In some cases there is no ancillary statistic; in others there are competing ancillary statistics [Basu (1964)]. Conditioning on different ancillaries, moreover, can lead to different inferences [see Pedersen (1981)]. Cox noted, speaking of these difficulties in a recent interview [Reid (1994)]:

> How does the long run become relevant to a particular set of data? Well, by being suitably conditioned. The arguments for this seem to be absolutely overwhelming; but to convert that idea into definitions, formulations, algorithms and so forth, then it gets much more difficult. I think that's the point at which people find it hard going. I find it hard going.

Whether using the conditional or the Bayesian approach, the purpose is the same: to make the error assessment as true to the experiment that actually occurred as possible. There is another approach, which seems to avoid the difficulties with ancillaries, and which we deem more direct. This is to estimate the error itself by a frequentist method. Let $\theta$ be the parameter and $X$ be the observations. In the language of decision theory, we estimate $\theta$ by a decision rule $d$ that maps $X$ to an action space, which incurs a loss $L(\theta, d(X)$ ). The realized loss, however, is unknown, because it depends on both the data and the true parameter. Even so it can be regarded as the objective to be estimated. One way to do so is to consider the following "dual" decision problem. Let $\delta$ be a decision rule that maps $X$ to a new action space, whose members are regarded as estimates of the loss $L(\theta, d(X)$ ). Let $W\{L(\theta, d(X)), \delta(X)\}$ be the measure of the loss caused by the estimation of $L(\theta, d(X))$. The new estimation problem is to find the loss estimator $\delta^{*}$ that minimizes, perhaps under certain constraints, the risk $E_{\theta}[W\{L(\theta$, $d(X)), \delta(X)\}]$. If this is possible, then $\delta^{*}(X)$ seems to be a natural candidate for the assessment of the actual error. Notice that this approach makes no reference to any ancillary statistic and does not resort to subjective probabilities. Also, the target of loss estimation, $L(\theta, d(X))$, depends on both parameter and data, so our investigation falls outside the usual domains of point estimation or prediction.

This last idea is more recent than the first two, but has undergone vigorous advances. In an early, prescient paper, Sandved (1968) considered the best unbiased estimator of a squared error loss. She showed that if there was an appropriate ancillary to condition on, then the conditional variance,
when independent of $\theta$, was the optimal estimator. Johnstone (1988) and Lu and Berger (1989a) investigated the estimation of the realized loss of three estimators, the maximum likelihood estimator, the Stein-type estimator and the generalized Bayes estimator, under a multivariate normal assumption. Rukhin (1988a-c) considered a joint decision problem, the solution of which gives simultaneously an estimator and its error assessment. Hsieh and Hwang (1993) studied the admissible estimation of the squared error under the normal assumption and a frequentist validity constraint.

Although we do not consider confidence intervals here, for completeness we note that, in the same spirit, one's confidence in a confidence interval should also be specific to a sample. For example, if we can identify certain subsets in the sample space, conditioned upon which the coverage probability is smaller (or larger), for all parameter values, than the unconditional coverage probability, then it seems that the conditional coverage probability is a better description of our confidence. See Buehler (1959), Brown (1967), Pierce (1973) and Robinson (1979a, b). One way to make the confidence specific to a sample, as formulated in Berger (1985a, b), is to estimate the coverage itself, namely, the utility function which takes value 1 if the interval covers the parameter and 0 if not. Other important references are Kiefer (1977), Brown (1978), Lu and Berger (1989b), Hwang and Brown (1991) and Goutis and Casella (1992). For a review of these developments, see Goutis and Casella (1995).

In this paper we will study the observed Fisher information in the spirit of the third approach, in relation to the assessment of accuracy of the maximum likelihood estimate $\hat{\theta}$. Whereas standard statistical arguments would have us estimate the mean squared error

$$
n E_{\theta}(\hat{\theta}-\theta)^{2},
$$

and the arguments of Efron and Hinkley (1978) would have us estimate the conditional squared error

$$
n E_{\theta}\left\{(\hat{\theta}-\theta)^{2} \mid \text { ancillary }\right\},
$$

we instead make the target of our estimation the realized squared error

$$
n(\hat{\theta}-\theta)^{2} .
$$

This corresponds to a fully frequentist optimization problem: find the loss estimator $T(X)$ which minimizes, among a general class of estimators, the asymptotic version of the mean squared error criterion,

$$
\begin{equation*}
\mathrm{MSE}^{*}=E_{\theta}\left\{n(\hat{\theta}-\theta)^{2}-T(X)\right\}^{2} \tag{1}
\end{equation*}
$$

This is the risk framework used by Johnstone (1988). The Bayes estimators are simply the posterior squared errors of $\hat{\theta}$. Within this framework, we will demonstrate a rather general optimality property of the observed Fisher information. That is, ignoring $O\left(n^{-3 / 2}\right)$, the solution to the above optimization problem is the inverse of the observed Fisher information.

Compared with the Bayes, conditional and direct frequentist approaches, the value of the present approach consists, in the main, of the following respects: (i) it does not rely on any ancillary statistic, exact or approximate, and the result holds for general distributions, translation or nontranslation; (ii) it does not require a prior distribution; (iii) it is based on asymptotic expansions, and thereby avoids any specific distributional assumptions (in contrast, the current literature on estimation of loss is focussed on finitesample computations, and therefore applies only to certain specified distributions); (iv) it generates helpful geometric interpretations. We show that the realized squared error of the maximum likelihood estimator can be decomposed into three orthogonal parts: an unestimable part; a part that is determined by the average error of the mle; and a part determined by luck.

The class of estimators among which the inverse of the observed information will herein be established optimal is reasonably rich. It includes several of the most commonly used estimators of the asymptotic variance of $\hat{\theta}$, such as the inverse of the expected Fisher information, the sandwich estimators, the jackknife and the bootstrap estimators. It is shown that, unlike the inverse of the observed Fisher information, these estimators are not optimal as the estimates of the squared error.

We now outline the logical flow in the derivation of the optimality result. The strong conditions made here are tentative and will be refined. Let $X=\left(X_{1}, \ldots, X_{n}\right)$ be independent and identically distributed random variables, whose joint density is $p_{\theta}(X)$, where $\theta$ is a real parameter. Let $j(\theta)$ be the negated second derivative of the log likelihood based on a sample of $n$ observations, divided by $n$, and let $i(\theta)$ be its expectation. Let $\hat{j}$ and $\hat{i}$, respectively, be the valuations of these quantities at the maximum likelihood estimate $\theta$. Let $b_{i}(\theta)$ and $b_{2}(\theta)$ be the first two Bhattacharyya scores $\left\{\partial p_{\theta}(X) / \partial \theta\right\} / p_{\theta}(X)$ and $\left\{\partial^{2} p_{\theta}(X) / \partial \theta^{2}\right\} / p_{\theta}(X)$, respectively. Let $\hat{\theta}$ be an estimate of $\theta$, to be specified shortly. Let $T$ be an estimate of $n(\hat{\theta}-\theta)^{2}$, and let $D(T)$ be the difference $n(\hat{\theta}-\theta)^{2}-T$. Let $\mathscr{B}$ be the linear space spanned by $b_{1}$ and $b_{2}$, endowed with the inner product $\left\langle f_{1}, f_{2}\right\rangle=E_{\theta}\left(f_{1} f_{2}\right)$, for $f_{1}$ and $f_{2}$ in $\mathscr{B}$. In this notation, $\|D(T)\|^{2}$, for example, stands for the mean squared error in (1). The optimality is established through the following steps.

Step 1. Suppose for the moment that $\hat{\theta}$ is an unbiased estimator of $\theta$ and $T$ is an unbiased estimator of $n(\hat{\theta}-\theta)^{2}$. Then it can be verified that $\left\langle D(T), b_{1}\right\rangle=0$ and $\left\langle D(T), b_{2}\right\rangle=2 n$. Thus the projection of $D(T)$ onto $\mathscr{B}$, $P^{\mathscr{B}}\{D(T)\}$ say, does not depend on $T$, so we may call it $B$, and we have

$$
\|D(T)\|^{2}=\|D(T)-B\|^{2}+\|B\|^{2} .
$$

The term $\|B\|^{2}$ is thus a lower bound to the risk attainable by any unbiased $T$.

Step 2. Now let $\hat{\theta}$ be the bias-corrected maximum likelihood estimate, so that $E\{\sqrt{n}(\hat{\theta}-\theta)\}=O\left(n^{-1}\right)$. Let $T$ be any asymptotically unbiased estima-
tor of $n(\hat{\theta}-\theta)^{2}$, in the sense that $E(D(T))=O\left(n^{-1 / 2}\right)$, and let $\mathscr{U}$ be the class of all such estimators. Then the decomposition in Step 1 holds approximately, to the extent that the same random variable $B$, which does not depend on $T$, satisfies $P^{\mathscr{R}}\{D(T)\}=B+O_{p}\left(n^{-1}\right)$, and such that, for all $T \in \mathscr{U}$,

$$
\|D(T)\|^{2}=\|D(T)-B\|^{2}+\|B\|^{2}+O\left(n^{-3 / 2}\right) .
$$

We may conclude that $\|B\|^{2}$ is a lower bound on the risk we can achieve and that, if we are to minimize $\|D(T)\|$, while ignoring $O\left(n^{-3 / 2}\right)$, we only need to minimize $\|D(T)-B\|^{2}$. Note that $\|B\|^{2}=2 i^{-1}+O\left(n^{-1}\right)$ gives us a fixed inherent risk of $O(1)$, which cannot be improved on.

Step 3. Consider, within $\mathscr{U}$, the class of all asymptotically linear estimators $\mathscr{L}$. First, the lower bound $\|B\|^{2}$ is achieved from within $\mathscr{L}$ to the first order, in the sense that, for each $T$ in $\mathscr{L},\|D(T)\|^{2}=\|B\|^{2}+O\left(n^{-1}\right)$. This means, roughly, that if we ignore $O\left(n^{-1}\right)$, then the best that can be achieved in estimating $n(\hat{\theta}-\theta)^{2}$ can be achieved using an asymptotically linear estimator. Second, for any $T$ in $\mathscr{L}$, we have the orthogonal decomposition

$$
\|D(T)-B\|^{2}=\left\|D\left(\hat{j}^{-1}\right)-B\right\|^{2}+\left\|T-\hat{j}^{-1}\right\|^{2}+O\left(n^{-3 / 2}\right)
$$

so that, ignoring $O\left(n^{-3 / 2}\right),\|D(T)-B\|^{2}$ is minimized within $\mathscr{L}$ by $\hat{j}^{-1}$. Further, $\|B\|^{2}+\left\|D\left(\hat{j}^{-1}\right)-B\right\|^{2}$ provides a second-order lower bound on risk.

Step 4. Finally, let $\tilde{\theta}$ be the ordinary maximum likelihood estimate of $\theta$. We will show that $T$ is asymptotically unbiased for $n(\tilde{\theta}-\theta)^{2}$ if and only if it is so for $n(\hat{\theta}-\theta)^{2}$. Thus the classes $\mathscr{U}$ and $\mathscr{L}$ retain the same meaning in the context of the estimation of $n(\hat{\theta}-\theta)^{2}$ as they did in the previous steps. Furthermore, let $\tilde{D}(T)$ be $n(\tilde{\theta}-\theta)^{2}-T$. Then

$$
\|\tilde{D}(T)\|^{2}=\|D(T)-B\|^{2}+\|B+C\|^{2}+O\left(n^{-3 / 2}\right),
$$

where $C$ does not depend on $T$. The minimization problem, then, reduces to that in the previous steps, and therefore gives the same solution $\hat{j}^{-1}$.

Notice that we investigate first the squared error of the bias-corrected maximum likelihood estimate, and then that of the maximum likelihood estimate through its relation with the former, which, though not of logical necessity, substantially simplifies the presentation.

We illustrate these results by considering a simple example and offering a simulation study. Suppose that $\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)$ are a random sample from the joint distribution $N(\cos \theta, 1) \times N(\sin \theta, 1)$. That is, we have a bivariate independent normal distribution, whose mean is known to be on the unit circle. It is the simplest possible example of a curved exponential family and is used by Fisher [(1974), page 138] and by Efron and Hinkley (1978) in the demonstration and justification of their theories. The Fisher information about $\theta$ in a single pair is $i(\theta)=1$. The observed information is $\hat{j}=R$, where $R^{2}=\bar{X}^{2}+\bar{Y}^{2}$.

We consider five estimators of asymptotic variance for the maximum likelihood estimator. The first, OBS, is the inverse of the observed Fisher information, $R^{-1}$. The second, EXP, is the inverse of the expected Fisher information, evaluated at the maximum likelihood estimate. The third and fourth, SAND1 and SAND2, are two types of sandwich estimators, which will be defined in Section 6. The fifth, JACK, is the jackknife estimator, as defined in Efron [(1982), page 13]. In a setting such as this, SAND2, JACK and the bootstrap estimator are all asymptotically equivalent [see, e.g., Hjort (1992)]. The simulation is based on the samples of sizes $n=11,12,13,14,15,17,19$, $21,13,25,30,40,50$, each of which is replicated 100,000 times. The true value of $\theta$ is taken to be 0 . The result is reported in Table 1.

In the table, each estimator occupies two columns, MSE and MSE*. In columns MSE, we consider $T(X)=\mathrm{OBS}, \ldots, \mathrm{JACK}$ as the estimators of the exact variance $n \operatorname{var}(\hat{\theta})$, and the entries are the average of $\{T(x)-n \operatorname{var}(\hat{\theta})\}^{2}$. The EXP, which in this case is exactly $i(\theta)$, is the winner. This is to be expected because, by McCullagh [(1987), page 209], $n \operatorname{var}(\hat{\theta})=i^{-1}(\theta)+$ $O\left(n^{-1}\right)$; whereas, as to be seen, $n \operatorname{var}(\hat{\theta})=T(X)+O_{p}\left(n^{-1 / 2}\right)$, if $T(X)$ is one of the other estimators. In columns MSE*, we consider instead the $T(X)$ 's as the estimators of $n(\hat{\theta}-\theta)^{2}$, and the entries are the average of $\{T(x)-$ $\left.n(\hat{\theta}-\theta)^{2}\right\}^{2}$. As predicted, there is a much larger error in the columns MSE*, corresponding to an asymptotically unestimable fragment of magnitude $\|B\|^{2}=2 i^{-2}=2$. Moreover, as predicted, the observed information does better than the other four estimators. In fact, applying the results provided in the Appendix, we computed the second-order expansion of MSE* of OBS, EXP, SAND2 and JACK to be, respectively, $2+7 / n, 2+8 / n, 2+10 / n$ and

Table 1
The comparison of five estimators as the estimators of the variance, $n \operatorname{var}(\hat{\theta})$, and as those of the realized squared error, $n(\hat{\theta}-\theta)^{2}$; for the entries with-, the estimators do not perform very stably in the simulation, and so the results are not presented

|  | OBS |  | EXP |  |  | SAND1 |  |  | SAND2 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | $n$ |  | MSE | MSE $^{*}$ |  | MSE | MSE $^{*}$ |  | MSE | MSE |

$2+10 / n$. Here, the "luck of the draw" is represented by the distance of $(\bar{X}, \bar{Y})$ from the origin: intuitively, the larger this distance is, the more accurately we can estimate $\theta$, a fact that is captured by $\hat{j}^{-1}$ but not by $\hat{i}^{-1}$. For this problem, it can be verified that the MSE and MSE* of OBS, EXP and JACK are independent of $\theta$. Hence the above comparisons among these estimators also apply to other values of $\theta$.

We will proceed as follows. In Section 2 we describe the notation and summarize a few well-known results that will be frequently used. Steps 1 and 2 , somewhat combined, will be carried out in Section 3. In Section 4, we derive the expansion of a number of random quantities involved in the mean squared error (1). Step 3 will then be carried out in Section 5 . The performance of the observed Fisher information is then compared, in Section 6, with several other commonly used estimators. Section 7 will be devoted to Step 4. Finally, in the Appendix, we will derive the expansions of the lower bounds for the mean squared error of the estimators of $n(\hat{\theta}-\theta)^{2}$ and $n(\tilde{\theta}-\theta)^{2}$.
2. Preliminaries. We now introduce the notation and present several known results that are important for our development. The delivery of the ideas relies on the machinery of likelihood-related expansions, in conjunction with the analyses of the magnitude of projections in $L^{2}$. For these we refer to the monographs by McCullagh (1987), Barndorff-Nielsen and Cox (1994) and Small and McLeish (1994).
2.1. Standardized and orthogonalized likelihood scores. Let $X_{1}, \ldots, X_{n}$ be independent and identically distributed random variables with probability density function $p_{\theta}\left(x_{1}\right)$. The assumption of identical distribution is not essential to our discussion and can be replaced by fairly mild assumptions in the spirit of the Lindeberg-Feller condition [McCullagh (1987), page 208]. In order to focus on the main ideas, however, we shall present our results only under the identical distribution assumption. Let $\theta=\left\{\theta^{r}: r=1, \ldots, p\right\}$ be a $p$-dimensional vector-valued parameter. Let $l(\theta, X)$ be the $\log$ likelihood $\sum_{\alpha=1}^{n} \log p_{\theta}\left(X_{\alpha}\right)$. Let $U_{r}, U_{r s}$ and so on be the derivatives of $l(\theta, X)$; for example, $U_{r s}=\partial^{2} l(\theta, X) / \partial \theta^{r} \partial \theta^{s}$. Occasionally we use $U_{r}^{\alpha}, U_{r s}^{\alpha}$ and so on to denote the derivatives of the log likelihood for the single observation $X_{\alpha}$. Let $\kappa$ denote the cumulants of the derivatives of the log likelihood corresponding to a single observation; for example,

$$
\kappa_{r s}=\operatorname{cum}\left\{U_{r s}^{\alpha}\right\}, \quad \kappa_{r, s}=\operatorname{cum}\left\{U_{r}^{\alpha}, U_{s}^{\alpha}\right\} \quad \text { and } \quad \kappa_{r, s t}=\operatorname{cum}\left\{U_{r}^{\alpha}, U_{s t}^{\alpha}\right\}
$$

The standardized likelihood scores, denoted by indexed $Z$, are the derivatives of $\log$ likelihood centered by its expectation and scaled by $n^{1 / 2}$; for example,

$$
Z_{r}=n^{-1 / 2} U_{r} \quad \text { and } \quad Z_{r s}=n^{-1 / 2}\left(U_{r s}-n \kappa_{r s}\right)
$$

For reasons that will soon become evident, it is easier first to orthogonalize $Z_{r}$ and $Z_{r s}$; let

$$
\begin{equation*}
Y_{r}=Z_{r} \quad \text { and } \quad Y_{r s}=Z_{r s}-\kappa_{r s, t} \kappa^{t, u} Z_{u}, \tag{2}
\end{equation*}
$$

so that $\operatorname{cov}\left(Y_{r}, Y_{s t}\right)=0$ for $r, s, t=1, \ldots, p$.
2.2. Bias correction of maximum likelihood estimate. Ordinarily the maximum likelihood estimate, here denoted by $\tilde{\theta}^{r}$, has a bias of order $O\left(n^{-1}\right)$; that is, $E\left(\tilde{\theta}^{r}-\theta^{r}\right)=O\left(n^{-1}\right)$. The bias can be reduced to $O\left(n^{-3 / 2}\right)$ by adding a correcting statistic of magnitude $O_{p}\left(n^{-1 / 2}\right)$. From McCullagh [(1987), page 209],

$$
\begin{align*}
& E\left\{n^{1 / 2}\left(\tilde{\theta}^{r}-\theta^{r}\right)\right\} \\
& \quad=-n^{-1 / 2} \kappa^{r, s} \kappa^{t, u}\left(\kappa_{s, t, u}+\kappa_{s, t u}\right) / 2+O\left(n^{-3 / 2}\right)  \tag{3}\\
& \quad \equiv-n^{-1 / 2} \lambda^{r}(\theta)+O\left(n^{-3 / 2}\right) .
\end{align*}
$$

So, if we let $\hat{\theta}^{r}=\tilde{\theta}^{r}+n^{-1 / 2} \lambda^{r}(\tilde{\theta})$, then $\hat{\theta}^{r}$ will have a bias of magnitude $O\left(n^{-3 / 2}\right)$. The estimate $\hat{\theta}$ will be called the bias-corrected maximum likelihood estimate. Because of its frequent appearance in our discussion, we abbreviate the scaled error $\sqrt{n}\left(\hat{\theta}^{r}-\theta^{r}\right)$ by $\varepsilon^{r}$.
2.3. Bhattacharyya scores and Hilbert spaces. The Bhattacharyya scores [Bhattacharyya (1946)] play a fundamental role in a likelihood theory-based inference partly because its intrinsic relation with the lower bound of the mean squared error of an unbiased (or approximately unbiased) estimator. In some problems, a sharp (achievable) lower bound can be established using only the first-order Bhattacharyya scores, as is the case of the classical Cramér-Rao inequality. In other problems, such as the present one, the second- or higher-order Bhattacharyya scores are needed in order to obtain a sharp bound.

We shall only be concerned with the first and second Bhattacharyya scores, which are defined by

$$
b_{r} \equiv \frac{\partial p_{\theta}(X) / \partial \theta^{r}}{p_{\theta}(X)} \quad \text { and } \quad b_{s t} \equiv \frac{\partial^{2} p_{\theta}(X) / \partial \theta^{s} \partial \theta^{t}}{p_{\theta}(X)}, \quad r, s, t=1, \ldots, p,
$$

where $p_{\theta}(X)$ denotes the probability density of the joint observation $X=$ $\left(X_{1}, \ldots, X_{n}\right)$. The Bhattacharyya scores and the likelihood scores have the following relation:
(4) $b_{r}=U_{r}=n^{1 / 2} Z_{r} \quad$ and $\quad b_{s t}=U_{s} U_{t}+U_{s t}=n\left(Z_{s} Z_{t}-\kappa_{s, t}\right)+n^{1 / 2} Z_{s t}$.

Let $\mathscr{B}$ be the linear space spanned by $\left\{b_{r}, b_{s t}: r, s, t=1, \ldots, p\right\}$. We view $\mathscr{B}$ as a subspace of $L^{2}\left(P_{\theta}\right)$, the class of all random variables square-integrable with respect to the density $p_{\theta}$. We consider $L^{2}\left(P_{\theta}\right)$ as a Hilbert space with its inner product defined by $\left\langle h_{1}, h_{2}\right\rangle=E_{\theta}\left(h_{1} h_{2}\right)$. Evidently, $\mathscr{B}$ is a closed subspace of $L^{2}\left(P_{\theta}\right)$. For convenience we introduce the orthogonalized version of $b_{s t}$, as follows:

$$
\begin{equation*}
b_{s t}^{*}=b_{s t}-\rho^{s t, u} b_{u}, \tag{5}
\end{equation*}
$$

where $\rho^{s t, u}$, to be specified shortly, are the unique coefficients satisfying $\operatorname{cov}\left(b_{r}, b_{s t}^{*}\right)=0$, for all $r, s, t=1, \ldots, p$.

There are a few notational oddities. In several instances we use $O_{r s t}\left(n^{-1}\right)$ to denote an array with each entry of the magnitude $O\left(n^{-1}\right)$. When it leads to no ambiguity, we will simply use $O\left(n^{-1}\right)$ to denote such arrays. The symbol $O_{p}\left(n^{-1}\right)$, however, will always denote the probabilistic order of magnitude. To facilitate the projection argument, we sometimes denote a joint moment by an inner product or a norm. For example, $E\left(Y_{i} Y_{j} Y_{k} Y_{l}\right)$ is sometimes written as $\left\langle Y_{i}, Y_{j} Y_{k} Y_{l}\right\rangle$, The symbol "cum" denotes cumulant. Occasionally, when it is necessary to emphasize that an expectation is taken under the probability density $p_{\theta}(x)$, we write $E_{\theta}$. When the index $\theta$ is omitted, the symbols $E$, "cov" and "cum" always mean $E_{\theta}, \operatorname{cov}_{\theta}$ and $\operatorname{cum}_{\theta}$. We use $\{a, b, \ldots, h\}$, $\{i, j, \ldots, q\}$ or $\{r, s, \ldots, z\}$ to denote different components of the $p$-dimensional parameter $\theta$, and we use $\alpha$ to denote $n$ different observations.
3. Decomposition of mean squared error. The key idea underlying the main result is that, for any asymptotically unbiased estimator $T$, we can decompose the mean squared error $\left\|\varepsilon^{r} \varepsilon^{s}-T\right\|^{2}$ into two approximately orthogonal pieces, one of which is completely free of $T$. The consequence is twofold. First, it results in the lower bounds of the mean squared error. Second, it simplifies the minimization of $\left\|\varepsilon^{r} \varepsilon^{s}-T\right\|^{2}$ because we can ignore the part that is free of $T$. The decomposition is achieved by an approximate projection onto the space spanned by the Bhattacharyya scores.

We begin with a definition of asymptotic unbiasedness. By the classical definition, a random variable $T$ is an unbiased estimator of another random variable $U$ if $E_{\theta}(T-U)=0$ for all $\theta$. This implies that, if $E_{\theta}(T-U)$ is differentiable with respect to $\theta$, then all the derivatives with respect to $\theta$ are also zero. Along the same lines, we have the following definition of asymptotic unbiasedness.

Definition 1. A statistic $T$ is said to be an asymptotically unbiased estimator of $\varepsilon^{r} \varepsilon^{s}$ if

$$
E_{\theta}\left(\varepsilon^{r} \varepsilon^{s}-T\right)=O\left(n^{-1 / 2}\right),
$$

and if this expectation is twice differentiable so that

$$
\partial E_{\theta}\left(\varepsilon^{r} \varepsilon^{s}-T\right) / \partial \theta^{t}=O\left(n^{-1 / 2}\right), \quad \partial^{2} E_{\theta}\left(\varepsilon^{r} \varepsilon^{s}-T\right) / \partial \theta^{t} \partial \theta^{u}=O\left(n^{-1 / 2}\right)
$$

for $r, s, t, u=1, \ldots, p$. The set of all such estimators will be written as $\mathscr{U}$.
3.1. The inner products of Bhattacharyya scores and their orders of magnitude. In order to approximate the projection of $\varepsilon^{r} \varepsilon^{s}-T$ onto $\mathscr{B}$, we need the inner products between the vectors in $\mathscr{B}$ and their orders of magnitude.

Using (4), these are computed to be

$$
\begin{align*}
& \mu_{r, s} \equiv\left\langle b_{r}, b_{s}\right\rangle=n \kappa_{r, s} \\
& \mu_{r, s t} \equiv\left\langle b_{r}, b_{s t}\right\rangle=n\left(\kappa_{r, s, t}+\lambda_{r, s t}\right)  \tag{6}\\
& \mu_{r s, t u} \equiv\left\langle b_{r s}, b_{t u}\right\rangle= n^{2}\left(\kappa_{r, t} \kappa_{s, u}+\kappa_{r, u} \kappa_{s, t}\right) \\
& \quad+n\left(\kappa_{r, s, t, u}+\kappa_{r, s, t u}+\kappa_{t, u, r s}+\kappa_{r s, t u}\right) .
\end{align*}
$$

In this notation the projection coefficient $\rho^{s t, u}$ in definition (5) may be written as $\mu_{s t, v} \mu^{v, u}$, which, by (6), equals $\left(\kappa_{s t, v}+\kappa_{s, t, v}\right) \kappa^{v, u}$. The inner products between the transformed functions $b_{s t}^{*}$ are

$$
\begin{align*}
\mu_{r s, t u}^{*} \equiv & \left\langle b_{r s}^{*}, b_{t u}^{*}\right\rangle \\
= & n^{2}\left(\kappa_{r, t} \kappa_{s, u}+\kappa_{r, u} \kappa_{s, t}\right)  \tag{7}\\
& +n\left(\kappa_{r, s, t, u}+\kappa_{r, s, t u}+\kappa_{t, u, r s}+\kappa_{r s, t u}\right) \\
& -n\left(\kappa_{r s, v}+\kappa_{r, s, v}\right)\left(\kappa_{t u, w}+\kappa_{t, u, w}\right) \kappa^{v, w},
\end{align*}
$$

as can be verified by (5) and (6).
3.2. Generalized inverse and projection. A complication that we encounter in deriving the projection of $\varepsilon^{r} \varepsilon^{s}-T$ onto $\mathscr{B}$ is that, when $\theta$ is a vectorvalued parameter, the Bhattacharyya scores $\left\{b_{r}, b_{s t}^{*}: r, s, t=1, \ldots, p\right\}$ are linearly dependent, because both $b_{s t}^{*}$ and $b_{t s}^{*}$, which are the same vectors, are included in the set. In theory we can always exclude those $b_{s t}^{*}$ for which $s>t$ and carry out the projection on the set of vectors $\left\{b_{r}, b_{s t}^{*}, 1 \leq r \leq p, 1 \leq s \leq\right.$ $t \leq p\}$. Doing so, however, would destroy symmetry and make the presentation rather complex. We shall circumvent this complication by employing the generalized inverse of a matrix.

In the next proposition, we summarize a few properties of the generalized inverse that will be used. Part (i) is well known [Kruskal (1975)]; parts (ii) and (iii) are tailored for our use. Let $\mathscr{H}$ be a Hilbert space, and let $\left\{A_{1}, \ldots, A_{k}\right\}$ be a (possibly linearly dependent) set in $\mathscr{H}$. We are interested in the projection of a vector in $\mathscr{H}, A_{0}$ say, onto the subspace spanned by $\left\{A_{j}\right\}$. Let $V$ be the matrix of inner products $\left\{\left\langle A_{i}, A_{j}\right\rangle: i, j=1, \ldots, k\right\}$, let $M$ be the column matrix of inner products $\left\{\left\langle A_{0}, A_{j}\right\rangle: j=1, \ldots, k\right\}$ and let $A$ be the column matrix of vectors in $\mathscr{H},\left\{A_{j}: j=1, \ldots, k\right\}$. A generalized inverse $V^{-}$of $V$ is any $k \times k$ matrix satisfying $V V^{-} V=V$. The following properties hold.

Proposition 1. (i) The generalized inverse $V^{-}$exists; the projection of $A_{0}$ onto $\operatorname{span}\left\{A_{j}: j=1, \ldots, k\right\}$ may be written in the form $M^{T} V^{-} A$, independently of the choice of $V^{-}$.
(ii) Suppose $V=O\left(n^{2}\right), V=W+O(n)$ and $A_{0}=O(1)$. Then

$$
\begin{equation*}
\left\|M^{T} V^{-} A-M^{T} W^{-} A\right\|^{2}=O\left(n^{-2}\right) \tag{8}
\end{equation*}
$$

where $V^{-}$and $W^{-}$are generalized inverses of $V$ and $W$, respectively. This is true independently of the choices of generalized inverses.
(iii) Suppose $V=O\left(n^{2}\right), A_{0}=O(1)$ and $V=W+O\left(r_{n}\right)$, where $r_{n}$ is either $n$ or 1 . Let $V^{-}$be a generalized inverse of $V$, and let $W^{-}$be an approximate generalized inverse of $W$ in the sense that $W W^{-} W=W+O\left(r_{n}\right)$. Then

$$
\begin{equation*}
\left\|M^{T} W^{-} A\right\|^{2}=\left\|M^{T} V^{-} A\right\|^{2}+O\left(r_{n} / n^{2}\right) . \tag{9}
\end{equation*}
$$

Proof. (ii) Write the projection of $A_{0}$ onto $\operatorname{span}\left\{A_{j}\right\}$ as $\Pi_{1} A_{1}$ $+\cdots+\Pi_{k} A_{k} \equiv \Pi^{T} A$. On the one hand, $\Pi^{T} A$ must be of order $O(1)$ because $\left\|\Pi^{T} A\right\| \leq\left\|A_{0}\right\|=O(1)$. On the other hand $\left\|\Pi^{T} A\right\|^{2}=\Pi^{T} V \Pi=\Pi O\left(n^{2}\right) \Pi$. This implies that there is a choice of $\Pi$ each of whose entries is of order $O\left(n^{-1}\right)$. Thus we write $\Pi=n^{-1}\left(\pi_{1}, \ldots, \pi_{k}\right)^{T}=n^{-1} \pi$, so that $\pi=O(1)$. Then $M^{T}=$ $n^{-1} \pi^{T} V$. Hence

$$
\left\|M^{T} V^{-} A-M^{T} W^{-} A\right\|^{2}=n^{-2} \pi^{T} V\left(V^{-}-W^{-}\right) V V^{-} V\left(V^{-}-W^{-}\right) V \pi .
$$

However, by the definition of generalized inverse,
$V\left(V^{-}-W^{-}\right) V=V-\{W+O(n)\} W^{-}\{W+O(n)\}=V-W+O(n)=O(n)$.
This, together with $\pi=O(1)$ and $V^{-}=O\left(n^{-2}\right)$, implies (8).
(iii) Similarly to the proof of part (ii),

$$
\left\|M^{T} W^{-} A\right\|^{2}=n^{-2} \pi^{T} V W^{-} V V^{-} V W^{-} V \pi .
$$

By assumption,

$$
\begin{aligned}
V W^{-} V & =\left\{W+O\left(r_{n}\right)\right\} W^{-}\left\{W+O\left(r_{n}\right)\right\} \\
& =W W^{-} W+O\left(r_{n}\right)=W+O\left(r_{n}\right)=V+O\left(r_{n}\right) .
\end{aligned}
$$

Therefore $\left\|M^{T} W^{-} A\right\|^{2}=n^{-2} \pi^{T} V \pi+O\left(r_{n} / n^{2}\right)$. Now it is easy to verify that $\left\|M^{T} V^{-} A\right\|^{2}$ can be written as $n^{-2} \pi^{T} V \pi$.

Now suppose $\mathscr{H}$ consists of a set of square-integrable random variables. Then (ii) implies that

$$
\begin{equation*}
M^{T} V^{-} A=M^{T} W^{-} A+O_{p}\left(n^{-1}\right), \tag{10}
\end{equation*}
$$

as can be easily verified by the Chebyshev inequality.
3.3. Projection onto Bhattacharyya scores. We now calculate the exact projection of $\varepsilon^{r} \varepsilon^{s}-T$ onto $\mathscr{B}$, and then observe that the terms in the projection depending on $T$ can be ignored without incurring error large enough to be concerned. From now on, we write $\varepsilon^{r} \varepsilon^{s}-T$ as $D_{r s}(T)$, or simply as $D_{r s}$ when it does not cause ambiguity. Let $P^{\mathscr{E}} D_{r s}$ be the projection of $D_{r s}$ onto $\mathscr{B}$. Set $E_{\theta}\left(D_{r s}\right)=c_{r s}(\theta)$ and $E_{\theta}\left(\hat{\theta}^{t}-\theta^{t}\right)=d_{t}(\theta), r, s, t=1, \ldots, p$.

Lemma 1. If $T$ is an asymptotically unbiased estimator of $\varepsilon^{r} \varepsilon^{s}$, then

$$
\begin{align*}
P^{\mathscr{A}} D_{r s}= & n\left(\delta_{r, t} \delta_{s, u}+\delta_{r, u} \delta_{s, t}\right) \mu^{* t u, v w} b_{u w}^{*}  \tag{11}\\
& +O_{r s t}\left(n^{-1 / 2}\right) \mu^{t, u} b_{u}+O_{r s t u}\left(n^{-1 / 2}\right) \mu^{* t u, v w} b_{v w}^{*},
\end{align*}
$$

where $\mu^{* t u, v w}$ is (any) generalized inverse of the array $\mu_{i j, k l}^{*}$.

Proof. Differentiating the equations

$$
\begin{equation*}
E\left(\varepsilon^{r} \varepsilon^{s}-T\right)=c_{r s} \quad \text { and } \quad n^{-1 / 2} E\left(\varepsilon^{r}\right)=d_{r} \tag{12}
\end{equation*}
$$

with respect to $\theta_{t}$, we find

$$
\begin{align*}
E\left(D_{r s} b_{t}\right) & =\left(c_{r s}\right)_{t}+n\left(\delta_{r, t} d_{s}+\delta_{s, t} d_{r}\right) \quad \text { and } \\
n^{-1 / 2} E\left(\varepsilon^{r} b_{t}\right) & =\left(d_{r}\right)_{t}+\delta_{r, t}, \tag{13}
\end{align*}
$$

where $\delta_{r, s}$ equals 1 if $r=s$ and 0 otherwise, and $\left(c_{r s}\right)_{t}$ and $\left(d_{r}\right)_{u}$ denote the derivatives $\partial c_{r s}(\theta) / \partial \theta^{t}$ and $\partial d_{r}(\theta) / \partial \theta^{u}$, respectively. Differentiating the first equation in (13) with respect to $\theta_{u}$, we have

$$
\begin{align*}
& -n^{1 / 2} \delta_{s, u} E\left(\varepsilon^{r} b_{t}\right)-n^{1 / 2} \delta_{r, u} E\left(\varepsilon^{s} b_{t}\right)+E\left(D_{r s} b_{t u}\right) \\
& \quad=\left(c_{r s}\right)_{t u}+n \delta_{r, t}\left(d_{s}\right)_{u}+n \delta_{s, t}\left(d_{r}\right)_{u} . \tag{14}
\end{align*}
$$

Substituting the second equation in (13) into (14) results in

$$
\begin{align*}
E\left(D_{r s} b_{t u}\right)= & n\left(\delta_{r, u} \delta_{s, t}+\delta_{r, t} \delta_{s, u}\right)+\left(c_{r s}\right)_{t u}  \tag{15}\\
& +n\left\{\delta_{r, u}\left(d_{s}\right)_{t}+\delta_{s, t}\left(d_{r}\right)_{u}+\delta_{r, t}\left(d_{s}\right)_{u}+\delta_{s, u}\left(d_{r}\right)_{t}\right\} .
\end{align*}
$$

By assumption, $\left(d_{r}\right)_{t}=O\left(n^{-3 / 2}\right),\left(c_{r s}\right)_{t}=O\left(n^{-1 / 2}\right)$ and $\left(c_{r s}\right)_{t u}=O\left(n^{-1 / 2}\right)$. Hence the first equation in (13) and equation (15) imply that

$$
\begin{align*}
\left\langle D_{r s}, b_{t}\right\rangle & =O_{r s t}\left(n^{-1 / 2}\right) \quad \text { and } \\
\left\langle D_{r s,}, b_{t u}\right\rangle & =n\left(\delta_{r, u} \delta_{s, t}+\delta_{r, t} \delta_{s, u}\right)+O_{r s t u}\left(n^{-1 / 2}\right) . \tag{16}
\end{align*}
$$

From (16) and the definition of $b_{t u}^{*}$ it follows that

$$
\begin{align*}
\left\langle D_{r s}, b_{t u}^{*}\right\rangle & =\left\langle D_{r s}, b_{t u}-\rho^{t u, v} b_{v}\right\rangle  \tag{17}\\
& =n\left(\delta_{r, u} \delta_{s, t}+\delta_{r, t} \delta_{s, u}\right)+O_{r s t u}\left(n^{-1 / 2}\right) .
\end{align*}
$$

Now (17), the first equation in (16) and Proposition 1(i) imply the assertion of the lemma.

A further analysis of (11) indicates that

$$
\begin{equation*}
P^{\mathscr{B}} D_{r s}=n\left(\delta_{r, t} \delta_{s, u}+\delta_{r, u} \delta_{s, t}\right) \mu^{* t u, v w} b_{v w}^{*}+O_{p}\left(n^{-1}\right) \equiv B_{r s}+O\left(n^{-1}\right) . \tag{18}
\end{equation*}
$$

This is because $b_{u}=U_{u}=O_{p}\left(n^{1 / 2}\right)$ and $\mu^{t, u}=O\left(n^{-1}\right)$; so the second term in (11) is of order $O_{p}\left(n^{-1}\right)$. Also, by (7), $\mu^{* t u, v w}=O\left(n^{-2}\right)$ and, by (5), $b_{v w}^{*}=$ $O_{p}(n)$. So the first and the third terms are $O_{p}(1)$ and $O_{p}\left(n^{-3 / 2}\right)$, respectively.

Another consequence of Lemma 1 is that the first term in (11), $B_{r s}$, is orthogonal to the remainders with an error of order $O\left(n^{-3 / 2}\right)$, because the largest remainder term $O_{r s t}\left(n^{-1 / 2}\right) \mu^{t, u} b_{u}$ is exactly orthogonal to $B_{r s}$. This fact is essential to the decomposition of $D_{r s}$.

Theorem 1. If $T$ is an asymptotically unbiased estimator of $\varepsilon^{r} \varepsilon^{s}$, then

$$
\begin{equation*}
\left\langle D_{r s}-B_{r s}, B_{r s}\right\rangle=O\left(n^{-3 / 2}\right) . \tag{19}
\end{equation*}
$$

Proof. By the property of projection,

$$
\left\langle D_{r s}-P^{\mathscr{E}} D_{r s}, P^{\mathscr{E}} D_{r s}\right\rangle=0
$$

Set $P^{\mathscr{B}} D_{r s}=B_{r s}+\left(P^{\mathscr{B}} D_{r s}-B_{r s}\right)$ and expand this equation. We obtain

$$
\begin{align*}
\left\langle D_{r s}\right. & \left.-B_{r s}, B_{r s}\right\rangle+\left\langle D_{r s}, P^{\mathscr{B}} D_{r s}-B_{r s}\right\rangle  \tag{20}\\
& -2\left\langle P^{\mathscr{F}} D_{r s}-B_{r s}, B_{r s}\right\rangle-\left\|P^{\mathscr{B}} D_{r s}-B_{r s}\right\|^{2}=0 .
\end{align*}
$$

By (18), the last term on the left-hand side is $O\left(n^{-2}\right)$. By Lemma 1 and the discussions preceding the theorem,

$$
\begin{aligned}
\left\langle P^{\mathscr{F}} D_{r s}-B_{r s}, B_{r s}\right\rangle & =O_{r s t u}\left(n^{-1 / 2}\right) \mu^{* t u, v w}\left\langle b_{v w}^{*}, B_{r s}\right\rangle \\
& =O\left(n^{-1 / 2}\right) O\left(n^{-2}\right) O(n)=O\left(n^{-3 / 2}\right) .
\end{aligned}
$$

Finally, by Lemma 1 and by (16),

$$
\begin{aligned}
\left\langle D_{r s}\right. & \left., P^{\mathscr{D}} D_{r s}-B_{r s}\right\rangle \\
& =O_{r s t}\left(n^{-1 / 2}\right) \mu^{t, u}\left\langle D_{r s}, b_{u}\right\rangle+O_{r s t u}\left(n^{-1 / 2}\right) \mu^{* t u, v w}\left\langle D_{r s, b v w}^{*}\right\rangle \\
& =O\left(n^{-1 / 2}\right) O\left(n^{-1}\right) O\left(n^{-1 / 2}\right)+O\left(n^{-1 / 2}\right) O\left(n^{-2}\right) O(n)=O\left(n^{-3 / 2}\right) .
\end{aligned}
$$

The theorem now follows.
A consequence of Theorem 1 is that, ignoring $O\left(n^{-3 / 2}\right)$, minimizing $\| \varepsilon^{r} \varepsilon^{s}$ $-T \|^{2}$ amounts to minimizing $\left\|\varepsilon^{r} \varepsilon^{s}-T-B_{r s}\right\|^{2}$, because

$$
\begin{equation*}
\left\|\varepsilon^{r} \varepsilon^{s}-T\right\|^{2}=\left\|\varepsilon^{r} \varepsilon^{s}-T-B_{r s}\right\|^{2}+\left\|B_{r s}\right\|^{2}+O\left(n^{-3 / 2}\right), \tag{21}
\end{equation*}
$$

where $B_{r s}$ does not depend on $T$.

## 4. Expansions.

Proposition 2. The realized squared error $\varepsilon^{r} \varepsilon^{s}$ has the following expansion:

$$
\begin{align*}
& \kappa^{r, t^{s, u} \kappa_{t}} Y_{t} Y_{u}+n^{-1 / 2}\left(\kappa^{s, u^{\prime} r, t}[2]\right) \kappa^{v, w} \\
& \quad \times\left\{Y_{t v} Y_{w} Y_{u}-\frac{1}{2} \kappa^{x, y}\left(\kappa_{w y, t}+\kappa_{w, y, t}\right)\left(Y_{u} Y_{v} Y_{x}-\kappa_{v, x} Y_{u}\right)\right\}  \tag{22}\\
& \quad+O_{p}\left(n^{-1}\right),
\end{align*}
$$

where $\kappa^{s, u^{r}}{ }^{r, t}[2]$ denotes the symmetric array $\kappa^{s, u^{r}}{ }^{r, t}+\kappa^{r, u^{s}, t}$.
Proof. Expressing the expansion of $n^{1 / 2}\left(\tilde{\theta}^{r}-\theta^{r}\right)$, as given in McCullagh [(1987), page 209], in terms of $\left\{Y_{r}, Y_{s t}\right\}$, and then subtracting from it the bias (3), we obtain the expansion of $n^{1 / 2}\left(\hat{\theta}^{r}-\theta^{r}\right)$, as follows:

$$
\begin{aligned}
& \kappa^{r, s} Y_{s}+n^{-1 / 2}\left\{\kappa^{r, s} \kappa^{t, u} Y_{s t} Y_{u}-\frac{1}{2} \kappa^{r, u} \kappa^{s, v} \kappa^{t, w}\left(\kappa_{v w, u}+\kappa_{u, v, w}\right)\left(Y_{s} Y_{t}-\kappa_{s, t}\right)\right\} \\
& \quad+O_{p}\left(n^{-1}\right) .
\end{aligned}
$$

From this we then carry out the expansion (22).

Proposition 3. The inverse of the observed Fisher information, $\hat{j}_{r, s}=$ $-n^{-1} U_{r s}(\tilde{\theta})$, has the following expansion:

$$
\begin{equation*}
\hat{j}^{r, s}=\kappa^{r, s}+n^{-1 / 2} \kappa^{r, t} \kappa^{s, u}\left\{Y_{t u}+\left(\kappa_{t u v}+\kappa_{t u, v}\right) \kappa^{v, w} Y_{w}\right\}+O_{p}\left(n^{-1}\right) . \tag{23}
\end{equation*}
$$

Proof. By Taylor's theorem,

$$
\begin{align*}
\hat{j}_{r, s} & =-n^{-1} U_{r s}(\theta)+n^{-1} U_{r s t}(\theta)\left(\tilde{\theta}^{t}-\theta^{t}\right)+O_{p}\left(n^{-1}\right)  \tag{24}\\
& =\kappa_{r, s}-n^{-1 / 2}\left(Z_{r s}+\kappa_{r s t} \kappa^{t, u} Z_{u}\right)+O_{p}\left(n^{-1}\right) .
\end{align*}
$$

Invert the above equation, and express $Z$ 's in terms of $Y$ 's, to obtain (23).
Proposition 4. The random variable $B_{r s}$ has the following expansion:

$$
\begin{align*}
B_{r s}= & \kappa^{r, w^{s} \kappa^{s, v}}\left\{\left(Y_{v} Y_{w}-\kappa_{v, w}\right)+n^{-1 / 2}\left(Y_{v w}-\kappa_{v, w, x} \kappa^{x, y} Y_{y}\right)\right\}  \tag{25}\\
& +O_{p}\left(n^{-1}\right) .
\end{align*}
$$

Proof. First observe that

$$
\left(\kappa_{r, i} \kappa_{s, j}[2]\right) \kappa^{i, k_{\kappa} j, l}\left(\kappa_{k, t} \kappa_{l, u}[2]\right)=2\left(\kappa_{r, t} \kappa_{s, u}[2]\right) .
$$

So $\kappa^{i, k_{k}}{ }^{j, l} /\left(2 n^{2}\right)$ is a generalized inverse of the leading term of $\mu_{r s, t u}^{*}$. Now apply part (ii) of Proposition 1 . To do so we identify $\operatorname{span}\left\{b_{w w}^{*}: v, w=1, \ldots, p\right\}$ with $\operatorname{span}\left\{A_{j}\right\},\left\{u^{* t u, v w}\right\}$ with $V^{-},\left\{\kappa^{i, k_{\kappa^{j,}}^{j, l}} /\left(2 n^{2}\right)\right\}$ with $W^{-}$and $\left\{\left\langle D_{r s}, b_{t u}^{*}\right\rangle\right\}$ with M. By (10),

$$
\left\langle D_{r s}, b_{t u}^{*}\right\rangle \mu^{* t u, v w} b_{v w}^{*}=\frac{1}{2 n^{2}}\left\langle D_{r s}, b_{t u}^{*}\right\rangle \kappa^{t, v} \kappa^{u, w} b_{v w}^{*}+O_{p}\left(n^{-1}\right) .
$$

This, together with (18), implies that

$$
B_{r s}=\frac{1}{2 n^{2}}\left\langle D_{r s}, b_{t u}^{*}\right\rangle \kappa^{t, v} \kappa^{u, w} b_{v w}^{*}+O_{p}\left(n^{-1}\right) .
$$

Substituting (5) and (17) into this expression, and after some computations, we obtain (25).

Finally, we assemble Propositions $2-4$ to obtain the expansion of $\varepsilon^{r} \varepsilon^{s}-$ $\hat{j}^{r, s}-B_{r s}$.

Proposition 5. The random variable $\varepsilon^{r} \varepsilon^{s}-\hat{j}^{r, s}-B_{r s}$ can be expanded as $n^{-1 / 2}\left(I^{r, s}+J^{r, s}+K^{r, s}+L^{r, s}\right)+O_{p}\left(n^{-1}\right)$, where

$$
\begin{aligned}
& I^{r, s}=\left(\kappa^{s, u^{r} \kappa^{r, t}}[2]\right)\left(\kappa^{v, w} Y_{t v} Y_{w} Y_{u}-Y_{t u}\right),
\end{aligned}
$$

$$
\begin{align*}
& K^{r, s}=\frac{1}{2}\left(\kappa^{s, u^{r, t}}{ }^{r, t}[2]\right) \kappa^{y, w}\left(\kappa_{w y, t}+\kappa_{w, y, t}\right) Y_{u} \text {, }  \tag{26}\\
& L^{r, s}=-\frac{1}{2}\left(\kappa^{s, u^{\prime} \kappa^{r, t}}[2]\right) \kappa^{v, w^{x, y}}{ }^{x, y}\left(\kappa_{w y, t}+\kappa_{w, y, t}\right) Y_{u} Y_{v} Y_{x} .
\end{align*}
$$

We denote $\varepsilon^{r} \varepsilon^{s}-\hat{j}^{r, s}-B_{r s}$ by $n^{-1 / 2} \Delta^{r, s}$, so that $\Delta^{r, s}=O_{p}(1)$.

## 5. Second-order optimality of the observed Fisher information.

5.1. Asymptotically linear estimators. We shall now demonstrate that, if we ignore an error of magnitude $O\left(n^{-3 / 2}\right)$, then $\hat{j}^{r, s}$ is the optimal estimator of $\varepsilon^{r} \varepsilon^{s}$ among a wide class of estimators, which includes all those that are asymptotically linear, as defined below.

Definition 2. A statistic $T$ is said to be an asymptotically linear estimator of $\varepsilon^{r} \varepsilon^{s}$ if it has the form

$$
\begin{equation*}
T=\kappa^{r, s}+n^{-1} \sum_{\alpha=1}^{n} \psi\left(\theta, X_{\alpha}\right)+O_{p}\left(n^{-1}\right), \tag{27}
\end{equation*}
$$

where $\psi\left(\theta, X_{\alpha}\right)$ is square integrable and unbiased in the sense that $E_{\theta} \psi^{2}\left(\theta, X_{i}\right)<\infty$ and $E_{\theta} \psi\left(\theta, X_{i}\right)=0$ for all $\theta$. The class of all asymptotically linear estimators is written as $\mathscr{L}$.

For further discussions of the properties of an asymptotic linear estimator, see Hampel (1974) and Bickel, Klaasen, Ritov and Wellner [(1993), page 19]. From expansion (25) we see that $\hat{j}^{r, s}$ belongs to $\mathscr{L}$, with

$$
n^{-1 / 2} \sum_{\alpha=1}^{n} \psi\left(\theta, X_{\alpha}\right)=\kappa^{r, t^{s, u}}\left\{Y_{t u}+\left(\kappa_{t u v}+\kappa_{t u, v}\right) \kappa^{v, w} Y_{w}\right\} .
$$

Notice that, under regularity conditions, $\mathscr{L}$ is contained in $\mathscr{U}$, the class of asymptotically unbiased estimators.

Since we are to estimate $\varepsilon^{r} \varepsilon^{s}$, which is asymptotically nonlinear, from within the asymptotically linear class $\mathscr{L}$, it is natural to ask: how much do we lose by focussing on $\mathscr{L}$ ? This will be addressed by the next theorem.

Theorem 2. For each $T$ in $\mathscr{U},\left\|\varepsilon^{r} \varepsilon^{s}-T\right\|^{2} \geq\left\|B_{r s}\right\|^{2}+O\left(n^{-1}\right)$; whereas, for each $T$ in $\mathscr{L},\left\|\varepsilon^{r} \varepsilon^{s}-T\right\|^{2}=\left\|B_{r s}\right\|^{2}+O\left(n^{-1}\right)$.

This means, roughly speaking, that, ignoring $O\left(n^{-1}\right)$, the best that can be achieved in estimating $\varepsilon^{r} \varepsilon^{s}$ can be achieved within the class $\mathscr{L}$. We will say that $\mathscr{L}$ is first-order efficient.

Proof. The first assertion follows immediately from decomposition (21). Now let $T$ belong to $\mathscr{L}$. By expansions (22) and (25) and the definition of $T$ in $\mathscr{L}$,

$$
\varepsilon^{r} \varepsilon^{s}-T-B_{r s}=n^{-1} \sum_{\alpha=1}^{n} \psi\left(\theta, X_{\alpha}\right)+O_{p}\left(n^{-1 / 2}\right)=O_{p}\left(n^{-1 / 2}\right) .
$$

Hence the first term in decomposition (21) is $O\left(n^{-1}\right)$, and the second assertion follows.
5.2. Optimality of the observed Fisher information. A further decomposition of the right-hand side of (21) gives, for each $T$ in $\mathscr{U}$,

$$
\begin{align*}
\left\|\varepsilon^{r} \varepsilon^{s}-T\right\|^{2}= & \left\|\varepsilon^{r} \varepsilon^{s}-\hat{j}^{r, s}-B_{r s}\right\|^{2}+\left\|T-\hat{j}^{r, s}\right\|^{2} \\
& +2\left\langle\varepsilon^{r} \varepsilon^{s}-\hat{j}^{r, s}-B_{r s}, T-\hat{j}^{r, s}\right\rangle  \tag{28}\\
& +\left\|B_{r s}\right\|^{2}+O\left(n^{-3 / 2}\right)
\end{align*}
$$

We now show that for $T$ 's in $\mathscr{L}$ the inner product term in (28) is $O\left(n^{-3 / 2}\right)$ so that, since $\left\|B_{r s}\right\|$ does not depend on $T, \hat{j}^{r, s}$ minimizes (28) within $\mathscr{L}$ if we ignore $O\left(n^{-3 / 2}\right)$.

ThEOREM 3. The estimator $\hat{j}^{r}$,s is second-order efficient in the sense that, for each $T$ in $\mathscr{L}$,

$$
\left\|\varepsilon^{r} \varepsilon^{s}-\hat{j}^{r, s}\right\|^{2} \leq\left\|\varepsilon^{r} \varepsilon^{s}-T\right\|^{2}+O\left(n^{-3 / 2}\right)
$$

Proof. By (23), $\hat{j}^{r, s}$ belongs to $\mathscr{L}$. Hence $T$ and $\hat{j}^{r, s}$ can be written, respectively, as

$$
\kappa^{r, s}+n^{-1} \sum_{\alpha=1}^{n} \psi_{i}\left(\theta, X_{\alpha}\right)+O_{p}\left(n^{-1}\right), \quad i=1,2
$$

for some $\psi_{1}$ and $\psi_{2}$ satisfying Definition 2. Therefore $T-\hat{j}^{r, s}$ has the form $n^{-1 / 2} \Psi+O_{p}\left(n^{-1}\right)$, where

$$
\Psi=n^{-1 / 2} \sum_{\alpha=1}^{n}\left\{\psi_{1}\left(\theta, X_{\alpha}\right)-\psi_{2}\left(\theta, X_{\alpha}\right)\right\}
$$

Notice that $\Psi$ is a centered and standardized sum of independent random variables. Now since

$$
\left\langle T-\hat{j}^{r, s}, n^{-1 / 2} \Delta^{r, s}\right\rangle=n^{-1}\left\langle\Psi, \Delta^{r, s}\right\rangle+O\left(n^{-3 / 2}\right)
$$

it suffices to show that

$$
\begin{equation*}
\left\langle\Delta^{r, s}, \Psi\right\rangle=O\left(n^{-1 / 2}\right) \tag{29}
\end{equation*}
$$

Recall that $\Delta^{r, s}=I^{r, s}+J^{r, s}+K^{r, s}+L^{r, s}+O_{p}\left(n^{-1 / 2}\right)$. By definition

$$
\Psi=n^{1 / 2}\left(T-j^{r, s}\right)+O_{p}\left(n^{-1 / 2}\right)=n^{1 / 2}\left\{D_{r s}(T)-D_{r s}\left(\hat{j}^{r, s}\right)\right\}+O_{p}\left(n^{-1 / 2}\right)
$$

From the first equality of (16), $\left\langle D_{r s}(T)-D_{r s}\left(\hat{j}^{r}, s\right), Y_{t}\right\rangle=O\left(n^{-1}\right)$. It follows that $\left\langle\Psi, Y_{t}\right\rangle=O\left(n^{-1 / 2}\right)$, and hence, by the definitions of $J^{r, s}$ and $K^{r, s}$ in (26), we have that $\left\langle\Psi, J^{r, s}\right\rangle=O\left(n^{-1 / 2}\right)$ and $\left\langle\Psi, K^{r, s}\right\rangle=O\left(n^{-1 / 2}\right)$. Furthermore, by McCullagh [(1987), page 29],

$$
\begin{align*}
\left\langle Y_{u} Y_{v} Y_{x}, \Psi\right\rangle= & \operatorname{cum}\left(Y_{u}, Y_{v}, Y_{x}, \Psi\right)+\kappa_{v, x} \operatorname{cum}\left(Y_{u}, \Psi\right)  \tag{30}\\
& +\kappa_{u, x} \operatorname{cum}\left(Y_{v}, \Psi\right)+\kappa_{u, v} \operatorname{cum}\left(Y_{x}, \Psi\right)
\end{align*}
$$

where, on the right-hand side, the first term is $O\left(n^{-1}\right)$ and the rest are $O\left(n^{-1 / 2}\right)$ because, for example, cum $\left(Y_{u}, \Psi\right)=O\left(n^{-1 / 2}\right)$. So $\left\langle\Psi, L^{r, s}\right\rangle$ is of
order $O\left(n^{-1 / 2}\right)$. It remains to show that $\left\langle I^{r, s}, \Psi\right\rangle=O\left(n^{-1 / 2}\right)$. By the definition of $I^{r, s}$ in (26), it suffices to verify that

$$
\begin{equation*}
\kappa^{v, w}\left\langle Y_{t v} Y_{w} Y_{u}, \Psi\right\rangle=\left\langle Y_{t u}, \Psi\right\rangle+O\left(n^{-1 / 2}\right) . \tag{31}
\end{equation*}
$$

As in (30), the inner product $\left\langle Y_{t v} Y_{w} Y_{u}, \Psi\right\rangle$ can be represented in terms of cumulants. However, since $Y_{t v}$ is orthogonal to $Y_{u}$ and $Y_{w}$, only the following two terms are present:

$$
\begin{align*}
\left\langle Y_{t v} Y_{w} Y_{v}, \Psi\right\rangle & =\operatorname{cum}\left(Y_{t v}, Y_{w}, Y_{u}, \Psi\right)+\kappa_{u, w} \operatorname{cum}\left(Y_{t v}, \Psi\right)  \tag{32}\\
& =\kappa_{u, w} \operatorname{cum}\left(Y_{t v}, \Psi\right)+O\left(n^{-1}\right),
\end{align*}
$$

from which (31) follows.
Theorem 3, combined with decomposition (28), implies that

$$
\left\|\varepsilon^{r} \varepsilon^{s}-T\right\|^{2} \geq\left\|B_{r s}\right\|^{2}+\left\|\varepsilon^{r} \varepsilon^{s}-\hat{j}^{r, s}-B_{r s}\right\|^{2}+O\left(n^{-3 / 2}\right) .
$$

Here, $\left\|B_{r s}\right\|^{2}=O(1)$ is the first-order lower bound for the mean squared errors of estimators in $\mathscr{U}$, and $\left\|B_{r s}\right\|^{2}+\left\|\varepsilon^{r} \varepsilon^{s}-\hat{j}^{r, s}-B_{r s}\right\|^{2}=O(1)+O\left(n^{-1}\right)$ is the second-order lower bound for estimators in $\mathscr{L}$. The expansions of these bounds will be given in the Appendix.
6. Comparison with several other estimators. In this section we compare the performance of several other commonly used estimators with the optimal estimator $\hat{j}^{r, s}$. We shall focus on two types of estimators: the inverse of expected Fisher information and a sandwich estimator. It is known that the jackknife and the bootstrap estimators are asymptotically equivalent to the sandwich estimator [Hjort (1992)]. Hence the comparisons apply to these estimators as well.

The comparison is based on the increment in mean squared error from the second-order lower bound, when these alternative estimators are used. This is the loss of accuracy incurred by not using the efficient estimator. As we shall see these alternative estimators are asymptotically linear and first-order efficient. However, none of them is second-order efficient.

As a consequence of Theorems 2 and 3 , for any $T$ in $\mathscr{L}$,
(33) $\left\|\varepsilon^{r} \varepsilon^{s}-T\right\|^{2}=$ second-order lower bound $+\left\|T-\hat{j}^{r, s}\right\|^{2}+O\left(n^{-3 / 2}\right)$.

Thus the increment in mean squared error is simply $\left\|T-\hat{j}^{r, s}\right\|^{2}$.
6.1. Expected Fisher information. Recall that the expected Fisher information is defined by the following relation:

$$
\begin{equation*}
-n \hat{i}_{r, s}=\left.\int U_{r s}(\eta, x) p_{\eta}(x) d x\right|_{\eta=\theta} \tag{34}
\end{equation*}
$$

Proposition 6. The inverse of expected information, $\hat{i}^{r}$, , is not secondorder efficient in estimating the realized squared error $\varepsilon^{r} \varepsilon^{s}$. The increase in the mean squared error, compared with $\hat{j}^{r, s}$, is

$$
\begin{equation*}
\left\|\hat{j}^{r, s}-\hat{i}^{r, s}\right\|^{2}=n^{-1} \boldsymbol{\kappa}^{r, t_{\boldsymbol{K}}}{ }^{s, u_{\kappa^{\prime}}^{r, i} \boldsymbol{\kappa}^{s, j}}\left(\kappa_{t u, i j}-\kappa_{t u, v} \kappa^{v, k_{\kappa_{i j, k}}}\right)+O\left(n^{-3 / 2}\right) \tag{35}
\end{equation*}
$$

The leading term on the right-hand side is the multivariate version of the square statistical curvature introduced by Efron (1975).

Proof of Proposition 6. We abbreviate $\int U_{r s}(\theta, x) p_{\theta}(x) d x$ as $\int U_{r s} p$, and we denote the derivative of $\int U_{r s}(\eta, x) p_{\eta}(x) d x$ with respect to $\eta^{t}$, evaluated at $\theta$, as $\left(\int U_{r s} p\right)_{t}$. By the Taylor expansion

$$
\begin{aligned}
-\hat{i}_{r, s} & =n^{-1} \int U_{r s} p+n^{-3 / 2}\left(\int U_{r s} p\right)_{t}\left\{n^{1 / 2}\left(\tilde{\theta}^{t}-\theta^{t}\right)\right\}+O_{p}\left(n^{-1}\right) \\
& =\kappa_{r, s}+n^{-1 / 2}\left(\kappa_{r s t}+\kappa_{r s, t}\right) \kappa^{t, u} Z_{u}+O_{p}\left(n^{-1}\right)
\end{aligned}
$$

Inverting the above expansion, we find

$$
\begin{equation*}
\hat{i}^{r, s}=\kappa^{r, s}+n^{-1 / 2} \kappa^{r, t} \kappa^{s, u} \kappa^{v, w}\left(\kappa_{t u v}+\kappa_{t u, v}\right) Y_{w}+O_{p}\left(n^{-1}\right) \tag{36}
\end{equation*}
$$

Thus $\hat{i}^{r}, s$ belongs to $\mathscr{L}$. So the increment in mean squared error is $\| \hat{j}^{r, s}-$ $\hat{i}^{r, s} \|^{2}$. Subtracting (36) from (23) gives $n^{-1 / 2} \kappa^{r, t} \kappa^{s, u} Y_{t u}+O_{p}\left(n^{-1}\right)$, whose squared norm equals the right-hand side of (35).
6.2. Sandwich estimators. The sandwich estimator with which we shall be concerned has the form

$$
\begin{equation*}
\hat{k}^{r, s}=n^{-1} \hat{j}^{r, t} \hat{\dot{j}}, u \sum_{\alpha=1}^{n} U_{t}\left(\tilde{\theta}, X_{\alpha}\right) U_{u}\left(\tilde{\theta}, X_{\alpha}\right) \tag{37}
\end{equation*}
$$

This is the SAND2 in the Introduction. Another definition of a sandwich estimator, the SAND1, replaces $\hat{j}^{r, s}$ by $\hat{i}^{r, s}$ in the above expression [see Barndorff-Nielsen and Cox (1994), page 114]. These two estimators are not equivalent to the second order. To analyze $\hat{k}^{r, s}$ it is necessary to augment the notational system described in Section 2. Let

$$
U_{t, u}=\sum_{\alpha=1}^{n} U_{t}^{\alpha} U_{u}^{\alpha} \quad \text { and } \quad U_{t u, v}=\sum_{\alpha=1}^{n} U_{t u}^{\alpha} U_{v}^{\alpha}
$$

The cumulants of these random variables can be expressed in terms of the $\kappa$ 's. Several of these cumulants, which will be used the subsequent analysis, are listed below:

$$
\begin{align*}
\operatorname{cum}\left(U_{t, u}\right) & =n \kappa_{t, u}, \quad \operatorname{cum}\left(U_{t, u}, U_{v}\right)=n \kappa_{t, u, v} \\
\operatorname{cum}\left(U_{t u}, U_{v, w}\right) & =n \kappa_{t u, v, w}  \tag{38}\\
\operatorname{cum}\left(U_{t, u}, U_{v, w}\right) & =n\left(\kappa_{t, u}+\kappa_{t, v} \kappa_{u, w}[2]\right)
\end{align*}
$$

As in Section 2, we use the Z's to denote the standardized U's, centered by their expectations and scaled by $n^{1 / 2}$, for example, $Z_{t, u}=n^{-1 / 2}\left(u_{t, u}-n \kappa_{t, u}\right)$, and we use $Y_{t, u}$ to denote the projection of $Z_{t, u}$ onto the orthogonal space of $Z_{v}$; for example,

$$
\begin{equation*}
Y_{t, u}=Z_{t, u}-\operatorname{cum}\left(Z_{t, u}, Z_{v}\right) \kappa^{v, w} Z_{w}=Z_{t, u}-\kappa_{t, u, v} \kappa^{v, w} Z_{w} \tag{39}
\end{equation*}
$$

Proposition 7. The sandwich estimator $\hat{k}^{r, s}$ is not efficient in estimating $\varepsilon^{r} \varepsilon^{s}$, and the increase of mean squared error, compared with $\hat{j}^{r, s}$, is

$$
\begin{align*}
& \left\|\hat{k}^{r, s}-\hat{j}^{r, s}\right\|^{2} \\
& =n^{-1} \kappa^{r, t_{\boldsymbol{t}} r, i_{\boldsymbol{K}} s, u_{\kappa}{ }^{s, j}\left\{\left(\kappa_{t u, i j}+\kappa_{t u, i, j}+\kappa_{i j, t, u}\right) .\right.} \\
& \left.+\kappa_{t, u, i, j}+\kappa_{t, i} \kappa_{u, j}[2]\right)  \tag{40}\\
& \left.-\left(\kappa_{i, j, k}+\kappa_{i j, k}\right) \kappa^{k, v}\left(\kappa_{t, u, v}+\kappa_{t u, v}\right)\right\} \\
& +O\left(n^{-3 / 2}\right) .
\end{align*}
$$

Note. The SAND1 is also inefficient in estimating $\varepsilon^{r} \varepsilon^{s}$, but with a different increment of the mean squared error. The analysis is similar to that presented here and will be omitted.

Proof of Proposition 7. We first analyze the factor $\sum_{\alpha=1}^{n}\left\{U_{t}\left(\tilde{\theta}, X_{\alpha}\right) U_{u}(\tilde{\theta}\right.$, $\left.\left.X_{\alpha}\right)\right\} \equiv \hat{U}_{t, u}$. By Taylor expansion,

$$
\begin{equation*}
\hat{U}_{t, u}=U_{t, u}+\left(U_{t, u}\right)_{v}\left(\tilde{\theta}^{v}-\theta^{v}\right)+O_{p}(1), \tag{41}
\end{equation*}
$$

where $\left(U_{t, u}\right)_{v}$ is the derivative of $U_{t, u}$ with respect to $\theta^{v}$, evaluated $\theta$. Notice that

$$
\left(U_{t, u}\right)_{v}=U_{t v, u}+U_{t, u v}=n^{1 / 2}\left(Z_{t v, u}+Z_{t, u v}\right)+n\left(\kappa_{t v, u}+\kappa_{t, u v}\right) .
$$

Equation (41), rewritten in terms of $Z$ 's and rearranged according to the powers of $n$, becomes

$$
\begin{equation*}
\hat{U}_{r, s}=n \kappa_{t, u}+n^{1 / 2}\left\{Z_{t, u}+\left(\kappa_{t v, u}+\kappa_{t, u v}\right) \kappa^{v, w} Z_{w}\right\}+O_{p}(1) . \tag{42}
\end{equation*}
$$

Substituting the expansions of $\hat{j}^{r, s}$ and $\hat{U}_{t, u}$, as given by (23) and (42), into definition (37), we find, after some computations, that

$$
\begin{aligned}
\hat{k}^{r, s}= & \kappa^{r, s}+n^{-1 / 2} \kappa^{r, t} \kappa^{s, u}\left(Z_{t u}+\kappa_{t u v} \kappa^{v, w} Z_{w}\right) \\
& +n^{-1 / 2} \kappa^{r, t^{s} \kappa^{s, u}}\left\{\left(Z_{t u}+Z_{t, u}\right)+\left(\kappa_{t u v}+\kappa_{t v, u}+\kappa_{t, u v}\right) \kappa^{v, w} Z_{w}\right\} \\
& +O_{p}\left(n^{-1}\right) .
\end{aligned}
$$

On the right-hand side of the last equality, the sum of the first two terms is exactly $\hat{j}^{r, s}$. Next, apply the Bartlett identity, $\kappa_{t u v}+\kappa_{t v, u}+\kappa_{t, u v}=-\left(\kappa_{t, u, v}\right.$ $+\kappa_{t u, v}$ ). Hence, by (2) and (39), the third term is the projection of $Z_{t u}+Z_{t, u}$ onto the orthogonal space of $\left\{Z_{v}: v=1, \ldots, p\right\}$. In other words,

$$
\begin{equation*}
\hat{k}^{r, s}=\hat{j}^{r, s}+n^{-1 / 2} \kappa^{r, t} \kappa^{s, u}\left(Y_{t u}+Y_{t, u}\right)+O_{p}\left(n^{-1}\right) . \tag{43}
\end{equation*}
$$

From this it follows that $\hat{k}^{r, s}$ also belongs to $\mathscr{L}$. The increment in mean squared error is given by

$$
\left\|\hat{k}^{r, s}-\hat{j}^{r, s}\right\|^{2}=n^{-1}\left\|\kappa^{r, t} \kappa^{s, u}\left(Y_{t u}+Y_{t, u}\right)\right\|^{2}+O\left(n^{-3 / 2}\right) .
$$

Since $\kappa^{r, t^{s}}{ }^{s, u}\left(Y_{t u}+Y_{t, u}\right)$ is the projection of $\kappa^{r, t_{\kappa}}{ }^{s, u}\left(Z_{t u}+Z_{t, u}\right)$ onto the orthogonal space of $\left\{Z_{w}\right\}$, the squared norm of the former is simply the squared norm of the latter less the squared norm of the projection of the latter. In symbols,

$$
\begin{aligned}
\left\|\kappa^{r, t} \boldsymbol{\kappa}^{s, u}\left(Y_{t u}+Y_{t, u}\right)\right\|^{2}= & \left\|\kappa^{r, t_{\kappa} s, u}\left(Z_{t u}+Z_{t, u}\right)\right\|^{2} \\
& -\left\|\kappa^{r, t^{s, u}}\left(\kappa_{t u, v}+\kappa_{t, u, v}\right) \kappa^{v, w} Z_{w}\right\|^{2} .
\end{aligned}
$$

Using the cumulants formulae in (38), this is computed to be the right-hand side of (40).
6.3. Interpretations of the comparisons. One way to sum up the comparison of $\hat{j}^{r, s}$ against $\hat{i}^{r, s}$ and $\hat{k}^{r, s}$, and, in fact, against any estimator in $\mathscr{L}$, is to view the realized error $\varepsilon^{r} \varepsilon^{s}$ as coming from three sources: one that is unestimable; one that is determined by the quality of the estimator; and one that is determined by luck. In symbols,

$$
\varepsilon^{r} \varepsilon^{s}=E_{U}+E_{Q}+E_{L}
$$

where $E$ represents error; $U$, unestimable; $Q$, quality; and $L$, luck. It will be argued that, in $\mathscr{L}$, no estimator can estimate $E_{U}$; every estimator does equally well in estimating $E_{Q}$; and only $\hat{j}^{r, s}$ estimate $E_{L}$ correctly. This has to do with the innate structures of the realized error and the estimators in $\mathscr{L}$, to which we now turn our attention.

Proposition 8. Any estimator $T$ in $\mathscr{L}$ can be written as

$$
\begin{equation*}
T=\hat{i}^{r}, s+n^{-1 / 2} \Psi+O_{p}\left(n^{-1}\right), \tag{44}
\end{equation*}
$$

where $\Psi=\Psi(\theta, X)$ is unbiased and square integrable estimating function, in the sense that, for all $\theta, E_{\theta} \Psi(\theta, X)=0$ and $E_{\theta} \Psi^{2}(\theta, X)<\infty$. Moreover,

$$
\begin{equation*}
\left\langle\hat{i}^{r, s}, n^{-1 / 2} \Psi\right\rangle=O\left(n^{-3 / 2}\right) . \tag{45}
\end{equation*}
$$

Proof. Since $T$ and $\hat{i}^{r, s}$ belong to $\mathscr{L}$, they can be written as $\kappa^{r, s}+$ $n^{-1} \sum_{\alpha+1}^{n} \psi_{i}\left(\theta, X_{\alpha}\right)+O_{p}\left(n^{-1}\right)$ for some $\psi_{1}$ and $\psi_{2}$ satisfying Definition 2. Thus (44) holds with $\Psi=n^{-1 / 2} \sum_{\alpha=1}^{n}\left\{\psi_{1}\left(\theta, X_{\alpha}\right)-\psi_{2}\left(\theta, X_{\alpha}\right)\right\}$. By an argument similar to that in the proof of Theorem 3, immediately above expression (30),

$$
\left\langle\Psi, Z_{u}\right\rangle=O\left(n^{-1 / 2}\right), \quad u=1, \ldots, p,
$$

which implies (45).
Now write $\varepsilon^{r} \varepsilon^{s}$ as

$$
B_{r s}+\left(\varepsilon^{r} \varepsilon^{s}-B-\hat{j}^{r, s}\right)+\hat{i}^{r, s}+\left(\hat{j}^{r, s}-\hat{i}^{r, s}\right) .
$$

The first term, $B_{r s}$, is unestimable by an asymptotically unbiased estimator, in the sense that its best asymptotically unbiased estimator is 0 . The second term, $\varepsilon^{r} \varepsilon^{s}-B-\hat{j}^{r, s}$, is unestimable by an asymptotically linear estimator in
the same sense. These facts are, in essence, contained in Theorems 1 and 3 and will not be verified. Hence the first two terms constitute the unestimable part of $\varepsilon^{r} \varepsilon^{s}$. We view the third term, $\hat{i}^{r, s}$, as determined by the quality of the maximum likelihood estimator, since it estimates the "predata" assessment of error, $E_{\theta}\left(\varepsilon^{r} \varepsilon^{s}\right)$, and since it does so in such a way as to depend on the data only through the maximum likelihood estimate itself. By Proposition 8, this term is the same for every estimator in $\mathscr{L}$. The last term is, by Proposition 3, orthogonal to $\hat{i}^{r, s}$, to the extent that $\left\langle\hat{j}^{r, s}-\hat{i}^{r, s}, \hat{i}^{r, s}\right\rangle=O\left(n^{-3 / 2}\right)$. Thus it is associated with that part of the error that is estimable, but it is not accounted for by the estimated variance of the maximum likelihood estimate. It assesses the luck, good or bad, in the realized nature of the experiment. Notice that this term lies in the same space as does $n^{-1 / 2} \Psi$ in Proposition 8, and that the only estimator in $\mathscr{L}$ whose $n^{-1 / 2} \Psi$ agrees with $\hat{j}^{r, s}-\hat{i}^{r, s}$ is $\hat{j}^{r, s}$.
7. Optimal estimation of the squared error of ordinary maximum likelihood estimate. So far we have been concerned with the optimal estimation of $\varepsilon^{r} \varepsilon^{s}$, the squared error of the bias-corrected maximum likelihood estimate $\hat{\theta}$. We now show that $\hat{j}^{r, s}$ is also optimal for estimating the squared error of the ordinary maximum likelihood estimate $\tilde{\theta}$. We write $\sqrt{n}\left(\tilde{\theta}^{r}-\theta^{r}\right)$ as $\tilde{\varepsilon}^{r}$.

To begin with, we note that $\varepsilon^{r} \varepsilon^{s}-\tilde{\varepsilon}^{r} \tilde{\varepsilon}^{s}=O_{p}\left(n^{-1 / 2}\right)$. Therefore, by Definition 1 , a random variable $T$ is an asymptotically unbiased estimator of $\tilde{\varepsilon}^{r} \tilde{\varepsilon}^{s}$ if and only if it is an asymptotically unbiased estimator of $\varepsilon^{r} \varepsilon^{s}$. The following decomposition is the key to the optimal estimation of the squared error of the maximum likelihood estimate.

LEMMA 2. For any asymptotically unbiased estimator $T$ of $\tilde{\varepsilon}^{r} \tilde{\varepsilon}^{s}$, we have

$$
\begin{align*}
\left\|\tilde{\varepsilon}^{r} \tilde{\varepsilon}^{s}-T\right\|^{2}= & \left\|\varepsilon^{r} \varepsilon^{s}-T-B_{r s}\right\|^{2}  \tag{46}\\
& +\left\|B_{r s}+n^{-1 / 2} \lambda^{r s, u} Y_{u}+n^{-1} R_{r s}\right\|^{2}+O\left(n^{-1}\right)
\end{align*}
$$

where the array $\left\{\lambda^{r s, u}\right\}$, to be specified shortly, consists of constants of magnitude $O(1)$, and $R_{r s}=O_{p}(1)$. Neither $\left\{\lambda^{r s, u}\right\}$ nor $R_{r s}$ depends on $T$.

Proof. From the discussion in Section 4.1 it follows that

$$
\begin{aligned}
\varepsilon^{r} \varepsilon^{s}= & \tilde{\varepsilon}^{r} \tilde{\varepsilon}^{s}+\frac{1}{2} n^{-1 / 2}\left(\kappa^{s, u_{K} r, t}[2]\right) \kappa^{w, y}\left(\kappa_{w y, t}+\kappa_{w, y, t}\right) Y_{u} \\
& -n^{-1} R_{r s}+O_{p}\left(n^{-3 / 2}\right) \\
\equiv & \tilde{\varepsilon}^{r} \tilde{\varepsilon}^{s}-n^{-1 / 2} \lambda^{r s, u} Y_{u}-n^{-1} R_{r s}+O_{p}\left(n^{-3 / 2}\right),
\end{aligned}
$$

for some $R_{r s}=O_{p}(1)$. Hence we have the following decomposition:

$$
\begin{aligned}
\left\|\tilde{\varepsilon}^{r} \tilde{\varepsilon}^{s}-T\right\|^{2}= & \left\|\varepsilon^{r} \varepsilon^{s}-T-B_{r s}\right\|^{2}+\left\|B_{r s}+n^{-1 / 2} \lambda^{r s, u} Y_{u}+n^{-1} R_{r s}\right\|^{2} \\
& +2\left\langle\varepsilon^{r} \varepsilon^{s}-T-B_{r s}, B_{r s}+n^{-1 / 2}+n^{-1 / 2} \lambda^{r s, u} Y_{u}+n^{-1} R_{r s}\right\rangle \\
& +O\left(n^{-3 / 2}\right)
\end{aligned}
$$

We now show that the inner product term is $O\left(n^{-1}\right)$. By Theorem 1 , for any $T$ in $\mathscr{U}$,

$$
\begin{equation*}
\left\langle\varepsilon^{r} \varepsilon^{s}-T-B_{r s}, B_{r s}\right\rangle=O\left(n^{-3 / 2}\right) . \tag{47}
\end{equation*}
$$

By the Cauchy-Schwarz inequality,

$$
\begin{equation*}
\left\langle\varepsilon^{r} \varepsilon^{s}-T-B_{r s}, n^{-1} R_{r s}\right\rangle=O\left(n^{-1}\right) \tag{48}
\end{equation*}
$$

Since $\left\{Y_{u}: u=1, \ldots, p\right\}$ is a subset of $\mathscr{B}$, by the property of projection, $\left\langle D_{r s}, Y_{u}\right\rangle=\left\langle P^{\mathscr{B}} D_{r s}, Y_{u}\right\rangle$. However, by (18), $P^{\mathscr{A}} D_{r s}-B_{r s}=O_{p}\left(n^{-1}\right)$, and so $\left\langle P^{\mathscr{S}} D_{r s}-B_{r s}, Y_{u}\right\rangle=O\left(n^{-1}\right)$. This implies

$$
\begin{equation*}
\left\langle\varepsilon^{r} \varepsilon^{s}-T-B_{r s}, n^{-1 / 2} \lambda^{r s, u} Y_{u}\right\rangle=O\left(n^{-3 / 2}\right) \tag{49}
\end{equation*}
$$

The lemma now follows from (47), (48) and (49).
We now present the second-order optimality of $\hat{j}^{r, s}$ for the estimation of $\tilde{\varepsilon}^{r} \tilde{\varepsilon}^{s}$.

Theorem 4. (i) The class $\mathscr{L}$ is first-order efficient in the sense that, if $T \in \mathscr{L}$ and $S \in \mathscr{U}$, then

$$
\left\|\tilde{\varepsilon}^{r} \tilde{\varepsilon}^{s}-T\right\|^{2} \leq\left\|\tilde{\varepsilon}^{r} \tilde{\varepsilon}^{s}-S\right\|^{2}+O\left(n^{-1}\right)
$$

(ii) Among the estimators in $\mathscr{L}, \hat{j}^{r, s}$ is second-order efficient. That is, for every $T \in \mathscr{L}$,

$$
\left\|\tilde{\varepsilon}^{r} \tilde{\varepsilon}^{s}-\hat{j}^{r, s}\right\|^{2} \leq\left\|\tilde{\varepsilon}^{r} \tilde{\varepsilon}^{s}-T\right\|^{2}+O\left(n^{-3 / 2}\right)
$$

Proof. (i) This follows from Theorem 2, Lemma 2 and the fact that $\hat{j}^{r}, s$ belongs to $\mathscr{L}$.
(ii) Let $T$ belong to $\mathscr{L}$. From the proof of Theorem $2,\left\|\varepsilon^{r} \varepsilon^{s}-T-B_{r s}\right\|^{2}=$ $O\left(n^{-1}\right)$. Hence $\left\langle\varepsilon^{r} \varepsilon^{s}-T-B_{r s}, n^{-1} R_{r s}\right\rangle$ is at most $O\left(n^{-3 / 2}\right)$, which, together with (47) and (49), implies that

$$
\begin{align*}
\left\|\tilde{\varepsilon}^{r} \tilde{\varepsilon}^{s}-T\right\|^{2}= & \left\|\varepsilon^{r} \varepsilon^{s}-T-B_{r s}\right\|^{2}+\left\|B_{r s}+n^{-1 / 2} \lambda^{r s, u} Y_{u}+n^{-1} R_{r s}\right\|^{2}  \tag{50}\\
& +O\left(n^{-3 / 2}\right) .
\end{align*}
$$

From the proof of Theorem 3, the first term on the right-hand side is minimized by $\hat{j^{r}, s}$. By definition, the second term does not depend on $T$.

## APPENDIX

Lower bounds for mean squared errors. We now highlight the derivations of the lower bounds of $\left\|\varepsilon^{r} \varepsilon^{s}-T\right\|^{2}$ and $\left\|\tilde{\varepsilon}^{r} \tilde{\varepsilon}^{s}-T\right\|^{2}$.

## A.1. First-order lower bounds.

Proposition A1. The mean squared errors $\left\|\varepsilon^{r} \varepsilon^{s}-T\right\|^{2}$ and $\left\|\tilde{\varepsilon}^{r} \tilde{\varepsilon}^{s}-T\right\|^{2}$ are both bounded below, for all $T$ in $\mathscr{U}$, by

$$
\begin{equation*}
\kappa^{r, s} \kappa^{r, s}+\kappa^{r, r^{s, s}}+O\left(n^{-1}\right) . \tag{51}
\end{equation*}
$$

Proof. By Theorem 2, the first-order lower bound of $\left\|\varepsilon^{r} \varepsilon^{s}-T\right\|^{2}$ is $\left\|B_{r s}\right\|^{2}$. By Lemma 2, the first-order lower bound of $\left\|\tilde{\varepsilon}^{r} \tilde{\varepsilon}^{s}-T\right\|^{2}$ is $\| B_{r s}+$ $n^{-1 / 2} \lambda^{r s, u} Y_{u}+n^{-1} R_{r s} \|^{2}$, which, since $B_{r s}$ is orthogonal to $Y_{u}$, is equal to $\left\|B_{r s}\right\|^{2}+O\left(n^{-1}\right)$. Hence the two mean squared errors in question are both bounded below by $\left\|B_{r s}\right\|^{2}+O\left(n^{-1}\right)$. By part (iii) of Proposition 1 (take $r_{n}=n$ ),

$$
\left\|B_{r s}\right\|^{2}=\left\|\left\langle D_{r s}, b_{t u}^{*}\right\rangle\left\{\kappa^{t, v_{K} u, w} /\left(2 n^{2}\right)\right\} b_{v w}^{*}\right\|^{2}+O\left(n^{-1}\right) .
$$

Substitute in (7) and (17), expand and simplify, to obtain (51).
A.2. Second-order lower bounds.

Proposition A2. In the notation of Lemma 2, for each $T$ in $\mathscr{L}$,

$$
\begin{align*}
\left\|\tilde{\varepsilon}^{r} \tilde{\varepsilon}^{s}-T\right\|^{2}= & \left\|\varepsilon^{r} \varepsilon^{s}-T\right\|^{2}+n^{-1}\left\{2\left\langle B_{r s}, R_{r s}\right\rangle+\left\|\lambda^{r s, u} Y_{u}\right\|^{2}\right\} \\
& +O\left(n^{-3 / 2}\right) . \tag{52}
\end{align*}
$$

Proof. Expanding the second term on the right-hand side of (50), we find

$$
\begin{aligned}
& \left\|B_{r s}\right\|^{2}+2 n^{-1 / 2}\left\langle B_{r s}, \lambda^{r s, u} Y_{u}\right\rangle+2 n^{-1}\left\langle B_{r s}, R_{r s}\right\rangle \\
& \quad+n^{-1}\left\|\lambda^{r s, u} Y_{u}\right\|^{2}+O\left(n^{-3 / 2}\right) .
\end{aligned}
$$

By definition, $B_{r s}$ is orthogonal to $Y_{u}$. Therefore the second term above vanishes, and (50) reduces to (52).

By Theorem 3, the second-order lower bound of $\left\|\varepsilon^{r} \varepsilon^{s}-T\right\|^{2}$ is $\left\|B_{r s}\right\|^{2}+$ $n^{-1}\left\|\Delta^{r, s}\right\|^{2}$, and, by Proposition A2, that of $\left\|\tilde{\varepsilon}^{r} \tilde{\varepsilon}^{s}-T\right\|^{2}$ is $\left\|B_{r s}\right\|^{2}+$ $n^{-1}\left\{\left\|\Delta^{r, s}\right\|^{2}+2\left\langle B_{r s}, R_{r s}\right\rangle+\left\|\lambda^{r s, u} Y_{u}\right\|^{2}\right\}$. We now expand the quantities involved in these bounds.

First, $\left\|\lambda^{r s, u} Y_{u}\right\|^{2}$ is computed to be $\lambda^{r} \lambda^{r} \kappa^{s, s}+\lambda^{r} \lambda^{s} \kappa^{r, s}+\lambda^{s} \lambda^{r} \kappa^{s, r}+\lambda^{s} \lambda^{s} \kappa^{r, r}$.
Second, we expand $\left\|B_{r s}\right\|^{2}$. For this we need an approximation to the generalized inverse of $\mu_{r s, t u}^{*}$ more accurate than $\kappa^{r, s} \kappa^{t, u} /\left(2 n^{2}\right)$. Rewrite (7) as $\left.n^{2}\left\{\left(\kappa_{r, t} \kappa_{s, u}[2]\right)\right)+n^{-1} \lambda_{r s, t u}\right\}$, where

$$
\begin{aligned}
\lambda_{r s, t u}= & \kappa_{r, s, t, u}+\kappa_{r, s, t u}+\kappa_{t, u, r s}+\kappa_{r s, t u} \\
& -\left(\kappa_{r s, v}+\lambda_{r, s, v}\right)\left(\kappa_{t u, w}+\kappa_{t u, w}\right) \kappa^{v, w} .
\end{aligned}
$$

Observe that $\lambda_{r s, t u}$ satisfies the symmetric property: $\lambda_{r s, t u}=\lambda_{t u, r s}=\lambda_{t u, s r}$ $=\lambda_{u t, s r}$.

Lemma A1. Ignoring $O\left(n^{-2}\right)$, a generalized inverse of $n^{-2} \mu_{r s, t u}^{*}$ is

$$
\begin{equation*}
\frac{1}{2} \kappa^{r, t_{\boldsymbol{t}} s, u}-\frac{1}{4 n} \kappa^{r, i^{s, j} \lambda_{i j, k l} \kappa^{t, k} \boldsymbol{\kappa}^{u, l} \equiv \frac{1}{2} \kappa^{r, t^{s} s, u}-\frac{1}{4 n} \lambda^{r s, t u}, ~} \tag{53}
\end{equation*}
$$

in the sense that

$$
\left(n^{-2} \mu_{r s, i j}^{*}\right)\left(\frac{1}{2} \kappa^{i, k} \kappa^{j, l}-\frac{1}{4 n} \lambda^{i j, k l}\right)\left(n^{-2} \mu_{t u, k l}^{*}\right)=n^{-2} \mu_{r s, t u}^{*}+O\left(n^{-2}\right)
$$

This can be verified by direct computation, using the symmetry of $\lambda_{r s, t u}$. Note that $\lambda^{i j, k l}$ is not the inverse of $\lambda_{r s, t u}$, and that $\lambda^{i j, k l}$ has symmetry properties similar to those of $\lambda_{r s, t u}$.

Now by (17), Lemma A1, and Proposition 1(iii) (take $r_{n}=1$ ),

$$
\begin{aligned}
\left\|B_{r s}\right\|^{2}= & \left\|n\left\{\delta_{r, a} \delta_{s, b}[2]+O_{r s a b}\left(n^{-3 / 2}\right)\right\} n^{-2}\left\{\kappa^{a, c} \kappa^{b, d} / 2-\lambda^{a b, c d} /(4 n)\right\} b_{c d}^{*}\right\|^{2} \\
& +O\left(n^{-2}\right) \\
= & \left\|\left\{\left(\kappa^{r, c^{s, d}}[2]\right) / 2-\lambda^{r s, c d} /(2 n)\right\}\left(b_{c d}^{*} / n\right)\right\|^{2}+O\left(n^{-3 / 2}\right) \\
= & \kappa^{r, \kappa^{s, r}}+\kappa^{r, \kappa^{s, s}}-n^{-1} \lambda^{r s, r s}+O\left(n^{-3 / 2}\right) .
\end{aligned}
$$

Next, we expand $n^{-1}\left\|\Delta^{r, s}\right\|^{2}$. Write $I^{r, s}=M^{r, s}+N^{r, s}$, where $M^{r, s}=$


$$
\left\langle\Delta^{r, s}, J^{r, s}\right\rangle+\left\langle\Delta^{r, s}, K^{r, s}\right\rangle+\left\langle\Delta^{r, s}, N^{r, s}\right\rangle+\left\langle J^{r, s}, M^{r, s}\right\rangle+\left\langle K^{r, s}, M^{r, s}\right\rangle
$$

$$
+\left\langle L^{r, s}, N^{r, s}\right\rangle+2\left\langle L^{r, s}, M^{r, s}\right\rangle+\left\langle M^{r, s}, M^{r, s}+N^{r, s}\right\rangle
$$

$$
+\left\langle J^{r, s}, L^{r, s}\right\rangle+\left\langle K^{r, s}+L^{r, s}, L^{r, s}\right\rangle \equiv I_{1}+\cdots I_{10} .
$$

It can be verified that $\left\langle\Delta^{r, s}, Y_{u}\right\rangle,\left\langle\Delta^{r, s}, Y_{t u}\right\rangle=O\left(n^{-1 / 2}\right)$ and $\left\langle Y_{t v} Y_{w} Y_{u}, Y_{i}\right\rangle=$ $O\left(n^{-1}\right)$, which implies that $I_{1}, I_{2}, I_{3}=O\left(n^{-1 / 2}\right)$ and $I_{4}, I_{5}, I_{6}=O\left(n^{-1}\right)$. Furthermore, by McCullagh [(1987), Chapter 3],

$$
\begin{aligned}
\left\langle Y_{t v} Y_{w} Y_{u}, Y_{i} Y_{j} Y_{k}\right\rangle & =O\left(n^{-1}\right), \\
\left\langle Y_{t} Y_{u} Y_{v}, Y_{i} Y_{j} Y_{k}\right\rangle & =\kappa_{t, i} \kappa_{u, j} \kappa_{v, k}[15]+O\left(n^{-1}\right), \\
\left\langle Y_{t v} Y_{w} Y_{u}, Y_{i j} Y_{k} Y_{l}\right\rangle & =\left(\kappa_{t v, i j}-\kappa_{t v, u} \kappa^{u, k_{\kappa_{k, i j}}}\right)\left(\kappa_{u, w} \kappa_{u, w} \kappa_{k, l}[3]\right)+O\left(n^{-1}\right) .
\end{aligned}
$$

By the first equality, $I_{7}=O\left(n^{-1}\right)$. Applying the second and the third, we obtain
where the meaning of [2] is the same as that in Proposition 2.

$$
\begin{aligned}
& I_{8}=\left(\kappa^{r, t^{s}, u}[2]\right)\left(\kappa^{r, \boldsymbol{i}^{s, j}}[2]\right)\left(\kappa_{w, j} \kappa_{u, l}[2]\right) \\
& \times \kappa^{v, w^{k}}{ }^{k, l}\left(\kappa_{t v, i j}-\kappa_{t v, u} \kappa^{u, k_{k, i j}}\right)+O\left(n^{-1}\right),
\end{aligned}
$$

$$
\begin{aligned}
& \times\left(-\kappa_{i j k}-\kappa_{i j, k}+\kappa_{i, j, k}\right)\left(\kappa_{w y, t}+\kappa_{w, y, t}\right)+O\left(n^{-1}\right),
\end{aligned}
$$

$$
\begin{aligned}
& \times\left(\kappa_{l n, i}+\kappa_{l, n, i}\right)\left\{\kappa_{x, v}\left(\kappa_{u, j} \kappa_{k, m}[3]\right)-\kappa_{u, j} \kappa_{v, k} \kappa_{x, m}[15]\right\}+O\left(n^{-1}\right),
\end{aligned}
$$

Finally, we expand $n_{\tilde{\theta}}^{-1}\left\langle R_{r s}, B_{r s}\right\rangle$. From the definition of $\hat{\theta}^{r}$ (see Section 2.2), $\varepsilon^{r}=\tilde{\varepsilon}^{r}+n^{-1 / 2} \lambda^{t}(\tilde{\theta})$, where $\lambda^{r}(\theta)=\kappa^{r, t} \kappa^{u, v}\left(\kappa_{t, u, v}+\kappa_{t, u v}\right) / 2$. By expanding $\lambda^{r}(\tilde{\theta})$ about $\theta$, we obtain

$$
\varepsilon^{r}=\tilde{\varepsilon}^{r}+n^{-1 / 2} \lambda^{r}+n^{-1}\left(\lambda^{r}\right)_{t} \kappa^{t, u} Y_{u}+O_{p}\left(n^{-3 / 2}\right)
$$

where $\left(\lambda^{r}\right)_{t}$ denotes the derivative $\partial \lambda^{r}(\theta) / \partial \theta^{t}$, which is computed to be

$$
\begin{aligned}
&\left(\lambda^{r}\right)_{t}=\frac{1}{2} \kappa^{r, u} \kappa^{v, w}\left(\kappa_{u t, v, w}+\right. \kappa_{u, t v, w}+\kappa_{u, v, w t}+\kappa_{u, t, v, w} \\
&\left.+\kappa_{u t, v w}+\kappa_{u, v w t}+\kappa_{u, v w, t}\right) \\
&-\frac{1}{2}\left(\kappa^{r, v} \kappa^{u, w_{k}} \kappa^{x, y}+\kappa^{\left.r, u_{\kappa}^{x, v} \kappa^{y, w}\right)\left(\kappa_{u, x, y}+\kappa_{u, x y}\right)}\right. \\
& \times\left(\kappa_{v t, w}+\kappa_{w t, v}+\kappa_{v, t, w}\right) .
\end{aligned}
$$

It follows that

$$
\begin{align*}
\varepsilon^{r} \varepsilon^{s}= & \tilde{\varepsilon}^{r} \tilde{\varepsilon}^{s}+n^{-1 / 2} \lambda^{r} \tilde{\varepsilon}^{s}[2]+n^{-1}\left\{\lambda^{r} \lambda^{s}+\left(\lambda^{r}\right)_{t} \kappa^{t, u_{\varepsilon}^{s}} Y_{u}[2]\right\} \\
& +O_{p}\left(n^{-3 / 2}\right), \tag{54}
\end{align*}
$$

in which the two [2]'s represent the permutation of $r$ and $s$. From McCullagh [(1987), page 209],

$$
\begin{equation*}
\tilde{\varepsilon}^{r}=\kappa^{r, t} Y_{t}+n^{-1 / 2}\left(\alpha^{r t u v} Y_{t u} Y_{v}+\beta^{r t u} Y_{t} Y_{u}\right)+O_{p}\left(n^{-1}\right) \tag{55}
\end{equation*}
$$

where

$$
\alpha^{r t u v}=\kappa^{r, t} \kappa^{u, v} \quad \text { and } \quad \beta^{r t u}=-\frac{1}{2} \kappa^{r, v} \boldsymbol{\kappa}^{t, w_{K}} \kappa^{u, x}\left(\kappa_{w x, v}+\kappa_{w, x, v}\right) .
$$

Substituting (55) and (54), we find

$$
\begin{align*}
\varepsilon^{r} \varepsilon^{s}= & \tilde{\varepsilon}^{r} \tilde{\varepsilon}^{s}+n^{-1 / 2}\left(\lambda^{r} \kappa^{s, u}[2]\right) Y_{u}+n^{-1}\left(\lambda^{r} \alpha^{s t u v}[2]\right) Y_{t u} Y_{v} \\
& +n^{-1}\left\{\left(\lambda^{r} \beta^{s u v}+\left(\lambda^{r}\right)_{t} \kappa^{t, u_{K} s, v}\right)[2]\right\} Y_{u} Y_{v}  \tag{56}\\
& +n^{-1} \lambda^{r} \lambda^{s}+O\left(n^{-3 / 2}\right) \\
\equiv & \tilde{\varepsilon}^{r} \tilde{\varepsilon}^{s}-n^{-1 / 2} \lambda^{r s, u} Y_{u}-n^{-1} R_{r s}+O\left(n^{-3 / 2}\right) .
\end{align*}
$$

By (56) and Proposition 4,

$$
\begin{aligned}
\left\langle B_{r s}, R_{r s}\right\rangle= & -\kappa^{r, w_{\kappa} \kappa^{s, x}}\left(\lambda^{r} \alpha^{s t u v}[2]\right)\left\langle Y_{w} Y_{x}-\kappa_{w, x}, Y_{t u} Y_{v}\right\rangle \\
& -\kappa^{r, w_{\kappa}^{s, v}\left\langle Y_{v} Y_{w}-\kappa_{v, w}, \lambda^{r} \lambda^{s}\right\rangle} \\
& -\kappa^{r, w^{s, x}( }\left\{\left(\lambda^{r} \beta^{s u v}+\left(\lambda^{r}\right)_{t} \kappa^{t, u_{\kappa} s, v}\right)[2]\right\}\left\langle Y_{w} Y_{x}-\kappa_{w, x}, Y_{u} Y_{v}\right\rangle \\
& +O\left(n^{-1 / 2}\right) .
\end{aligned}
$$

It is easy to verify that, on the right-hand side, the second inner product is zero, and the first is $O\left(n^{-1 / 2}\right)$. Hence only the third term is present, which is computed to be

$$
\begin{aligned}
\left\langle B_{r s}, R_{r s}\right\rangle= & -\left\{\lambda^{r} \beta^{s r s}+\left(\lambda^{r}\right)_{t} \kappa^{t, r} \kappa^{s, s}\right\}-\left\{\lambda^{s} \beta^{r r s}+\left(\lambda^{s}\right)_{t} \kappa^{t, r} \kappa^{r, s}\right\} \\
& -\left\{\lambda^{r} \beta^{s s r}+\left(\lambda^{r}\right)_{t} \kappa^{t, s^{s, r}}\right\}-\left\{\lambda^{s} \beta^{r s r}+\left(\lambda^{s}\right)_{t} \kappa^{t, \kappa^{r, r}}\right\} \\
& +O\left(n^{-1 / 2}\right) .
\end{aligned}
$$
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